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SUMMARY

Compute-and-forward (CF), also known as reliable physical layer network coding, is a
novel technique which allows the terminals in wireless networks to decode linear com-
binations of the messages after receiving a superimposed signal of these messages in the
physical layer. It has already been shown that CF can benefit wireless networks in many
aspects. In particular, since it turns the superposition of multiple wireless signals, which
is traditionally considered as a collision, into useful information, it significantly boosts
the throughput and reduces the energy consumption by reducing the number of trans-
missions and receptions required in wireless networks. Moreover, in security aspect, CF
can also be used to improve the rate of a secure transmission approach called cooper-
ative jamming. In this thesis, we extensively study the benefits of CF in the aspects of
throughput, energy consumption, and security in various unicast networks.

Firstly, we focus on the throughput benefit of CF for multiple unicasts, which is de-
fined as the ratio of the achievable common rate of CF based schemes and the corre-
sponding rate of the traditional schemes. It is proved that the throughput benefit is up-
per bounded by 3K in any network, in which K is the number of the unicast sessions.
Also, example networks in which CF has a throughput benefit of at least K /2 are given.
In particular, the throughput benefit of CF in line networks is extensively studied, where
upper bounds and lower bounds of the throughput benefit are given for both centralized
and decentralized scheduling cases.

Next, it is proved that the energy benefit of CF, defined similarly to the throughput
benefit of CF, is upper bounded by min(d̄ ,K ,12

p
K ), where d̄ is the average distance of

the sessions. Moreover, it is shown that the energy benefit in many specific networks is
upper bounded by some constants. In line networks and hexagonal lattice networks, CF
based transmission schemes are given which achieve the upper bounds in some cases.

Finally, the problem of the information theoretically secure transmission on the two-
hop channel with an untrusted relay is considered. Two secure transmission schemes
based on the novel scaled CF technique are proposed, which outperform all other exist-
ing secure transmission schemes and achieve the upper bound for many different power
configurations. Moreover, it is shown that our schemes can also achieve a relatively high
secrecy rate in the two-hop channel with an external eavesdropper.
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SAMENVATTING

Compute-and-forward (CF), ook bekend onder de naam ‘reliable physical layer network
coding’, is een nieuwe techniek die het mogelijk maakt dat toestellen in draadloze net-
werken lineaire combinaties van de berichten decoderen na ontvangst van een gesuper-
poneerd signaal van deze berichten in de physische laag. Het is reeds aangetoond dat
CF draadloze netwerken in vele opzichten voordeel kan bieden. Aangezien het de su-
perpositie van meerdere draadloze signalen, hetgeen traditioneel als een conflict wordt
beschouwd, omzet in nuttige informatie, geeft het de doorvoersnelheid een significante
impuls en reduceert het het energiegebruik door het terugbrengen van het aantal ver-
zendingen en ontvangsten in draadloze netwerken. Vanuit securiteitsoogpunt kan CF
bovendien worden gebruikt om de snelheid te verbeteren van een veilige transmissiebe-
nadering genaamd ’cooperative jamming’. In dit proefschrift bestuderen we uitgebreid
de voordelen van CF met betrekking tot de aspecten doorvoersnelheid, energiegebruik
en securiteit in diverse unicast-netwerken.

Ten eerste richten we ons op het snelheidsvoordeel van CF in het geval van meer-
dere unicast-sessies, gedefinieerd als de verhouding tussen de behaalbare gezamenlijke
snelheid van CF-gebaseerde systemen en de vergelijkbare snelheid van traditionele sys-
temen. Er wordt bewezen dat dit voordeel ten hoogste 3K is voor elk netwerk, waarbij K
het aantal unicast-sessies is. Tevens worden voorbeelden gegeven van netwerken waar-
voor CF een voordeel van tenminste K /2 heeft. In het bijzonder wordt het snelheidsvoor-
deel van CF voor lijnnetwerken uitgebreid bestudeerd, waarbij boven- en ondergrenzen
worden gegeven voor zowel centraal als decentraal georganiseerde schema’s.

Vervolgens wordt bewezen dat het energievoordeel van CF, op soortgelijke manier ge-
definieerd als het snelheidsvoordeel, naar boven wordt begrensd door min(d̄ ,K ,12

p
K ),

waarbij d̄ de gemiddelde afstand van de sessies is. Bovendien wordt aangetoond dat het
energievoordeel voor veel specifieke netwerken naar boven wordt begrensd door een
constante. Voor lijnnetwerken en hexagonale lattice-netwerken worden CF-gebaseerde
systemen gegeven die in enkele gevallen de bovengrenzen behalen.

Tenslotte wordt het probleem beschouwd van informatietheoretisch veilige trans-
missie over een 2-hop-kanaal met een niet-vertrouwd tussenstation. Twee veilige trans-
missiesystemen gebaseerd op de nieuwe geschaalde CF-techniek worden voorgesteld,
die beter presteren dan alle bestaande veilige transmissiesystemen en de bovengrenzen
behalen voor vele verschillende vermogensconfiguraties. Bovendien wordt aangetoond
dat onze veilige systemen een relatief hoge snelheid behalen voor een 2-hop-kanaal met
een externe afluisteraar.

xi





1
INTRODUCTION

At the beginning of this century, the concepts of network coding (NC) [1] opened up a new
horizon in wireless communication. Traditionally, broadcast and superposition, the two
characteristic features of wireless networks, are not well exploited. Broadcast messages
sometimes are not useful for all receivers and the superposition of multiple messages is
considered as a collision. NC, the technique that allows a node to combine and com-
pute messages before transmission, exploits these two features of wireless networks and
improves the performance in many aspects compared to the traditional methods. Firstly,
broadcast can be useful for multiple destinations if a linear function of multiple messages
is transmitted. More recently, an advanced NC technique called compute-and-forward
(CF) [29] also exploits superposition. It allows wireless terminals to directly and reliably
decode linear functions of multiple messages from different sources when receiving their
physically superimposed signals.

In this thesis, we study the improvement brought by CF technique in three aspects:
throughput, energy, and security.

1.1. TWO-WAY RELAY CHANNEL

Two-way relay channel (TWRC), as shown in Fig. 1.1(a), is a classical wireless channel
model in which nodes A, B , and R are wireless terminals and A and B want to exchange
information. Node R is used to relay the messages since A and B cannot receive the
transmissions from each other directly. Albeit the simpleness, the TWRC reflects many
practical wireless networks, e.g., cellular networks with cell phones A and B and base
station R. Here, we use this channel to give conceptual ideas of why and how these three
aspects can benefit from applying CF. We assume that the channel has additive white
Gaussian noise (AWGN) and the amount of time needed to reliably transmit a length-N
binary sequence is 1 time slot. Also, assume that all three nodes apply half-duplex, which
means that they cannot transmit and receive at the same time.

1
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A R B

(a) Two-way relay channel

A R B

mA mB

mB mA
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(b) Traditional routing

A R B
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(c) Network coding

A R B
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mA ⊕mB mA ⊕mB

X A Y R

Y A X R Y B

X B

(d) Compute-and-forward

Figure 1.1: Various transmission schemes on the two-way relay channel. In figure (b)- (d), Different types of
lines are used to represent different time slots.

1.1.1. THROUGHPUT BENEFIT
Firstly, consider a traditional point-to-point based routing scheme (Fig. 1.1(b)). In the
first time slot, node A transmits the message to R. Node R forwards this message to
node B in the second time slot. Then, symmetrically, the message from node B is trans-
mitted to node A in the third and fourth time slots. The rate for the transmissions of
both directions is 1/4 message per time slot. This is the best rate that can be achieved by
the traditional point-to-point based approach because the relay R cannot transmit and
receive at the same time due to half-duplex, cannot send a message to multiple receivers
simultaneously, and cannot receive two messages simultaneously since two wireless sig-
nals will collide.

This rate can be improved to 1/3 by using NC with broadcast (Fig. 1.1(c)). In the first
two time slots, nodes A and B transmit to node R, respectively. Then node R computes
XR = mA ⊕mB and broadcasts it in the third time slot simultaneously to A and B . Both
A and B can decode their desired messages since they know their own messages, e.g.,
nodes A can decode mB by computing mB = XR ⊕mA = (mA ⊕mB )⊕mA .
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1

3

CF, sometimes called reliable physical layer network coding (PLNC), is a technique
which also exploits the superposition of the signals of multiple messages in the physical
layer. More specifically, if nodes A and B transmit their messages simultaneously, node R
can reliably decode mA ⊕mB instead of considering the reception as a collision (details
will be specified in Chapter 2). Then, in the second time slot, the relay R broadcasts
mA ⊕mB and nodes A and B can decode their desired messages in the same fashion as
NC. This scheme is shown in Fig. 1.1(d). In this case, the transmit rate of both directions
is 1/2, which is two times as much as the rate of traditional routing.

1.1.2. ENERGY BENEFIT

The same TWRC and the three schemes are compared in a different aspect: the energy
consumption. Nowadays, many of the wireless terminals are battery-driven, energy-
sensitive equipments, such as cell phones, wireless sensors, laptops, tablets, etc. Here,
assume that transmitting a length-N binary sequence consumes energy et (for encod-
ing, transmitting, supporting circuits, etc.) and successfully receiving a length-N binary
sequence consumes energy er (for decoding, supporting circuits, etc.). In our model, all
other energy consumption is neglected. Thus, it is clear that the energy consumption on
the TWRC of Fig. 1.1(a) for two messages to be delivered to their destinations is 4(et +er ),
3et +4er , and 3(et + er ) for traditional routing, NC, and CF, respectively. Hence by using
CF, only 3/4 of the energy is consumed compared to the traditional routing scheme due
to the feature that CF can reduce the number of transmissions and receptions in the
network.

1.1.3. SECURITY BENEFIT

The third, we still consider the TWRC in Fig. 1.1(a) and assume that only node A has a
message mA to send to node B . In this problem, the relay is assumed to be honest-but-
curious, i.e., it eavesdrops the messages transmitted through it but makes no change on
the messages. This is another practical scenario since all public Wi-Fi providers could
be potential eavesdroppers. Hence, it is desirable to design transmission schemes which
send messages via node R while leaking no information to it. The rate of such a reliable
and secure transmission is called the secrecy rate.

Firstly, a straightforward relaying scheme is considered in which the relay simply re-
ceives from A and forwards it to B . Due to the information processing inequality [2], any
information retrieved at B can also be retrieved by R as well. Hence, no information can
be securely transmitted to node B in this way and the secrecy rate is 0. Then, the coop-
erative jamming scheme as illustrated in Fig. 1.2 is introduced [14]. In this scheme, node
B simultaneously transmits a jamming signal, namely XB , to confuse R when A is trans-
mitting. As a result, R will not be able to retrieve any information from the reception Y R .
However, when R transmits what it has received to node B , B is able to recover X A since
it knows XB and is able to subtract it from XR .

However, the real scenario is not as simple as described above due to the presence
of noise. In this scheme, upon the reception of Y R = X A + XB + Z where Z is the noise,
since the relay cannot decode X A or XB due to the security concern, it is not able to
remove the noise from the useful information either. Hence, this noise accumulates to
X R , i.e., its transmission to node B , and causes a severe degradation in the achieved
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A R B

X A Y R X B

X R Y B

Figure 1.2: The cooperative jamming scheme on a two-hop channel with an untrusted relay

secrecy rate. A CF based scheme can solve this problem by letting the relay decode X A +
XB , which removes the noise with no information leaked during the process. As a result,
CF improves the secrecy rate and benefit the network in the security aspect.

1.2. BACKGROUND AND CHALLENGES

1.2.1. THROUGHPUT BENEFIT

BACKGROUND

The fundamental paper [1] introduced the concept of NC and revealed the advantages of
NC in the throughput aspect for multicast networks. Numerous studies have been done
on the subject of the improvement of NC over traditional routing without the context of
wireless network [17, 19, 24, 25]. For wireless networks, the throughput benefit of NC
was first introduced in [43], in which the TWRC introduced in the previous section was
considered. For broadcast and multicast scenarios, it has been shown in several studies
that NC is advantageous over traditional routing [4, 28]. For multiple unicast scenarios,
theoretical upper bounds haven been derived for the improvement in general networks
[22, 26] and a practical scheme [21] has been proposed which improves the throughput
in many real-life wireless networks.

PLNC [20, 48] is a technique which exploits the features of wireless networks and
uses the superimposed physical layer signals to decode linear combinations of multi-
ple transmitted messages. It has been shown in [20, 32, 48] that PLNC can improve the
throughput on the TWRC. However, these schemes suffer heavily from the noise since
no error correcting mechanism is applied. Hence, the improvement of these schemes is
quite limited for noisy cases and the improvement of a factor of 2 as indicated in the pre-
vious section is not feasible in general. The CF technique (also known as reliable PLNC)
[29], on the other hand, is an advanced PLNC scheme which uses nested lattice codes [7]
to enable the relay nodes to reliably decode the linear combinations in a noisy environ-
ment. As a result, an improvement that is very close to a factor of 2 is achieved on the
TWRC in the high SNR regime.

Moreover, since CF allows the relay to remove the noise, for transmissions involving
multiple hops and relays, the achievable rate will not be degraded by the noise accu-
mulation along the path. Hence, CF also improves the throughput compared to tradi-
tional routing and NC in line networks, multi-way relay networks, and lattice networks
[10, 41, 48]. Moreover, in [10] it is shown that the throughput in line and lattice networks
can be significantly improved by CF in terms of transport capacity. In terms of rate, many
studies focus on the fundamental limits of the throughput benefit using PLNC in gen-
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eral wireless networks [27, 49]. The results show that PLNC provides improvement of
constant factors in 1-D and 2-D networks.

CHALLENGES

As CF been proposed, one of the natural questions in the perspective of throughput is:
“how much can it benefit the throughput of wireless networks?” A very important con-
text for this question is multiple unicast networks, which are amongst the most prac-
tical and complicated scenarios. For all current results ranging from the TWRC to 2-D
random networks, the throughput benefit of PLNC, which is the ratio between the maxi-
mum achievable common rate of CF and the corresponding rate of traditional routing, is
at most a constant. It raises the following questions: “does there exist a type of networks
in which the benefit is more than a constant, e.g., the benefit increases with the number
of sessions? If yes, what are the coding schemes? What is the limit for the throughput
benefit of CF?” Here, some challenges for this problem are listed as follows.

• What is the fundamental upper bound for the throughput benefit of PLNC over
traditional routing and NC in general networks with multiple unicast sessions?

• Can a matching lower bound be found by proposing a scheme which achieves this
upper bound? If not, does there exist a network in which such throughput benefit
is feasible?

• If the two bounds cannot be matched in general networks, is it possible to match
them in some specific networks, e.g., line networks or lattice networks?

1.2.2. ENERGY BENEFIT

BACKGROUND

NC can also benefit energy consumption since it has the potential of reducing the num-
ber of transmissions in wireless network. The energy benefit of NC has been studied in
several previous studies [8, 12, 22, 23]. The work of [8] considered the broadcast scenario,
in which a log N improvement was achieved, where N is the number of nodes. In [22],
both multicast and multiple unicast scenarios have been considered and upper bounds
of the energy benefit have been derived for both scenarios. The work of [12] and [23]
focused on lower bounds of the energy benefit in specific networks, in particular, the
hexagonal (triangular) networks. An energy benefit of 2.4 was achieved in [23] and was
later beaten by the benefit of 3 in [12].

Note that all the above-mentioned studies consider the energy consumption as the
transmit energy. Other energy consumed for the transmission is neglected, which might
not be the best assumption when other energy consumption, e.g., receive energy, is not
negligible. For example, the scheme in [12] reduces the number of transmissions at the
cost of increasing the number of receptions in the network, which might not be benefi-
cial in the energy consumption if the receive energy is too large.

CHALLENGES

Since it has been shown in the TWRC case that CF has the potential of decreasing the
number of not only the transmissions, but also the receptions, it seems that CF can bring
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a higher energy benefit than plain NC, especially when the receive power is not negligi-
ble. Almost no literature has considered the energy benefit of PLNC except for the very
simple cases such as TWRC. Similar to the throughput benefit, some of the challenges
for the energy benefit are listed as the following.

• What is the fundamental upper bound for the energy benefit of PLNC over tradi-
tional routing and NC in general networks with multiple unicast sessions?

• Can a matching lower bound be found by proposing a scheme which achieves this
upper bound? If not, does there exist a network in which such energy benefit is
feasible?

• If the two bounds cannot be matched in general networks, is it possible to match
them in specific networks?

• How is the energy benefit related to the throughput benefit?

1.2.3. SECURITY BENEFIT

BACKGROUND

Information theoretic security was first introduced by Shannon in one of the fundamen-
tal papers in cryptography [36]. Shannon used it to describe the level of secrecy that the
eavesdropper cannot retrieve any information about the plain text even if it has access
to the cypher text and unbounded computational capability. To achieve this level of se-
crecy, Shannon proposed the scheme of the “one-time pad”, which requires a randomly
generated key containing no less entropy than the plain text and should be only used
once and kept secret afterward, i.e., the “one-time pad”. Obviously, the cost of such en-
cryption is too high to be applied for all secret messages. As a result, the researchers start
to seek other encrypting techniques, e.g., the encryption based on computationally hard
problems.

The concept of information theoretic security receives a lot of attentions in recent
years. One of the reasons is that most of the current encryption schemes are not se-
cure if computers with much higher computational capability, e.g., quantum comput-
ers, were born. Another important reason is that, in wireless networks, the “one-time
pad” scheme is less costly since it is possible to use the transmissions of other users as
the “one-time pad”. One of the schemes which uses this idea is the cooperative jamming
approach proposed in [14]. This scheme lets a node other than the source, e.g., the des-
tination, generate a “one-time pad” and transmit it to the eavesdropper while the source
is transmitting the plain text. The “one-time pad” superimposes with the plain text in
the physical layer and prevents the information about the plain text to be obtained by
the eavesdropper. Once the cypher text, i.e., the superimposed signal, is received by the
destination, it can be decoded if the destination also knows the “one-time pad”, i.e., the
jamming signal.

The cooperative jamming approach on the TWRC suffers from the noise accumula-
tion, which can be solved by CF (as shown in Section 1.1). Many different CF based ap-
proaches have been proposed on this channel which achieve different levels of secrecy
(will be specified in Chapter 5) [16, 33, 40]. In [15], it has been proved that the same rate
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as [16] can also be achieved for line networks. Some other approaches also applied CF
based approaches on the TWRC with asymmetric channel gains [33, 39]. However, the
results are suboptimal compared to the upper bound given in [14].

CHALLENGES

In [14], upper bounds of the secrecy rate on the TWRC with both symmetric and asym-
metric channel gains are derived. However, no matching lower bound has been given
except for some special channel configurations, e.g., symmetric channel gain or infinite
relay and jamming power cases. However, in [50], a more advanced CF technique, we
call it scaled CF (SCF), is proposed, which seems to be a promising technique for this
problem. Hence, here are some challenges.

• Can the upper bound in [14] be achieved on the asymmetric TWRC with SCF?

• If so, can this scheme be used in other secure transmission problems, e.g., the two-
hop channel with an external jammer or the two-hop channel with an external
eavesdropper?

1.3. MAIN CONTRIBUTIONS AND STRUCTURE OF THE THESIS

1.3.1. THROUGHPUT BENEFIT (CHAPTER 3)
The throughput of wireless networks with multiple unicast sessions is considered un-
der several transmission modes in which the broadcast and superposition features are
allowed and/or disallowed. Upper bounds and lower bounds of the throughput benefit
of CF over traditional routing and NC are derived by studying the theoretical limits of
the throughput in various modes. For general networks, it is proved that the through-
put benefit cannot be higher than 3K for any network setting, where K is the number
of unicast sessions. Also, it is shown that in some networks, the throughput benefit is at
least K /2. In line networks, the throughput benefit is 2 or smaller than 2 depending on
the session placement if all sessions are bidirectional. If the problem is generalized to
arbitrary unicast sessions, the throughput benefit is 2 when the sessions are uniformly
distributed at random and the number of sessions goes to infinity. Furthermore, the
throughput benefit of CF in line networks with random access mechanism is also stud-
ied. It is proved that the benefit is 2

1−p where p is the probability for each node to trans-
mit.

1.3.2. ENERGY BENEFIT (CHAPTER 4)
Similar to the method used in Chapter 3, the benefit of CF over traditional routing in
terms of the energy consumption is studied by deriving the upper and lower bounds
of the energy consumption in various transmission modes. The energy benefit of CF is
defined as the ratio between the minimum energy consumption with CF and the cor-
responding consumption of traditional routing. It is proved that in general networks,
the energy benefit of CF is upper bounded by min(d̄ ,K ,12

p
K ), where d̄ is the average

distance of the sessions. In some specific networks, it is proved that the energy bene-
fit cannot be higher than constant factors. Moreover, in hexagonal lattice networks, it
is shown that for a specific session placement, the energy benefit is between 2 and 3
depending on the ratio of the transmit and receive energy.
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1.3.3. SECURITY BENEFIT (CHAPTER 5)
The problem of secure transmission on a two-hop channel with an untrusted relay is
considered. Two secure transmission schemes based on cooperative jamming and SCF
are proposed, which achieve the upper bound on this channel for many different power
and channel configurations. More precisely, our schemes outperform all other secure
transmission schemes and achieve the upper bound in the following scenarios:

• If the power of the source, the relay, and the destination are linearly related and go
to infinity.

• If the relay has a limited power and the power of the source and the destination is
large.

In particular, when the source and the destination have symmetric power and channels,
a secrecy rate of max(0, 1

2 log( 1
2 +SNR)− 1

2 ) is achieved, which is the best achievable se-
crecy rate so far on this problem and is proved to be upper bound achieving when the
SNR goes to infinity. It is also proved that these schemes can be used on other related
channels, i.e., the two-hop channel with an external jammer and the two-hop channel
with an external eavesdropper, for secure transmission with relatively high secrecy rate.

1.3.4. STRUCTURE OF THIS THESIS
This thesis is structured as follows: In Chapter II, we briefly introduce CF. In Chapter III,
IV, and V, we discuss the benefits of CF in throughput, energy consumption, and security,
respectively. At last, we conclude this thesis and give our recommendations in Chap-
ter VI.
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COMPUTE-AND-FORWARD:

A BRIEF INTRODUCTION

Compute-and-forward (CF) [29] is a lattice code [7] based technique which allows a wire-
less receiver to decode linear functions of multiple messages transmitted by different sources
upon receiving the superimposed signal of these messages in the physical layer. For exam-
ple, considering a 2-user Multiple Access Channel (MAC) with additive white Gaussian
noise (AWGN), CF encodes the source messages W A and W B into nested lattice codewords
X A and X B . Then, it allows the destination to decode W A+W B after receiving their super-
imposed signals in the physical layer, i.e., X A+X B+Z , where Z is the noise. In this chapter,
we introduce nested lattice codes, CF, and the application of CF in multiple channels w.r.t.
our problems.

2.1. NESTED LATTICE CODE
In this section, we briefly introduce the nested lattice codes and their properties as de-
scribed in [7]. Firstly, we define Lattice and Nested Lattice.

Definition 2.1.1 (Lattice). An N -dimensional lattice Λ is a set of points in RN such that
∀x1, x2 ∈Λ, x1 +x2 ∈Λ and ∀x ∈Λ,−x ∈Λ.

Definition 2.1.2 (Nested lattice). A lattice Λ is said to be nested in Λ1 if Λ ⊆Λ1. In this
case, we callΛ1 the fine lattice andΛ the coarse lattice.

Then, we introduce some basic properties and functions in lattices.

Definition 2.1.3 (Quantization). A lattice quantizer QΛ : RN →Λ maps a point p to the
nearest lattice point, i.e.,

QΛ(p) = argmin
λ∈Λ

||p −λ||. (2.1)

Definition 2.1.4 (Fundamental Voronoi region). The fundamental Voronoi region of a
lattice Λ, denoted by V , is a set of point in RN that are closest to the zero vector, i.e.,
V = {p ∈RN |QΛ(p) = 0}. We use Vol(V ) to denote the volume of V .

9
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Figure 2.1: K -user MAC with AWGN

Definition 2.1.5 (Modulo). We define the modulo function by

x (modΛ) = x −QΛ(x). (2.2)

With the definitions given above, we introduce the nested lattice codes.

Definition 2.1.6 (Nested lattice code). A nested lattice code L1 is the set of all points of
a fine lattice Λ1 that are within the fundamental Voronoi region V of a coarse lattice Λ,
i.e.,

L =Λ1 ∩V = {x ∈Λ1|QΛ(x) = 0}. (2.3)

The rate of this lattice code is

R = 1

N
log

Vol(V )

Vol(V1)
. (2.4)

For CF, the nested lattice codes should be good for both mapping and AWGN, which
suggests that the coarse lattice should be good at both shaping and quantizing, and the
fine lattice should be good for AWGN. More details about the criterion for the goodness
of lattices can be found in [7]. Also, it is proved in [7] and [29] that it is able to construct
a nested lattice code with latticesΛ⊆Λ1 that are good for both mapping and AWGN.

2.2. ENCODING
Let us consider a MAC with K users, AWGN, and real-value channel gains (Figure 2.1).
We assume that the source messages Wi , i ∈ {1,2, . . . ,K } are drawn independently and
uniformly from alphabet {1,2, . . . ,2N Ri }, N ∈Z. We call Ri the message rate of user i .

We construct a nested lattice codebook L with nested latticesΛ⊆Λ1 as discussed in
the previous section. Here, we define the lattice encoder EL : Wi →L which encodes the
messages Wi to Ti which are real-value N -dimensional vectors in lattice codebook L .
Further, we introduce the dither denoted by Di which is uniformly chosen from V . The
dithers are introduced to make the distribution of Xi uniform. All dithers are revealed
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to the destination. The channel input of source i is then the sum of lattice codeword Ti

and dither Di , denoted by
Xi = (Ti +Di ) (modΛ). (2.5)

We assume that the power constraint of all users are P , i.e., the channel inputs satisfy

||Xi ||2 ≤ N P. (2.6)

2.3. DECODING OF LINEAR EQUATIONS
The reception at the destination is

Y =
K∑

i=1
hi Xi +Z , (2.7)

where hi is the channel coefficient and Z is an N -dimensional white Gaussian noise with
unit variance in each dimension. Now the destination can decode the linear function

V =
K∑

i=1
ai Ti (2.8)

by first computing

αY −
K∑
i

ai Di

=
K∑

i=1
(αhi Xi −ai Di )+αZ

=
K∑

i=1
(ai (Xi −Di )+ (αhi −ai )Xi )+αZ

=
K∑

i=1
ai Ti +

K∑
i=1

(αhi −ai )Xi +αZ

= V +Z0(α). (2.9)

Here, α is a arbitrarily picked real number and we define Z0(α) =∑K
i=1(αhi −ai )Xi +αZ

as the effective noise with power α2 + P ||αhi − ai ||2. Note that since Xi is uniformly
distributed over V and independent of V thanks to the dithers, Z0(α) is also independent
of V .

Then the destination can decode V by mapping the result in (2.9) to the nearest lat-
tice point in the fine lattice Λ1. Since we have chosen our nested lattice codebook to be
good for mapping and AWGN, this decoding is successful 1 if we have

Ri < 1

2
log

(
P

α2 +P ||αhi −ai ||2
)

. (2.10)

By maximizing (2.10) over all α, we have the CF rate given in the following theorem.

1By successful, we mean that the probability of the decoding error goes to 0 when N →∞.
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Theorem 2.3.1 (Computation rates). For a K -uesr Gaussian MAC, the receiver is able to
reliably decode a linear function

∑K
i=1 ai Ti if for all i , the message rates satisfy

Ri ≤ RCF = max

(
0,

1

2
log

(
||a||2 − P (hT a)2

1+P ||h||2
)−1)

, (2.11)

where a = (a1, a2, . . . , aK ) and h = (h1,h2, . . . ,hK ). [29, Theorem 5]

Here, we consider some special channel configurations.

2.3.1. EQUAL CHANNEL GAINS
If all channel gains are h and the destination wants to decode t1 + t2 + . . .+ tK , it can be
easily calculated from (2.15) that the CF rate is simply

RCF = 1

2
log(

1

K
+h2P ), (2.12)

which is very close to the channel capacity for single user Gaussian channel, i.e.,

C = 1

2
log(1+h2P ) (2.13)

in the high Signal-to-Noise-Ratio (SNR) scenario.

2.3.2. Fq SOURCES
We can also consider the sources are drawn from finite field Fq in which q is a prime
power and the destination wants to decode a linear function of the sources message
Wi which is also in Fq . This is not straightforwardly feasible for any lattice codebook.
However, in [29, Lemma 6] it is shown that there exists such lattice codebooks which keep
the linearity while encoding the message. Hence, the destination directly has

∑K
i=1 ai Wi

when it retrieves V (modΛ).

2.3.3. MULTIPLE DESTINATIONS
CF can be extended to multiple destinations with different channel configurations by
using a chain of nested lattice codes to construct the codebook. It is proved in [29] that
each destination can decode a different linear function if the message rates satisfy the
CF rates in (2.15) for this destination. More precisely, if there are M destinations with
receptions

Ym =
K∑

i=1
hi ,m Xi +Zm ,m ∈ {1,2, . . . , M }, (2.14)

we have the following theorem.

Theorem 2.3.2 (Computation rates for multiple destinations). Each destination m is able
to reliably decode linear functions

∑K
i=1 ai ,mTi if for all i , the message rates satisfy

Ri ≤ RCF = max

(
0,

1

2
log

(
||a||2 − P (hT a)2

1+P ||h||2
)−1)

, (2.15)

where a = (a1,m , a2,m , . . . , aK ,m) and h = (h1,m ,h2,m , . . . ,hK ,m).[29, Theorem 5]
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2.3.4. SCALED COMPUTE-AND-FORWARD
Scaled CF (SCF) as proposed in [50] is a generalized version of the traditional CF. It al-
lows the senders to scale their lattice codebooks according to their prior knowledge of
the channel states to achieve higher computation rates. Here we briefly introduce this
technique for a 2-user MAC case.

We consider the two users having power P A and PB . Firstly, we construct a lattice Λ.
Then we construct two coarse latticesΛA ,ΛB ⊆Λwith second moment

1

N Vol(V i )

∫
V i

||X ||2d X =β2
i Pi , i ∈ {A,B},

where V i is the fundamental Voronoi region of Λi and βi ∈ R+ is called the scaling co-
efficient. Here we assume that Λ,ΛA and ΛB are simultaneously good for quantizing,
shaping, and AWGN as discussed in [7].

For user i ∈ {A,B}, we construct the codebook L i = Λ∩ V i , where V i is the funda-
mental Voronoi region of Λi . User i encodes its message into codeword T i using the
codebook L i , and the channel input is formed as X i = [T i /βi +D i ] (modΛi /βi ), where
the dither D i is chosen uniformly at random from V i

C /βi . Clearly, X i is also uniform in

V i /βi and thus it has average power Pi .
The receiver uses the fine latticeΛ for decoding the linear sum a1T A +a2T B , a1, a2 ∈

Z. It is proved in [50] that the destination is able to reliably decode this linear sum as
long as the transmit rates are smaller than the computation rates R i

CF(a,β) defined as

R i
CF(a,β) = 1

2
log(

β2
i Pi

N (a,β)
), (2.16)

where

N (a,β) = P APB (a1βA −a2βB )2 + (a1βA)2P A + (a2βB )2PB

P A +PB +1
, (2.17)

a = (a1, a2), and β= (βA ,βB ).

Remark 2.3.1. For any a and β it can be derived from (2.16) that the computation rates
satisfy

R A
CF(a,β) ≤C (P A),RB

CF(a,β) ≤C (PB ). (2.18)
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THROUGHPUT BENEFIT

Compute-and-forward (CF) improves the throughput in wireless network by better ex-
ploiting the two basic features in wireless communication: broadcast and superposition.
In this chapter, we focus on the throughput benefit of CF over other transmission schemes,
e.g., traditional routing and network coding (NC), for multiple unicasts. This is a tough
problem since it is in general hard to find the theoretical limits of the throughput for mul-
tiple unicasts. Hence, a novel network model with four transmission modes inspired by
[10] is proposed, in which the network structure is highly abstracted and the features of
broadcast and superposition are emphasized. With this model, the theoretical limit for
the throughput of each scheme and the throughput benefit of CF over other schemes in
various types of networks are found. For general networks, an upper bound and an ex-
ample in which the improvement is at the same order of the upper bound are given. For
line networks, upper and lower bounds considering both the centralized and decentralized
scheduling schemes are derived.

3.1. INTRODUCTION
Broadcast and superposition are two characteristic physical layer features of wireless
networks. In traditional physical and multiple-access-control layer schemes, broadcast

The material in the following parts of this chapter has appeared in

• Section 3.3:

Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “Maximum throughput gain of compute-and-forward
for multiple unicast,” IEEE Comm. Letters, vol. 18, pp. 1111-14, July, 2014.

• Section 3.4:

Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “Compute-and-forward: multiple bi-directional ses-
sions on the line network,” Proc. IEEE Int. Symp. on Inf. Theory (ISIT), Istanbul, Turkey, July, 2013.

• Section 3.6:

Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “Compute-and-forward on a line network with random
access,” Proc. of the Thirty-fourth WIC Symp. on Inf. Theory in Benelux, Leuven, Belgium, May, 2013.

15
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is not well exploited and superposition is seen as an impediment: interfering signals
cause an unrecoverable collision. Several techniques have recently been proposed to
alleviate these issues. It is shown in [43] that NC is able to exploit the broadcast feature
and improves the throughput of the network. In many literature, e.g., [22, 26, 27], several
upper bounds of the throughput benefit of NC for multiple unicasts are derived.

CF, also known as reliable physical layer network coding (PLNC), provides a way to
exploit both broadcast and superposition[29]. Some work considered the throughput
for uncoded versions of PLNC, e.g. [21, 48]. However, their approaches suffer from the
noise accumulation along the stages of the network. On the contrary, CF allows nodes
to efficiently and reliably recover a function of the messages from multiple senders. Its
potential of improving the throughput compared to traditional approaches has already
been shown in [10, 29, 46, 48]. In these studies, multiple unicast sessions are considered
as pairs of sources and destinations, and the information is forwarded from the sources
to the destinations with the help of some nodes in the network functioning as relays.
With CF, instead of decoding the transmitted messages for each individual session, the
relays decode linear combinations of multiple messages from different sessions upon
receiving the superposition of their physical layer signals. The throughput of the network
benefits from this alternation under several scenarios.

In the example of the two-way relay channel (TWRC), CF already achieves a doubled
throughput in comparison to traditional routing schemes under the scenario of two uni-
cast sessions transmitting in opposite directions [21]. On the multi-way relay channel,
where again, CF doubles the throughput [41]. Going beyond rate, [10] studies the trans-
port capacity (the maximum of the sum of the product of source-destination distance
and rate over all possible placements of unicast sessions and transmission strategies).
The throughput benefit of CF over traditional routing is then between 2.5 and 6 for nodes
located on a two-dimensional hexagonal lattice. Some other related papers [26, 27, 45]
show that the throughput benefit of PLNC depends on the distribution of the nodes and
the allocation of the sessions in 2-D networks. Some of the important challenges in this
area are:

• give a fundamental upper bound on the throughput benefit of CF in general net-
works;

• search for examples with the proof of CF giving high throughput benefit over tra-
ditional routing approaches;

• for some specific networks, derive upper bounds for the throughput benefit of CF
and propose transmission schemes which achieve these bounds.

To study these problems, inspired by [10], the underlying physical layer and multiple-
access-control layer schemes are abstracted into 4 transmission modes, in which the us-
age of broadcast and/or superposition are allowed or disallowed. Then, upper bounds
and lower bounds for the throughput benefit of CF over traditional routing and NC are
derived by comparing the theoretical throughput limits in various transmission modes.
It is shown that in many different types of networks, CF is beneficial in throughput over
the other transmission schemes. A special type of networks is given in which the through-
put benefit of CF over traditional routing can be as high as K /2. Also, it is proved that the
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benefit of CF over traditional routing is upper bounded by 3K for any network with mul-
tiple unicast sessions.

For some specific networks, e.g., line networks, tight bounds are achieved. In par-
ticular, in large line networks with a large number of sessions distributed uniformly at
random, it is proved that the throughput benefit of CF over traditional routing and NC
are 2 and 1.5. Further, it is shown that the improvement can be even higher if random
access is used as the multiple-access-control scheme for the nodes in line networks.

This chapter is organized as follows. In Section 3.2, we set up our network model,
give the definitions of the four transmission modes, the rate, and the improvement fac-
tors. In Section 3.3, we consider the throughput benefit of CF in general networks. In the
following sections, we consider the throughput benefit of CF in line networks. In Sec-
tion 3.4, we consider the throughput benefit of CF in line networks, in which the unicast
sessions are all bidirectional. In Section 3.5, we drop the bidirectional constraint and
consider arbitrary session placements. In Section 3.6 we consider line networks in a dif-
ferent context: the random access mechanism is used. In Section 3.7, we conclude our
results in this chapter.

3.2. MODEL SET-UP AND NOTATIONS
In this section, a network model represented by a connected graph is proposed. The
vertices represent wireless nodes and the edges represent the wireless connectivity be-
tween two nodes. We focus on two features of wireless networks, the broadcast nature of
wireless signal at the transmitters and the superposition nature of the wireless signal at
the receivers. Based on NC which can be used to exploit broadcast and CF which can be
used to exploit superposition, four transmission modes are proposed. In these modes,
either of these two features are allowed and/or disallowed. The modes are introduced as
in Table 3.1.

Broadcast Superposition Representing transmission schemes
PP (Point-to-Point) No No Traditional transmission schemes
B(roadcast)P Yes No NC based transmission schemes
PM(ulti-access) No Yes None
BM Yes Yes CF based transmission schemes

Table 3.1: Four transmission modes and their representing transmission schemes.

The formal definitions of these transmission modes will be given later in this section.
Firstly, we introduce our network model.

3.2.1. NETWORK MODEL

The network is denoted by N(V ,E ,S ). Here, V is a vertex set, E is an edge set, and (V ,E )
represents a connected, directed, and unweighted graph. Here, the elements in V are
called nodes, and node v ∈ V is a neighbor of node u ∈ V if (u, v) ∈ E . The wireless con-
nectivity between two nodes is mutual. Hence, if (u, v) ∈ E , (v,u) ∈ E . S = {S1,S2, . . . ,SK }
is the session set and a session Si is represented by its source ai and destination bi , i.e.,
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Si = (ai ,bi ), ai ,bi ∈ V . Here, we assume ai 6= a j ,bi 6= b j∀i 6= j . Further, the notation
A = {ai } is used for the set of the sources and B = {bi } is used for the set of the destina-
tions.

For this network, assume that time is slotted and half-duplex is used. In each time
slot, each node can be in one of the three states of transmit state, receive state, and null
state. For a time slot t , the notations Tt , Rt , and Nt are used for the set of nodes in
transmit state, receive state, and null state, respectively. Moreover, the messages are
represented by symbols from finite field Fq , in which q is a prime power. The capacity
of all edges is 1 message per time slot. It also turns out to be useful in introducing the
“silent symbol” notation σ. That is, when u is in transmit state or null state, the received
message is written as Yt (u) = σ, which is the silent symbol, representing that nothing is
received. Similarly, when u is in receive state or null state, its transmitted signal is written
as X t (u) =σ, representing the fact that u is not transmitting, or namely u is silent. Then,
when u is transmitting in time slot t , the transmitted message is denoted by X t (u) ∈
Fq ∪ {σ}. When u is receiving in time slot t , the received signal is denoted by Yt (u) ∈
Fq ∪σ. Note that a node is allowed to transmit or receive σ in the transmit or receive
state, respectively. These cases are identical to the case that this node is in null state.
Here, the three states are clarified as the following. For any node m

• if m ∈Tt , we have X t (u) ∈ Fq ∪ {σ},Yt (u) =σ,

• if m ∈Rt , we have X t (u) =σ,Yt (u) ∈ Fq ∪ {σ},

• if m ∈Nt , we have X t (u) =σ,Yt (u) =σ.

Further, in our model, the features of wireless networks are characterized as the fol-
lowing: The broadcast feature means that a transmitting node sends its signal to all its
neighbors. When a node is receiving, it gets the superposition of all the signals transmit-
ted by its neighbors.

3.2.2. TRANSMISSION MODES
In order to study the improvement of CF in such a network, the underlying physical and
multiple-access-control layer behaviors are transformed into four transmission modes.

PP MODE

PP mode, which is based on point-to-point communication, is modeled as follows, re-
flecting that broadcast and superposition are not exploited and traditional routing is
used. In each time slot, a node u in the transmit state can communicate a message to at
most one neighbor v . For any other neighbor v ′ 6= v of u, the fact that u is transmitting
to v implies that v ′ cannot receive any useful information in that time slot even if it is
in receive state. Finally, successful transmission of a message from u to target node v in
time slot t is possible if and only if u is in transmit state, v is in receive state, and all other
neighbors of v are silent (in order to avoid collisions at v), i.e.,

Yt (v) = X t (u) 6=σ

⇒ u ∈Tt ∧ v ∈Rt ∧ (∀u′, v ′ : (u,u′), (v, v ′) ∈ E ,u′ ∉Rt , v ′ ∉Tt ). (3.1)
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Note that in PP mode, if node u is transmitting to node v , one of its neighbor u′
can also receive the same transmitted message. However, since network coding is not
exploited, one transmission cannot be useful for multiple sessions, which suggests that
this reception is meaningless. Thus, in this mode, we simply assume that u′ is not in
receive state as stated in (3.1).

Now, if the notation Mt (u, v) ∈ Fq is used for the message transmitted by u through
edge (u, v) in time slot t , the rules for message passing in PP mode are

Yt (v) = Mt (u, v) 6=σ

⇒ Mt (v,u) =σ,

Mt (u,u′), Mt (u′,u), Mt (v, v ′), Mt (v ′, v) =σ,∀(u′,u), (v ′, v) ∈ E : u′ 6= v, v ′ 6= u,

Mt (u′′,u′), Mt (v ′, v ′′) =σ,∀(u′′,u′), (v ′′, v ′) ∈ E : (u′,u), (v ′, v) ∈ E ,u′′ 6= u, v ′′ 6= v.

(3.2)

BP MODE

In BP mode, broadcast is exploited by using NC. Instead of transmitting the messages
for individual session, a node can broadcast a linear combination of multiple messages
which can be useful for multiple sessions. Then, when a node u is transmitting, all of the
neighbors in receive state can receive the transmitted message, i.e.,

Yt (v) = X t (u) 6=σ

⇒ u ∈Tt ∧ v ∈Rt ∧ (∀v ′ : (v, v ′) ∈ E , v ′ ∉Tt ). (3.3)

By this constraint, it holds that

Yt (v) = Mt (u, v) 6=σ

⇒ Mt (v,u) =σ

Mt (u′,u), Mt (v, v ′), Mt (v ′, v) =σ,∀(u′,u), (v ′, v) ∈ E : u′ 6= v, v ′ 6= u

Mt (u′′,u′), Mt (v ′, v ′′) =σ,∀(u′′,u′), (v ′′, v ′) ∈ E : (u′,u), (v ′, v) ∈ E ,u′′ 6= u, v ′′ 6= v

(3.4)

PM MODE

This is an artificial conceptual mode which is proposed for comparison. Assume that
superposition is exploited by CF and broadcast is not exploited. By the CF technique, by
receiving the superposition of multiple transmitted messages, the receiver can compute
a linear sum of these messages.

Note that as shown in Subsection 2.3.1, the rate for decoding a linear sum of n mes-
sages is not the same as the rate of transmitting a message via the same edge in PP mode.
By (2.12), the rate for decoding a linear sum of n messages is 1/2log(1/n +SNR), which
is smaller than the channel capacity 1/2log(1+SNR). However, in high SNR scenarios,
this difference is negligible. In this model, we neglect this rate difference and assume
that the receiver is able to decode that linear sum of all the messages transmitted by its
neighbors.
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Then, in this mode, we have

Yt (v) = ∑
u:u∈Tt∧(u,v)∈E∧X t (u)6=σ

X t (u)

⇒ v ∈Rt ∧ (∀u′ : (u,u′) ∈ E ,u′ ∉Rt ) (3.5)

and

Yt (v) = ∑
(u,v)∈E

Mt (u, v) 6=σ,

⇒ Mt (v,u) =σ,

Mt (u′,u), Mt (u′,u), Mt (v, v ′) =σ,∀(u′,u), (v ′, v) ∈ E : u′ 6= v, v ′ 6= u,

Mt (u′′,u′), Mt (v ′, v ′′) =σ,∀(u′′,u′), (v ′′, v ′) ∈ E : (u′,u), (v ′, v) ∈ E ,u′′ 6= u, v ′′ 6= v.

(3.6)

BM MODE

In BM mode, both broadcast and superposition are exploited. Hence we have

Yt (v) = ∑
u:u∈Tt∧(u,v)∈E∧X t (u) 6=σ

X t (u)

⇒ v ∈Rt (3.7)

and

Yt (v) = ∑
(u,v)∈E

Mt (u, v) 6=σ,

⇒ Mt (v,u) =σ,

Mt (u′,u), Mt (v, v ′) =σ,∀(u′,u), (v ′, v) ∈ E : u′ 6= v, v ′ 6= u.

(3.8)

In Fig. 3.1 we show the transmission rules for the four modes in a line network, in
which V = {1,2, . . . ,6} and (u, v) ∈ E if u, v ∈ V and |u − v | = 1.

1 2 3 4 5 6

(a) PP mode

1 2 3 4 5 6

(b) BP mode

1 2 3 4 5 6

(c) PM mode

1 2 3 4 5 6

(d) BM mode

Figure 3.1: Illustration of a network N(V ,E ,S ) with V = {1,2, . . . ,6} and E = {(u, v)|u, v ∈ V , |u − v | = 1} as well
as the constraints for the four modes: useful communication on the thick red edges implies that no useful
communication is possible on the thin red edges.
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3.2.3. COMMON RATES AND IMPROVEMENT FACTOR
The rate of a session is the long-term ratio of the number of successfully retrieved mes-
sages transmitted from the source at the destination for that session and the number
of time slots used. If all sessions communicate at the same rate R, R is called the com-
mon rate. In this chapter, we focus on the maximum achievable common rate in various
modes, denoted as R X in which X ∈ {PP,BP,PM,BM} for modes PP, BP, PM, and BM, re-
spectively. In particular, the improvement factor I X

Y is investigated, where I X
Y is defined

as

I X
Y = R X /RY , X ,Y ∈ {PP,BP,PM,BM}. (3.9)

It seems that we compare the common rates achieved in different channel configu-
rations. However, the transmission modes are essentially describing the multiple access
control, scheduling, and coding schemes for various transmission schemes. Hence, the
improvement factor reflects the throughput improvement between two schemes, rather
than two network models.

3.3. GENERAL NETWORKS
In this section, we focus on the maximum throughput benefit of CF over traditional rout-
ing. A fundamental bound of 3K on the throughput improvement factor I BM

PP and an
example network in which the improvement factor I BM

PP is at least K /2 are given.

3.3.1. UPPER BOUND ON THE IMPROVEMENT FACTOR

In this subsection, we will show that I BM
PP is upper bounded by 3K in any network. In

order to do so, we first present a lemma providing a lower bound on the achievable rate
in PP mode for any network with a single unidirectional session.

Lemma 3.3.1. For any network N(V ,E ,S ),K = 1, a common rate of 1/3 is achievable in
PP mode, which implies

RPP ≥ 1/3. (3.10)

Proof: Let l = (r1,r2, . . . ,rL) be the sequence of nodes on a shortest path for S1, i.e.,
r1 = a1, (ri ,ri+1) ∈ E for all i , rL = b1, and there does not exist another path l′ from a1

to b1 with length L′ < L. Since l is the shortest path from a1 to b1, it holds that ri 6= r j if
i 6= j .

We use the following simple scheduling scheme in PP mode. In time slot t , all nodes
in the network are in the null state, except ri with i ≡ t (mod 3) and i ∈ [1,L −1], which
transmit to ri+1, and ri with i ≡ t (mod 3)+1 and i ∈ [2,L], which receive the transmis-
sion. The transmitted message by ri is the message received by that node in the previous
time slot in case i ∈ [2,L], while it is a new source message in case i = 1.

Suppose that besides ri also another neighbor r j of ri+1 is transmitting in a time slot
t ≡ i (mod 3). Then

(r1,r2, . . . ,r j ,ri+1,ri+2 . . . ,rL),

if j < i , or

(r1,r2, . . . ,ri+1,r j ,r j+1 . . . ,rL),
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if j > i , would be a path from a1 to b1 which is shorter than l, since |i − j | ≥ 3. This con-
tradicts the fact that l is a shortest path, and thus it can be concluded that all neighbors
of ri+1 other than ri are silent. Hence, this scheme shows no conflict with (3.2), and thus
it is valid. Clearly, starting at time t = L −1, one source symbol is delivered to the desti-
nation every three time slots, and thus, a rate of 1/3 is achieved by the proposed scheme.
Then, it follows that RPP ≥ 1/3.

Theorem 3.3.1 (Upper bound of the throughput benefit in general networks). For any
network N(V ,E ,S ),

I BM
PP ≤ 3K . (3.11)

Proof: By applying a simple time sharing argument among the K sessions, it follows
from Lemma 3.3.1 that RPP ≥ 1/(3K ). Further, since every destination receives at most
one symbol per time slot, it holds that RBM ≤ 1.

3.3.2. EXAMPLE NETWORKS
In the previous subsection, we have shown that for any network, the throughput im-
provement factor of CF over traditional routing can be at most 3K . In this subsection,
we will show that for any K ≥ 3, there exists a network for which the improvement fac-
tor is at least an order of K . More precisely, we propose a class of networks, denoted as
RN(K ), for which CF brings such an improvement. The network RN(K ) is constructed as
follows.

1. We construct a bipartite graph with the vertex set P ∪Q, where P ∩Q = ; and
|P | = |Q| = K ≥ 3. Denote P = {p1, p2, . . . , pK }, Q = {q1, q2, . . . , qK }. Any pi ∈ P

connects to all the vertices in Q except qi . Hence, all vertices of this graph have
degree K −1.

2. We add a vertex z, called relay, to this graph, which is connected to all other ver-
tices. Thus it has degree 2K . As a result, we have vertex set P ∪ {z} ∪Q and
edge set {(pi , q j ), (q j , pi )|i , j ∈ {1,2, . . . ,K }, i 6= j }∪ {(pi , z), (z, pi ), (qi , z), (z, qi )|i , j ∈
{1,2, . . . ,K }}.

3. Sessions S1,S2, . . . ,SK are placed on this graph in such a way that the source and
destination of session Si are ai = pi and bi = qi , respectively.

4. As a result, we have the network RN(K ).

RN(K ) is illustrated in Fig. 3.2(a). Note that RN(3) and RN(4) can be geometrically repre-
sented as a hexagon and a cube, respectively, with the relay z in their centers (Fig. 3.2(b)
and Fig. 3.2(c)).

In order to show that RN(K ) has an improvement factor of at least an order of K ,
we first present a lemma providing an upper bound on the common rate for RN(K ) in
PP mode, and then another lemma giving a lower bound on the maximum achievable
common rate for RN(K ) in BM mode.

Lemma 3.3.2. For network RN(K ),

RPP ≤ 1/K . (3.12)
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pK

...

p3

p2

p1

qK

...

q3

q2

q1

z

(a) RN(K )

p2 q1

q3
z

p3

p1 q2

(b) RN(3)

q4

p1 q3

p2

p3

q2 p4

q1

z

(c) RN(4)

Figure 3.2: (a) The network RN(K ) and geometric representations of (b) RN(3) and (c) RN(4).

Proof: We will show that for any scheme on RN(K ) in PP mode, the common rate is
at most 1/K . First, for any time slot t , define

Et =
K∑

i=1

(
Γt (pi , z)+Γt (z, qi )+

K∑
j=1, j 6=i

Γt (pi , q j )

)
(3.13)

with the Γt (u, v) representing a successful transmission, i.e., Γt (u, v) = 1 if Mt (u, v) 6= σ

and Γt (u, v) = 0 if Mt (u, v) =σ. Note that the expression in (3.13) counts the number of
successful transmissions in time slot t leaving from a vertex in P and/or arriving in a
vertex in Q.

Since there is no direct link between source and destination of any session Si in
RN(K ), at least two successful transmissions are required per retrievable source sym-
bol: one transmission from the source vertex pi to a vertex in {z}∪Q\{qi }, and another
from a vertex in {z}∪P \{pi } to the destination qi . Hence, when running any scheme in
PP mode during T time slots, the total number of successfully obtained source symbols
at the destinations, denoted as NT , satisfies

2NT ≤
T∑

t=1
Et . (3.14)

It follows from (3.2) that any term in the summation in (3.13) being equal to one im-
plies that all other terms equal zero, with the possible exception of Γt (p j , qi ) in case
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Γt (pi , q j ) = 1. Hence, we have
Et ≤ 2 (3.15)

for all t , and thus it follows from (3.14) that the total number of obtained source symbols
at the destinations is at most T . Since rate has been defined as the long-term ratio of
the number of retrieved source symbols and the number of time slots used, we thus
conclude from (3.14) and (3.15) that the common rate satisfies

R ≤ 1

K

K∑
i=1

Ri = 1

K
lim

T→∞
NT

T

≤ 1

K
lim

T→∞

1
2

∑T
t=1 Et

T
≤ 1

K
lim

T→∞

1
2 ·2T

T
= 1

K
.

Since this holds for any scheme and RPP is defined as the maximum achievable common
rate over all possible schemes in PP mode, we have RPP ≤ 1/K .

Lemma 3.3.3. For network RN(K ),

RBM ≥ 1/2. (3.16)

Proof: We prove this result by presenting a scheduling scheme in BM mode, which
allows all the destinations of all sessions to retrieve one source symbol in every two time
slots:

1. If t ≡ 1 (mod 2), then all sources pi simultaneously transmit a new source mes-
sage, while all other vertices are in the receive state. From (3.7), we have Yt (q j ) =∑K

i=1,i 6= j X t (pi ) for all j , Yt (z) =∑K
i=1 X t (pi ).

2. If t ≡ 0 (mod 2), then relay z broadcasts its reception of the previous time slot to
all destinations. Each destination can retrieve its desired source symbol by sub-
tracting its reception in the previous time slot from the reception in this time slot:
Yt (q j )−Yt−1(q j ) =∑K

i=1 X t−1(pi )−∑K
i=1,i 6= j X t−1(pi ) = X t−1(p j ) for all j .

Since this scheme achieves a common rate of 1/2 and RBM is defined as the maximum
achievable common rate over all possible schemes in BM mode, it follows that RBM ≥
1/2.

Combining the bounds from Lemmas 3.3.2 and 3.3.3, we obtain the main result of
this subsection, as stated in the next theorem.

Theorem 3.3.2 (Lower bound of the throughput benefit in RN(K )). For network RN(K ),

I BM
PP ≥ K /2. (3.17)

As a contrasting example, we briefly consider a line network N(V ,E ,S ) where V =
{1,2, . . . ,2K −1}, E = {(u, v)|u, v ∈ V , |u − v | = 1}, Si = (2i −1,2i ) if i ≡ 1 (mod 2), and Si =
(2i ,2i −1) if i ≡ 0 (mod 2). The simple traditional routing scheme in which all sources
send a new symbol to their destinations in every time slot achieves a common rate of 1,
which cannot be beaten by any scheme in BM mode since every destination can receive
at most 1 symbol per time slot. Hence, RBM = RPP = 1 and thus we have I BM

PP = 1 for
this network. Note that this network and RN(K ) both have K sessions, but that their
improvement factors are very different. We conclude that the benefit of CF depends very
much on the network topology and session placement.
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3.4. LINE NETWORKS WITH BIDIRECTIONAL SESSIONS
In the previous section, it is shown that the throughput benefit of CF depends very much
on the types of networks. Although networks in which the improvement of CF over tradi-
tional routing is at least K /2 was found, however, in many other networks, it is very hard
to tell how much benefit at least can CF bring. This is because that finding a lower bound
for the improvement of CF over other transmission schemes is as difficult as many other
multiple unicasts problems.

In this section, the focus is put on a relatively simple case: line networks with bidi-
rectional sessions. Firstly, upper bounds for the common rates in various transmission
modes are derived. Then, transmission and coding schemes with common rates achiev-
ing these bounds are given. The combinations of these bounds indicate how much CF
benefits the throughput over other schemes in line networks with bidirectional sessions,
which is the main result of this section.

3.4.1. DEFINITIONS AND NOTATIONS
Firstly, we give the definition of the line network.

Definition 3.4.1 (Line networks). A network N(V ,E ,S ) is a line network if V = {1,2, . . . , N },
N ≥ 3, and E = {(u, v) : u, v ∈ V , |u − v | = 1}, denoted by L(V ,E ,S ).

In this section, line networks with bidirectional sessions, i.e., ∀(u, v) ∈S , (v,u) ∈S ,
are considered. Here, define S B = {(u, v) ∈S |u < v}. Denote the elements in this set by
S B = {SB

1 ,SB
2 , . . . ,SB

K
2

} and define SB
i = (pL

i , pR
i ), where pL

i and pR
i are called the left and

the right terminal for bidirectional session SB
i , respectively. Define P L = {pL

1 , pL
2 , . . . , pL

K
2

}

and P R = {pR
1 , pR

2 , . . . , pR
K
2

}. Clearly, P R ∪P L =A .

3.4.2. UPPER BOUNDS
In this subsection, general upper bounds on the common rates are derived by using the
constraints listed in (3.1), (3.3), (3.5), and (3.7).

Lemma 3.4.1 (Upper bounds for common rates in line networks with bidirectional ses-
sions). For a line network L(V ,E ,S ) that ∀(u, v) ∈ S , (v,u) ∈ S , the common rate in
mode X ∈ {PP,BP,PM,BM} is upper bounded by the rate C X specified by

C PP = min

{
min

m∉P :αB
m 6=0

1

4αB
m

, min
m∈P

1

4αB
m −2

}
, (3.18)

C BP =C PM = min

{
min

m∉P :αB
m 6=0

1

3αB
m

, min
m∈P

1

3αB
m −1

}
, (3.19)

C BM = min
αB

m 6=0

1

2αB
m

. (3.20)

Here, αB
m is the bidirectional sessions that node m involves (either functions as terminal

or relay), i.e., αB
m = |{(u, v) ∈S B |m ∈ [u, v]}|.
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Proof: Firstly, for line networks, the rules for message passing in (3.2), (3.4), (3.6), and
(3.8) can be specified as the following.

PP mode:

Yt (u +1) = Mt (u,u +1) 6=σ

⇒ Mt (u −1±1,u −1), Mt (u −1,u), Mt (u +1,u +1±1), Mt (u +2,u +2±1) =σ.

(3.21)

BP mode:

Yt (u +1) = Mt (u,u +1) 6=σ

⇒ Mt (u −2,u −1), Mt (u −1,u), Mt (u +1,u +1±1), Mt (u +2,u +2±1) =σ.

(3.22)

PM mode:

Yt (u +1) = Mt (u,u +1)+Mt (u +2,u +1) 6=σ

⇒ Mt (u −1±1,u −1), Mt (u −1,u), Mt (u +1,u +1±1), Mt (u +2,u +3) =σ.

(3.23)

BM mode:

Yt (u +1) = Mt (u,u +1)+Mt (u +2,u +1) 6=σ

⇒ Mt (u −1,u), Mt (u +1,u), Mt (u,u +1) =σ. (3.24)

The transmission rules are illustrated in Fig. 3.1.
For any scheduling scheme, define

R(u, v) = |{t ∈ {1,2, . . . ,T } : Mt (u, v) 6=σ}|
T

, (3.25)

where T is the total number of time slots. Furthermore, we use the notation Em for the
set of all edges starting or ending in node m, i.e., Em = {(m − 1,m), (m,m − 1), (m,m +
1), (m +1,m)}∩E .

Assume a line network L(V ,E ,S ) with bidirectional sessions has a common rate of
R, then by the max-flow min-cut theorem [6], it holds that

αB
mR ≤ R(u, v),∀(u, v) ∈ Em . (3.26)

Then, for m ∈ A , a tighter bound can be derived taking into account the argument that
the terminal nodes do not need to receive its own messages and relay its desired mes-
sages. Hence we have

(αB
m −1)R ≤ R(u, v),

∀ ((m −1,m), (m,m −1) : m ∈P L)

∧((m,m +1), (m +1,m) : m ∈P R ),m′ ∈ E . (3.27)
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Since the following reasoning is similar for all four modes, we only consider PP mode
and BP mode.

In PP mode, for any node m, we consider the edges in Em . If m ∉ {1, N }, there are four
edges in Em and by (3.26) and (3.27), we have four inequalities for these four edges. We
can then obtain a new inequality by summing up the four inequalities. In case of m ∉A ,
the new inequality is

4αB
mR ≤ ∑

(u,v)∈Em

R(u, v)

= |{t ∈ {1,2, . . . ,T } : Mt (u, v) 6=σ, (u, v) ∈ Em}|
T

≤ 1. (3.28)

The last inequality follows from the constraint (3.21). Similarly, for the nodes m ∈A , we
have (4αB

m −2)R ≤ 1. Then, considering all nodes that m ∉ {1, N }, we have

R ≤ min

{
min

m∉A∪{1,N }:αB
m 6=0

1

4αB
m

, min
m∈A \{1,N }

1

4αB
m −2

}
, (3.29)

which is equivalent to (3.18).
Then, BP mode is considered using the similar argument. For any node m, we obtain

new inequalities by summing up the inequalities for one edge starting from node m and
all edges ending in node m. Due to the constraint of BP mode indicated in (3.22), the RHS
of the new inequality cannot be larger than 1. Hence, for any node m ∉ A ∩ {1, N } and
αB

m 6= 0, we have an upper bound on the common rate R ≤ 1/(3αB
m). For any node m ∈

A \{1, N }, in which case two inequalities are obtained depending on which edge starting
from m is chosen for summation. We choose the tighter upper bound R ≤ 1/(3αB

m −1).
Then, the upper bound for common rate can be obtained by considering all nodes that
m ∉ {1, N }. Then, this upper bound is equivalent to the one in (3.19).

Note that it follows from Lemma 3.4.1 that the maximum common rate is determined
by so-called “bottleneck” nodes, i.e., nodes m for which αB

m is maximum, and that for
PP, BP, and PM modes, its value does not only depend on this maximum αB

m , but also
whether or not it is achieved for a non-terminal node.

3.4.3. LOWER BOUNDS

In this subsection, we prove that the upper bound from Lemma 3.4.1 can be achieved.

Lemma 3.4.2 (Lower bounds for common rates in line networks with bidirectional ses-
sions). For a line network L(V ,E ,S ) that∀(u, v) ∈S , (v,u) ∈S , the common rate R ≤C X

specified by (3.18)–(3.20) is achievable in mode X ∈ {PP,BP,PM,BM}.

Here, the proof of this lemma is given by giving feasible scheduling and coding schemes.
Before that, we introduce the load factor, which reflects the number of time slots needed
for a node to handle all of its transmissions and receptions.
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LOAD FACTOR

We define the load factor of node m for various modes as

F PP
m =

{
4αB

m m ∉A

4αB
m −2 m ∈A

, (3.30)

F BP
m = F PM

m =
{

3αB
m m ∉A

3αB
m −1 m ∈A

, (3.31)

F BM
m = 2αB

m . (3.32)

Also, define the maximum load factor for X ∈ {PP,BP,PM,BM} as

F X
max =

N
max
m=1

F X
m . (3.33)

Furthermore, we use

K B
i = {m ∈ V |u ≤ m ≤ v, (u, v) = SB

i },

and

J B
m = {(u, v) ∈S B |m ∈ [u, v]},

for the set of all nodes that are involved in bidirectional session SB
i and the set of all

bidirectional sessions that involve node m, respectively. Note that αB
m = |J B

m |.
The following lemma shows important properties of the load factor for the three

modes PP, BP, and PM, in which cases the maximum load factor does not only depend on
the largest αB

m value, but also on whether or not it is achieved for a non-terminal node.

Lemma 3.4.3. For any X ∈ {PP,BP,PM}, the following conditions hold.
(a) If node m ∈P L and F X

m = F X
max, then node m +1 ∈P R and F X

m+1 = F X
max.

(b) Under Condition (a), if F X
m−1 = F X

max, then node m −1 ∈P R .
(c) If node m ∈P R and F X

m = F X
max, then node m −1 ∈P L and F X

m−1 = F X
max.

(d) Under Condition (c), if F X
m+1 = F X

max, then node m +1 ∈P L .

Proof: Since cases (a), (b) are symmetric to (c), (d), we only discuss cases (a) and (b):
Firstly, if node m ∈ P L has a load factor that F X

m = F X
max, the node m + 1 cannot be

in set V \A , since then node m +1 would have exactly the same number of bidirectional
sessions as m and a larger load factor due to (3.30). Similarly, it cannot be in P L , for that
will causeαm+1 =αB

m+1 and F X
m+1 > F X

m . Hence we have node m+1 ∈P R , and obviously
F X

m+1 = F X
m = F X

max.
Then, under Condition (a), if F X

m−1 = F X
max, node m − 1 cannot be in sets P L or

V \A . Otherwise, we have F X
m−1 > F X

m which contradicts with our assumption F X
m = F X

max.
Hence, node m −1 can only be in set P R .

By Lemma 3.4.3, we find that in P/P, B/P and P/M modes, any terminal nodes which
have F X

m = F X
max will always appear in pairs of node m ∈ P L and node m +1 ∈ P R (not

necessarily be two terminals of the same bidirectional session).
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SCHEDULING SCHEMES

The scheduling processes are described by rounds of a certain time slots. Because of
the similarities of the scheduling scheme for PP, BP, and PM modes (due to the same
properties claimed by Lemma 3.4.3), we only show the scheduling schemes for BP mode
and BM mode for the sake of simplicity. Since the messages from different bidirectional
sessions are not coded, the notation Lt (u, v) = SB

i is used to represent that in time slot t

the transmission on the edge (u, v) is assigned for bidirectional session SB
i . By applying

the schemes, schedules with the following properties are obtained.

Property 3.4.1. Each round includes F X
max time slots, where X ∈ {PP,BP,PM,BM}.

Property 3.4.2. The transmissions in each time slot do not violate the constraints in
(3.21)–(3.24).

Property 3.4.3. The transmissions are assigned in such a way that for all bidirectional
sessions, all involved relay nodes have 2 transmissions to relay the messages for both di-
rections, and the terminal nodes have 1 transmission for transmitting the original mes-
sages.

BP Mode We distinguish two cases.
Case I: F BP

max is achieved for node m ∉A .
Assume SB

i is the k-th element of J B
m . We do the following assignment: L3k−2+t ′ (m,m−

1),L3k−2+t ′ (m,m +1) = SB
i , where t ′ ≡ (m −1) (mod 3). Clearly, the maximum value of t

for any Lt (u, v), (u, v) ∈ {(m,m′), (m′,m)} assigned this way will be F BP
max.

Case II: F BP
max is achieved for node m ∈A .

We first schedule the transmissions for those terminal nodes which achieve F BP
max.

For the nodes m ∈ P L , if m ≡ 0 or 1(4), let LF BP
max−1(m,m + 1) = SB

i : pL
i = m, else let

LF BP
max

(m,m+1) = SB
i : pL

i = m. Then, for the nodes m ∈P R , if m ≡ 0 or 3(4), let LF BP
max−1(m,m−

1) = SB
i : pR

i = m, else let LF BP
max

(m,m −1) = SB
i : pR

i = m. These assignments will not vio-
late (3.22), due to the features listed out in Lemma 3.4.3.

Next, for all nodes, we do the same assignment as in Case I, with the exception of
those transmissions which have already been scheduled. Since all nodes with F BP

m < F BP
max

will have αB
m ≤ maxN

m=1α
B
m − 1, and we have already scheduled two time slots for the

terminal nodes with αB
m ≤ maxN

m=1α
B
m , the maximum value of t for any Lt (u, v) assigned

by the same method as Case I will be maxN
m=1 3(αB

m −1) = F BP
max, which make the number

of total time slots F BP
max.

BM Mode Firstly we introduce two types of scheduling approaches:
Type A: Let Lt+t ′ (m,m −1),Lt+t ′ (m,m +1) = SB

i , where t ′ ≡ (m −1) (mod 2);

Type B: Let Lt+t ′ (m,m −1),Lt+t ′ (m,m +1) = SB
i , where t ′ ≡ (mod 2).

We start the scheduling in BM mode with assigning time slots for any bidirectional
session SB

i . We find the smallest t for which X t (m) = σ,∀m ∈ K B
i , and schedule these

nodes according to Type A. Then, find all neighboring bidirectional sessions SB
j which

have v +1 = u′ or u −1 = v ′. Here, (u, v) = SB
i and (u′, v ′) = SB

j . For each SB
j , we schedule
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Figure 3.3: Scheduling and coding schemes within one round for the line network L(V ,E ,S ) with N = 4 and
S B = {(1,3), (2,4)}. Here, mi and m̂i represent the messages from left and right terminals of bidirectional
session SB

i , respectively. All nodes transmit the messages that are obtained from the previous round.

the nodes in K B
j according to Type B. Then, we iteratively find the neighboring unsched-

uled bidirectional sessions of all the scheduled ones, and switch scheduling type (Type
A and Type B) so that there will not be any pair of neighboring bidirectional sessions
scheduled with the same type. Hence, there will be no collision at the terminal nodes.

Then we repeat this process until all sessions have been scheduled. It is a simple
coloring problem and the maximum value of t for any Lt (u, v), (u, v) ∈ E is 2maxN

m=1α
B
m .

CODING SCHEMES

Since we have the schedule with Property 3.4.3, the piggy-backing based NC and CF
based schemes can be applied in the same fashion as those for a single bidirectional
session. The details can be found in, e.g., [10].

Here, we use an example to give the main idea of the scheduling and the coding
scheme.

Example 3.4.1. Consider a line network L(V ,E ,S ) with N = 4 and S B = {(1,3), (2,4)}.
We illustrate the schedules and the network codes of our schemes in Fig. 3.3.



3.4. LINE NETWORKS WITH BIDIRECTIONAL SESSIONS

3

31

3.4.4. THROUGHPUT BENEFIT
Now, bringing back the definition of improvement factor in (3.9), we can upper bound
the throughput benefit of mode X over mode Y by comparing the upper bound of R X

with the lower bound of RY , and lower bound the throughput benefit of mode X over
mode Y by comparing the lower bound of R X with the upper bound of RY . Since the
bounds are tight for the common rates in all four mode, the bounds for the improvement
factors are also tight. We have the following theorem.

Theorem 3.4.1 (Throughput benefit in line networks with bidirectional sessions). For a
line network L(V ,E ,S ) that ∀(u, v) ∈S , (v,u) ∈S , the improvement factors are given by

I BM
PP = maxN

m=1(F PP
m )

maxN
m=1(F BM

m )
, (3.34)

I BP
PP = I PM

PP = maxN
m=1(F PP

m )

maxN
m=1(F BP

m )
, (3.35)

I BM
BP = I BM

PM = maxN
m=1(F BP

m )

maxN
m=1(F BM

m )
, (3.36)

where F X
m is given by (3.30)-(3.32).

In particular, if maxN
m=1(F PP

m ) is reached by m ∉A , we have

I BM
PP = 2, (3.37)

I BP
PP = I PM

PP = 4/3, (3.38)

I BM
BP = I BM

PM = 3/2. (3.39)

Next, examples providing some numerical results and illustrations are given. Firstly
we consider Example 3.4.1. It can be easily calculated by counting or Theorem 3.4.1 that
I BM

PP = 1.5, while exploiting either of these features only gives a factor I BP
PP = I PM

PP = 1.2.
Then we consider another example with a larger network.

Example 3.4.2. We consider, for fixed K and N ≥ K , the average improvement factors over
all possible configurations of K /2 bidirectional sessions in a line network with N nodes.
We focus on I BM

PP , but results for other cases could be obtained in a similar way. It follows
from Theorem 3.4.1 that I BM

PP equals 2 except in the case that the “bottleneck" nodes are
terminals. By combinatorial arguments, we find that the average improvement factor is

Ī BM
PP =


2− 2

N , if K = 2,

2− 4
3N − 4

N (N−1) , if K = 4.
(3.40)

For larger values of K , the calculations become cumbersome. The simulations are run
for four bidirectional sessions uniformly placed at random in the line network with 8 ≤
N ≤ 100, the results of which are depicted in Figure 3.4, together with the results of (3.40).
Note that Ī BM

PP is smallest if N = K , i.e., in case all nodes are terminals. For large values of
N , the average improvement factor approaches 2, which can be observed from both (3.40)
and Figure 3.4. Other simulations, with N = 100 and 1 ≤ K ≤ 100, also show average
improvement factors very close to 2.
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Figure 3.4: Average improvement factor I BM
PP , in case of K = 2,4,8 bidirectional , K ≤ N ≤ 100 nodes, and

uniformly distributed terminal nodes.

In this section, the problem of the throughput benefit of CF over other transmission
schemes for multiple bidirectional sessions is solved in line networks by giving matching
upper and lower bounds. It is shown that the improvement factors of CF over traditional
routing and NC are 2 and 1.5 if the so-called bottleneck nodes are not terminals. If they
are terminals, the improvement factors are smaller than 2 or 1.5.

3.5. LINE NETWORKS WITH ARBITRARY SESSIONS

The study in the previous section can also be seen as line networks with sessions placed
in pairs. The result shows that the improvement factor depends on: 1, how many ses-
sions that the “bottleneck nodes” involve; 2, whether the “bottleneck nodes” are termi-
nals. In this section, the throughput benefit of CF in line networks with arbitrarily placed
sessions is studied. It turns out that the throughput benefit does not only depend on
the “bottleneck nodes”, but their neighbors and two-hop neighbors as well. As a result,
deriving match bounds for this scenario is much harder than the bidirectional session
case. In this section, the upper and lower bounds derived are asymptotically tight when
the numbers of the involving sessions of the “bottleneck nodes” are large.

3.5.1. NOTATIONS

Here, some new notations that will be used in this section are introduced. We use S R

and S L for the sessions to the right and the left, respectively, i.e., S R = {(u, v) ∈ S |u <
v} and S L = {(u, v) ∈ S |u > v}. Obviously, we have S R ∪S L = S . We then define
A R = {u|(u, v) ∈ S R }, A L = {u|(u, v) ∈ S L}, BR = {v |(u, v) ∈ S R }, BL = {v |(u, v) ∈ S L},
J R

m = {(u, v) ∈S R |m ∈ [u, v]}, J L
m = {(u, v) ∈S L |m ∈ [v,u]}, αR

m = |J R
m |, and αL

m = |J L
m |.

We then defineαmax
m = max(αR

m ,αL
m),αmin

m = min(αR
m ,αL

m). Further, we letαm =αR
m+αL

m .
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3.5.2. UPPER BOUNDS
In this subsection, the common rates of line networks with arbitrary sessions in various
transmission modes are upper bounded.

Lemma 3.5.1 (Upper bounds for common rates in line networks). For a line network
L(V ,E ,S ) in mode X ∈ {PP,BP,PM,BM}, the common rate is upper bounded by C X

U spec-
ified by

C PP
U = 1

maxN
m=1(3αmax

m +αmin
m −4)

, (3.41)

C BP
U =C PM

U = 1

maxN
m=1(3αmax

m −4)
, (3.42)

C BM
U = 1

maxN
m=1(2αmax

m −2)
. (3.43)

Proof: Since the proof is similar for the four modes, for simplicity, we only show the
proof for PP mode.

Firstly, if a common rate R is achieved, by the max-flow min-cut theorem, we have

|{t ∈ {1,2, . . . ,T } : Mt (m −1,m) 6=σ}| ≥ (αR
m −δRL

m )RT, (3.44)

|{t ∈ {1,2, . . . ,T } : Mt (m,m +1) 6=σ}| ≥ (αR
m −δRR

m )RT, (3.45)

|{t ∈ {1,2, . . . ,T } : Mt (m +1,m) 6=σ}| ≥ (αL
m −δLR

m )RT, (3.46)

|{t ∈ {1,2, . . . ,T } : Mt (m,m −1) 6=σ}| ≥ (αR
m −δLL

m )RT, (3.47)

where T is an arbitrarily large integer representing the total time slots used, Y ∈ {RR,RL,LR,LL},∑
Y ∈{RR,RL,LR,LL}δ

Y
m ≤ 2, and

δY
m = 0, if m ∉A ∪B,

δRL
m = 1 if m ∈A R ,

δRR
m = 1 if m ∈BR ,

δLR
m = 1 if m ∈A L ,

δLL
m = 1 if m ∈BL .

Now w.l.o.g. we consider two cases: αR
m =αL

m and αR
m >αL

m .
If αR

m =αL
m , by summing up the inequalities (3.44)-(3.47) we straightforwardly have

|{t ∈ {1,2, . . . ,T } : Mt (m ±1,m), Mt (m,m ±1) 6=σ}| ≥ (4αR
m −2)RT (3.48)

which suggests that R ≤ 1
4αR

m−2
and (3.41) holds.

If αR
m >αL

m , then we consider node m +1 and the following inequality

|{t ∈ {1,2, . . . ,T } : Mt (m +1,m +2) 6=σ}| ≥ (αR
m+1 −δRR

m+1)RT, (3.49)

which directly follows from (3.45). By our model, since a node can be at most one source
and one destination, we have αR

m+1 ≥ αR
m − 1. Hence, αR

m+1 −δRR
m+1 ≥ αR

m − 2. Noticing



3

34 3. THROUGHPUT BENEFIT

that for any t , Mt (m +1,m +2) 6=σ and Mt (m,m −1) 6=σ is possible, we combine (3.49)
and (3.47) and have

|{t ∈ {1,2, . . . ,T } : Mt (m +1,m +2), Mt (m,m −1) 6=σ}| ≥ (αR
m −2)RT (3.50)

Combining (3.50) with (3.44)-(3.46) we have

|{t ∈ {1,2, . . . ,T } : Mt (m ±1,m), Mt (m,m ±1), M(m +1,m +2) 6=σ}| ≥ (3αR
m +αL

m −4)RT
(3.51)

and (3.41) directly follows.
In all other three modes, similar arguments can be used to obtain the result in (3.42)

and (3.43). We thus finish the proof.

3.5.3. LOWER BOUNDS
Firstly, we give the lower bounds on common rates in the following lemma.

Lemma 3.5.2 (Lower bounds for common rates in line networks). For a line network
L(V ,E ,S ) in mode X ∈ {PP,BP,PM,BM}, the common rate is lower bounded by C X

L speci-
fied by

C PP
L = 1

maxN
m=1(3αmax

m +αmin
m +3)

, (3.52)

C BP
L = 1

maxN
m=1(3αmax

m )
, (3.53)

C PM
L = 1

maxN
m=1(3αmax

m +8)
, (3.54)

C BM
L = 1

maxN
m=1(2αmax

m +8)
. (3.55)

We then prove this lemma by giving scheduling schemes and coding schemes with
common rates achieving these lower bounds. In particular, we first give the scheduling
scheme in each mode with the following properties.

Property 3.5.1. Each round includes F X
L time slots, where X ∈ {PP,BP,PM,BM} and F X

L =
1/C X

L .

Property 3.5.2. The transmissions in each time slot do not violate the constraints in
(3.21)–(3.24).

Property 3.5.3. The transmissions are assigned in such a way that for any session, the
source and all involved relay nodes have 1 transmission to send the message.

The schedule is described by specifying the edge, the time slot, and the content for
each transmission. For PP mode, similar to the bidirectional session scenario, we will
use the notation Lt (u, v) to specify the session, i.e., the equation Lt (u, v) = Si stands for
“the transmission on edge (u, v) in time slot t is assigned to session Si ”.

Then, for BP, PM, and BM modes, coding schemes are given such that a new message
can be reliably decoded at the destination for each session in each round.
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PP MODE

In PP mode, we introduce an algorithm which iteratively generates a transmission sched-
ule for a round.

Here, we assume the time slots in a round are numbered as 1,2, . . .. During the it-
erative process, we define J̃ R

m as the set of sessions directed to the right involved by
node m which have already been assigned by some time slots for transmission, i.e., at
a certain stage of the iteration, J̃ R

m = {Si ∈ J R
m |∀t ,Si 6= Lt (m,m +1)}. We further define

J̄ R
m =J R

m\J̃ R
m and define J̃ L

m and J̄ L
m similarly. Moreover, the notation T (u, v) is used

for {t |Lt (u, v) 6= 0} and T̄ (u, v) for {t |Lt (u, v) = 0}.

1: Initialization For all t and (u, v), |u − v | = 1,u, v ∈ {−4,−3, . . . , N }, set Lt (u, v) = 0
2: for m = 1 to N do
3: while J̄ R

m 6= ;∨J̄ L
m 6= ; do

4: while T (m −1,m −2)∩ T̄ (m,m +1) ∉; do
5: τ← mint∈T (m−1,m−2)∩T̄ (m,m+1) t , j ← minSi∈J̄ R

m
i , Lτ(m,m +1) ← S j

6: end while
7: while T (m −3,m −2)∩ T̄ (m,m −1) ∉; do
8: τ← mint∈T (m−3,m−2)∩T̄ (m,m−1) t , j ← minSi∈J̄ L

m
i , Lτ(m,m −1) ← S j

9: end while
10: if J̄ R

m 6= ; then
11: τ← mint∈T̄ (m−1,m−2)∩T̄ (m−1,m)∩T̄ (m−2,m−1)∩T̄ (m,m+1) t , j ← minSi∈J̄ R

m
i , Lτ(m,m+

1) ← S j

12: end if
13: if J̄ L

m 6= ; then
14: τ← mint∈T̄ (m−1,m−2)∩T̄ (m−1,m)∩T̄ (m−2,m−1)∩T̄ (m−2,m−3)∩T̄ (m,m+1)∩T̄ (m,m−1) t ,

j ← minSi∈J̄ L
m

i , Lτ(m,m −1) ← S j

15: end if
16: end while
17: end for

This algorithm is basically a greedy algorithm, in which from the first node to the
last, the first appropriate time slot is assigned to the first unassigned session until each
session involved by this node has been assigned with a time slot to transmit. By appro-
priate time slots, we mean that the time slots in which node m −1 transmits to the left
are prioritized for node m to transmit to the right, and the time slots in which node m−3
transmits to the right are prioritized for node m to transmit to the left (line 4-9). After
this, the algorithm considers the unassigned time slots which are not violating all pre-
vious assigned transmissions according to (3.21) as appropriate time slots (line 10-15).
Now, we prove that the schedule generated by this algorithm has no more than F PP

L time
slots, i.e.

Statement 3.5.1.

max
Lt (u,v)6=0

t ≤ F PP
L (3.56)

holds for the schedule generated by this algorithm.

Proof:
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This statement can be proved by deduction. We firstly introduce a local version of
the constraint of (3.56) as

max
Lt (m,m±1) 6=0

t ≤ F PP
L . (3.57)

Firstly, for node 1, if it is not a source node, then it does not involve in any sessions
and (3.57) holds obviously. If it is a source node, then by our algorithm the transmission
is scheduled in the first time slot during the first iteration and (3.57) holds.

Then, for a chosen node m, we assume that for all nodes m′ ≤ m − 1 the equation
(3.57) holds. We then prove that (3.57) also holds for node m.

We define τR
1 ,τL

1 ,τR
2 ,τL

2 as the assigned time slot with the largest index after the as-
signments in line 4-6, 7-9, 10-12, and 12-15, respectively. Clearly, the first two assign-
ments only assign the time slots which has already been used for other assigned trans-
missions, which will not violate (3.57) if (3.57) holds for all nodes m′ ≤ m −1. Hence, we
only consider the case that τL

2 6= τL
1 , which suggests that there are time slots assigned by

line (10-15), in the following two cases

• Firstly we assume τL
2 = τR

2 , which suggests that no time slots are assigned in line
(12-15). In this case, we have

τR
1 =αL

m−1 (3.58)

and
τL

1 −τR
1 =αL

m . (3.59)

By our algorithm, we have

τR
2 = τL

1 +αR
m−1 +αR

m−2 +αR
m −τR

1

= αL
m +αR

m−1 +αR
m−2 +αR

m

≤ 3αR
m +αL

m +3

≤ F PP
L . (3.60)

The second equality follows from (3.59). The first inequality follows from our model
assumption that a node can only be the source or destination for at most one ses-
sion, which suggests

αR
m−1 ≥ αR

m −1, (3.61)

αL
m−1 ≥ αL

m −1, (3.62)

αR
m−1 +αL

m−1 ≥ αR
m +αL

m −1. (3.63)

• Then, we consider the case τL
2 6= τR

2 which suggests that there are time slots as-
signed in line (12-15). In this case, by our algorithm we have

τL
2 = max(αR

m ,αL
m−1)+max(αR

m−1,αL
m−2)−αR

m−2 +αL
m . (3.64)

This equality simply follows from the way that the transmissions are assigned in
our algorithm. Then, by (3.62), (3.63), and the definition of F PP

L , we can discuss the
RHS of (3.64) in different cases and prove that it is no larger than F PP

L .
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BP MODE

In BP mode, a fix schedule is used for the transmissions of all nodes. For node m, the
time slots {t ∈ {1,2, . . . ,F BP

L }|t (mod 3) ≡ m (mod 3)} are given for its transmission. This
schedule guarantees that each node will have enough time slots to handle the transmis-
sions for each of its involved sessions. This is because the number of time slots given to
the nodes for transmission is F BP

L /3 = maxN
m=1α

max
m , which is no less than αmax

m for any
m.

Note that for a chance given for transmission, the node can either use it to transmit
the message for one session or broadcast a linear sum of two messages for two sessions
of opposite directions. The neighboring nodes that receive this linear sum decode the
individual messages with their prior knowledge. Hence, any transmitted linear sum is
directly decoded at the receivers and will not propagate to other nodes. This network
coding scheme guarantees that all the messages are decodable at their destinations.

PM MODE

For PM mode, a similar schedule scheme as BP mode cannot be used due to the dif-
ferences in NC schemes. For BP mode, the nodes locally decode the messages and re-
encode them for the transmission in the next round. The linear sum of two messages
will not propagate to more than one hop. However, it is not the case for PM mode and
BM mode, in which some of the intermediate relay nodes cannot decode the individual
messages but only the linear sum. Hence, we propose a bundling scheme which com-
bines two groups of sessions directed to the left and right, respectively, into a group of
unidirectional sessions and bidirectional sessions.

Bundling Scheme Firstly, we define a set of sessions called the right cluster, denoted
as C R

k ,k ∈Z+. A right cluster is found with the following steps.

• 1, Find the right session with the smallest index which is not in any right cluster
Si = (ai ,bi ).

• 2, Find the right session which is not in any right cluster and its destination is the
closest to ai at the left side, i.e., S j : ai −b j = minS j ∉C R

k
(ai −b j ). We call session S j

the closest left neighboring session of Si .

• 3, Iteratively find the closest left neighboring session of S j and all the sessions
found this way.

• 4, Similarly, find the closest right neighboring sessions of Si denoted by Sl , i.e.,
Sl : al −bi = minSl∉C R

k ∀k (al −bi ).

• 5, Iteratively find the closest right neighboring session of Sl and all the sessions
found this way.

• 6, The set of all the sessions found in step 1-5 is a right cluster.

We can find all right clusters with the above steps. It can be easily proved that there
are precisely maxN

m=1α
R
m right clusters. Similarly, we denote the left clusters as C L

k and

find all left clusters in the same fashion. Clearly, k ≤ maxN
m=1α

L
m∀C L

k .
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We then construct bundles by combining a right cluster and a left cluster, more pre-
cisely, we construct the bundle Dk = (C R

k ,C L
k ),k ≤ min(maxN

m=1α
R
m ,maxN

m=1α
L
m). We

call the right or left clusters which are not combined into any bundle as leftover clusters.
As a result, the sessions are combined into a set of bundles and leftover clusters.

Scheduling Now we propose a scheduling scheme for these bundles and leftover clus-
ters. Before that, we first give the definition of edge transmissions.

Definition 3.5.1 (Edge transmissions). Inside a bundle Dk = (C R
k ,C L

k ), if a transmission
Lt (u, v), |u−v | = 1 falls into one of the following four categories, we call it an edge trans-
mission.

Category 1: Lt (u, v) = Si ,Si ∈C R
k , ∃S j = (a j ,b j ) ∈C L

k , a j = u.

Category 2: Lt (u, v) = Si ,Si ∈C R
k , ∃S j = (a j ,b j ) ∈C L

k ,b j = v .

Category 3: Lt (u, v) = Si ,Si ∈C L
k , ∃S j = (a j ,b j ) ∈C R

k , a j = u.

Category 4: Lt (u, v) = Si ,Si ∈C L
k , ∃S j = (a j ,b j ) ∈C R

k ,b j = v .

Right cluster

+

Left cluster
=

Bundle

Unidirectional ses-
sion

Edge transmissions Bidirectional ses-
sions

Figure 3.5: The bundling of a right cluster and a left cluster into a bundle containing unidirectional sessions,
edge transmissions, and bidirectional sessions

For any bundle, it can be decomposed into a group of bidirectional sessions, uni-
directional sessions, and edge transmissions as shown in Fig 3.5. These unidirectional
sessions and bidirectional sessions are not overlapping. Moreover, the sessions inside
any leftover cluster are also not overlapping. Hence, we can use the scheduling scheme
for PM mode in Subsection 3.4.3 and schedule the bidirectional sessions and unidirec-
tional sessions in any bundle or leftover cluster as if it is one bidirectional session with
some transmissions skipped. Since the total number of bundles plus the leftover clus-
ters is maxN

m=1α
max
m , by (3.31), we can schedule all these transmissions in no more than

3αmax
m time slots.
Then we schedule the edge transmissions of all bundles. It can be proved that for

each edge (u, v), there are at most two overlapping edge transmissions, i.e., for each edge
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(u, v), if there exist an edge transmission Lt (u, v) in any bundle, then there exists at most
one other edge transmission Lt ′ (u, v), t ′ 6= t in all bundles.

This statement can be proved by contradiction: W.l.o.g. we consider an edge (u,u+1).
By the definition of edge transmissions, if Lt (u,u+1) is an edge transmission, it must fall
into either Category 1 or 2. Assuming there are more than two of such edge transmis-
sions, we can conclude that at least two of them fall into the same category. We denote
two of them by Lτ(u,u + 1) = Si and Lτ′ (u,u + 1) = S j . Then by the definition of edge
transmission, u is the source or u+1 is the destination for both Si and S j , which contra-
dicts our model.

By the scheduling scheme for PP mode in Subsection 3.4.3, all the edges transmis-
sions can be arranged in 8 time slots with no violation to (3.21), thus they do not violate
(3.23) as well.

As a result, the total number of time slots for this scheduling scheme is 3αmax
m +8.

Coding Here, we only needs to code the decomposed bidirectional sessions for each
bundle. The coding scheme is identical to the one used for PM mode in Subsection 3.4.3.

BM MODE

In this mode, with the same bundling and decomposing approaches as PM mode, as well
as the scheduling and coding schemes of Subsection 3.4.3 for BM mode, the common
rate in (3.55) is achieved.

3.5.4. THROUGHPUT BENEFIT

By the definition of the improvement factor, we have the following theorem.

Theorem 3.5.1 (Throughput benefit in line networks). For a line network L(V ,E ,S ), the
improvement factors are upper bounded by

I BM
PP ≤ maxN

m=1(3αmax
m +αmin

m +3)

maxN
m=1(2αmax

m −2)
, (3.65)

I BP
PP , I PM

PP ≤ maxN
m=1(3αmax

m +αmin
m +3)

maxN
m=1(3αmax

m −4)
, (3.66)

I BM
BP ≤ maxN

m=1(3αmax
m )

maxN
m=1(2αmax

m −2)
, (3.67)

I BM
PM ≤ maxN

m=1(3αmax
m +8)

maxN
m=1(2αmax

m −2)
, (3.68)
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and lower bounded by

I BM
PP ≥ maxN

m=1(3αmax
m +αmin

m −4)

maxN
m=1(2αmax

m +8)
, (3.69)

I BP
PP ≥ maxN

m=1(3αmax
m +αmin

m −4)

maxN
m=1(3αmax

m )
, (3.70)

I PM
PP ≥ maxN

m=1(3αmax
m +αmin

m −4)

maxN
m=1(3αmax

m +8)
, (3.71)

I BM
BP , I BM

PM ≥ maxN
m=1(3αmax

m −4)

maxN
m=1(2αmax

m +8)
. (3.72)

These bounds are asymptotically tight if maxN
i=1α

max
m →∞. In particular, if the ses-

sions are uniformly distributed as random, we have the following corollary.

Corollary 3.5.1. For a line network L(V ,E ,S ) with N →∞, if the right and left sessions
are distributed uniformly at random with probabilities p1 and p2, respectively, i.e., a node
can be the source or destination of a right or left transmission with the probabilities of p1/2
and p2/2, respectively, the improvement factors are

I BM
PP = 1.5+ min(p1, p2)

2max(p1, p2)
, (3.73)

I BP
PP = I PM

PP = 1+ min(p1, p2)

3max(p1, p2)
, (3.74)

I BM
BP = I BM

PM = 1.5. (3.75)

From this corollary, it is also clear that the improvement factors are identical to the
bidirectional session case if p1 = p2. Moreover, if all sessions have the same direction,
i.e., p1 = 0 or p2 = 0, BP and PM mode do not have any improvement, but BM mode has
a 1.5 improvement factor over all three other modes. In Fig. 3.6(a)-3.6(c) we show the
upper bounds and the lower bounds of the improvement factors for p1 = p2 = 0.2 as a
function of the number of nodes N .

Then, if p1 = p2, we have the following corollary, in which the improvement factor is
identical to the improvement factor for the bidirectional session case when N →∞ and
sessions are uniformly distributed.

Corollary 3.5.2. For a line network L(V ,E ,S ) with N →∞, if the right and left sessions
are distributed uniformly at random with the same probability, the improvement factors
are

I BM
PP = 2, (3.76)

I BP
PP = I PM

PP = 4/3, (3.77)

I BM
BP = I BM

PM = 3/2. (3.78)

By the results of this section and the previous section, we conclude that for large
line networks with heavy and balanced traffic (the numbers of the left and right sessions
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Figure 3.6: The upper bounds and lower bounds of the improvement factors in line networks with sessions
uniformly distributed at random with p1 = p2 = 0.2, simulated over 10000 randomly generated networks.

involved by the bottleneck nodes are large and equal), the improvement of CF over tra-
ditional routing and NC are 2 and 1.5, respectively. For different transmission modes
and different type of session placements (bidirectional or arbitrary), upper bounds have
been derived and lower bounds are given by proposing scheduling and coding schemes.
One interesting remark is that, if the traffic for the line network is unbalanced, the im-
provement of NC over traditional routing can be very limited or even no improvement
at all. However, in this case, CF still has an improvement factor of around 1.5 over tradi-
tional routing.
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3.6. LINE NETWORKS WITH RANDOM ACCESS
In Section 3.4 and 3.5, the throughput benefit of CF in line networks with centralized
scheduling has been considered, which is not applicable in many practical scenarios. In
this section, line networks in which the nodes do not have fixed schedules, in particular,
the case that all nodes apply plain random access mechanism, is considered. It is shown
that in this case, CF can bring even higher benefit on the throughput over traditional
routing and NC than the cases that fixed scheduling is used.

3.6.1. MODEL
In this section, line networks with only one bidirectional session with terminals placed
on both ends of the line, i.e., S = {(1, N ), (N ,1)}, are considered. The messages transmit-
ted by the left and right terminals are denoted by xR (i ), xL(i ) ∈ Fq , i ∈ {1,2, . . . , M }.

The key feature of this problem is the random access scheduling mechanism. As-
sume that all nodes apply the plain random access approach, i.e., in each time slot each
node chooses its state to be transmit state or receive state with probability p and 1−p
(p ∈ [0,1] is a fixed constant), respectively. This choice is independent of the state in
other time slots and other nodes. For PP mode and PM mode, we assume that each node
has equal probability of transmitting to either direction.

3.6.2. CODING SCHEME
In this subsection, a coding scheme based on random linear network coding is proposed.
This coding scheme can be used in all three of BP, PM, and BM modes. The essence of the
scheme is that we guarantee that only innovative messages are transmitted. The scheme
consists of the following elements:

• Assume that each node keeps three buffers of sufficiently large size, denoted by B ,
B R and B L , respectively. The use of the buffers will be explained below.

• Define the messages in the buffers of node m as ym(i ) : i = 1,2, . . . , Mm , yR
m(i ) : i =

1,2, . . . , M R
m , and yL

m(i ) : i = 1,2, . . . , M L
m , where Mm , M R

m , and M L
m are the number

of messages in B , B R , and B L , respectively. These messages can be expressed as

ym(i ) =
M∑

j=1
gm(i , j )xR ( j )+

M∑
j=1

hm(i , j )xL( j ), (3.79)

yR
m(i ) =

M∑
j=1

g R
m(i , j )xR ( j )+

M∑
j=1

hR
m(i , j )xL( j ), (3.80)

yL
m(i ) =

M∑
j=1

g L
m(i , j )xR ( j )+

M∑
j=1

hL
m(i , j )xL( j ), (3.81)

where gm(i , j ), g R
m(i , j ), g L

m(i , j ),hm(i , j ),hR
m(i , j ), and hL

m(i , j ) are coefficients from
Fq ′ which is a subspace of Fq .

• Next, Mm×M matrices Gm and Hm are constructed by setting gm(i , j ) and hm(i , j ),
respectively, as the element in its i th row and j th column. Similarly, we construct
GR

m , H R
m , GL

m , and H L
m .
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• Assume that node m knows all elements in these matrices, i.e. a node knows which
linear combination of messages is being received. This can be guaranteed if we al-
low the coding coefficients to be communicated without CF. The overhead is neg-
ligible since the coefficients are chosen from a subspace of Fq . The size of the
subspace should be chosen sufficiently large w.r.t. N . However, Fq can be chosen
to be arbitrarily large.

Now, the scheme operates as follows. Initially, assume that all buffers in all nodes are
empty. In each time slot all nodes perform the following steps:

Step 1 For each node, all receptions directly enter B (for the sources nodes on both ends
of the network, the original messages directly enter B).

Step 2 At the beginning of each time slot, each node updates the matrices GR
m , H R

m , GL
m ,

and H L
m . Initialize the transmission by setting y∗

m = σ (σ is the silent symbol de-
fined in Section 3.2).

Step 3 Node m chooses coefficients c(i ) uniformly at random from Fq ′ , i ∈ {1,2, . . . , Mm}
and let y∗

m to be equal to a random linear combination of all ym(i ), i.e., y∗
m =∑Mm

i=1 c(i )ym(i ) =∑M
j=1 g∗

m( j )xR ( j )+∑M
j=1 h∗

m( j )xL( j ), g∗
m( j ),h∗

m( j ) ∈ Fq ′ .

Step 4 Each node does the innovative check. Firstly, if rank(Gm) > rank(GR
m) and the

vector [g∗
m( j )], j ∈ {1,2, . . . , M } is not linearly independent of all the rows in GR

m , it
discards y∗

m and goes back to Step 3. It then does the same check for the vector
[h∗

m( j )]. These two steps are repeated until an innovative message y is generated,
which is feasible in limited numbers of iterations if Fq ′ is chosen properly.

Step 5 If node m is in transmit state in this time slot, it transmits y∗
m . The transmission

can be a broadcast (in BP and BM mode) or a transmission to one of its neighbors
(in PM mode). If this transmission is successful to the right (the transmitted mes-
sage is received by its right neighbor, i.e., the right neighbor is at receive state in
this time slot), then it adds y∗

m to buffer B R . Symmetrically, y∗
m is added to B L if

this transmission is successful to the left.

3.6.3. PERFORMANCE
In this subsection, the key result of this section is presented, which is the maximum
achievable throughput of CF in line networks with random access.

Theorem 3.6.1 (Capacities of line networks with random access). For a line network with
random access, the capacity for both directions is C X

R in mode X ∈ {PP, BP, PM, BM}, where

C PP
R = p(1−p)2/2, (3.82)

C BP
R = p(1−p)2, (3.83)

C PM
R = p(1−p)/2, (3.84)

C BM
R = p(1−p). (3.85)

These capacities can be achieved by using the schemes introduced in the previous subsec-
tion.
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In PP mode no coding is applied and the capacity has already been given in [35].
Here, we show the proof of the capacity for mode X ∈ {BP,PM,BM}.

Proof. Achievability: We first consider only the session from left to right, assuming that
the right source is not transmitting anything. In this case we can interpret the opera-
tion of the scheme as follows. Innovative packets are carried through the network over
a series of links from left to right. These links are unreliable in the sense that due to
random access and half duplex constraints they are not always available. Observe that
the scheme that we described above is exactly the scheme used by Lun et al. in [28].
Therefore, for mode X ∈ {BP,PM,BM} it follows directly from [28, Theorem 2] that we
can achieve a rate C X

R for the left-to-right session. Note, our PM and BM mode does not
require any generalizations of the models from [28] in which broadcast, but not CF, is
allowed. Even though our underlying model has CF, the abstraction described above is
that of innovative packets being transmitted over a directed graph.

Next, we include the other session. Observe that the two sessions can be analyzed
independently. More precisely, if both sources are transmitting packets, the flow of in-
novative packets for each of the sessions can be analyzed by ignoring the other session.
Once enough innovative packets are collected at the receiver it can subtract the (linear
combinations of) packets from the session for which it is the source and decode the
packets from the other source.

Optimality: Since the network is symmetric, we focus on the capacity along one di-
rection only. Following the max-flow min-cut theorem, the capacity of this network is
bounded by the capacity of each edge.

We consider an individual edge. In BP mode, with probability p a messages is trans-
mitted. However, the transmit is successful if and only if its neighbor is at receive state
and its two-hop neighbor is not at transmit state. Hence the probability of a successful
transmission is p(1−p)2. In PM mode, a transmission to one direction is made with the
probability of p/2. The neighbor can successfully receive it as long as it is in receive state.
Its two-hop neighbor can be in transmit state and will not violate this transmission due
our model set-up. The probability of a successful transmission is thus p(1−p)/2. With
the similar argument, we have the probability for a successful transmission in BM mode
equals to p(1−p).

Hence, each edge can be considered as an erasure channel with erasure probability
1−C X

R , X ∈ {BP,PM,BM} and the capacity of each edge as well as the network are C X
R . As

a result, the throughput of our scheme is optimal.

Remark 3.6.1. The results of Theorem 3.6.3 in PP and BP mode are identical to the results
shown in [35, Theorem 6], in which a different scheme is used in BP mode.

Here, our results are compared between various transmission modes. Figure 3.7(a)
shows the comparison of the rate of either centralized scheduling (CS) and random ac-
cess (RA) schemes in the four modes, in which the CS case is just the result obtained in
Section 3.4. As observed, in RA case, the performance of BM mode is significantly higher
than PP and BP mode. If we allow the probability of transmission p to be adjusted to
the modes, then the rates will be maximized in BP and PP modes when p = 1/3. The
maximum achievable rates are 0.074 and 0.148, respectively. In PM and BM mode, the
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maximum rate 0.125 and 0.25 are achieved when p = 1/2. Hence, the maximum achiev-
able rates in PP, BP, and PM modes are improved by factors of 3.378, 1.689, and 2, respec-
tively. These improvement factors are significantly higher than for the case of centralized
scheduling shown in Theorem 3.4.1, which has factors of 2, 1.5, and 1.5, respectively.

Figure 3.7(b) shows the ratio between the rates of random access and the rates of cen-
tralized scheduling for various transmission modes. In other words, it shows the com-
patibility of these transmission modes with random access. As the figure shows, in BM
mode, the random access scheduling mechanism utilizes the network in a more efficient
way.
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Figure 3.7: The throughput performance of various modes in the line network using random access.

Then, straightforwardly we have the improvement factors in line networks with the
random access setting.

Theorem 3.6.2 (Throughput benefit in line networks with random access). For a line
network L(V ,E ,S ),S = {(1, N ), (N ,1)}, if the random access scheduling mechanism is ap-
plied, the improvement factors are given by

I BM
PP = 2

1−p
, (3.86)

I BP
PP = I BM

PM = 2, (3.87)

I PM
PP = I BM

BP = 1

1−p
, (3.88)

I PM
BP = 1

2(1−p)
. (3.89)

By this theorem, it is clear that CF also brings significant improvement on the through-
put in line networks for the random access case. Comparing the result of Theorem 3.6.2
to Theorem 3.4.1, it can be observed that the improvement of BM and PM modes over
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PP and BP modes is unbounded if p is close to 1, which are much higher than that for
the centralized scheduling case. It indicates that CF has great potential to be applied
with random access, since it turns the collisions in traditional routing or NC into useful
transmissions.

3.7. CONCLUSION
In this chapter, upper bounds for the throughput benefit of CF over traditional routing
for networks with multiple unicast sessions are derived. For general networks, we up-
per bounded the improvement by 3K and found a special type of networks in which CF
brings an improvement of at least K /2. For K = 3 or 4, this special network can be rep-
resented by a hexagon or a cube with relays in their centers. However, if K is large, no
geometric representation for these networks has yet been found. Hence, it remains as an
interesting problem to find practical networks in which the throughput benefit of CF is
higher than 2.

In line networks, if centralized scheduling is used and the traffic load of both direc-
tions is balanced, it is proved that the improvement factor of CF over traditional routing
is upper bounded by a constant which is 2 or very close to 2, depending on the session
placement. Also, a CF based scheme is proposed which gives an asymptotically tight
lower bound when the number of the sessions is large. For unbalanced traffic cases,
despite that NC is sometimes not beneficial, CF can still improve the throughput by a
factor of around 1.5. It is an important observation that CF also benefits the throughput
of unidirectional transmissions in line networks, which is essentially different from NC.

If the random access scheme is used instead of centralized scheduling schemes in
line networks, the upper bounds on the throughput improvement factors of CF over tra-
ditional routing and NC are 2

1−p and 1
1−p , respectively. A scheme that achieves this upper

bound has been proposed for a bidirectional session with terminals at both ends of the
line network. Note that this improvement is much higher than the improvement for the
centralized scheduling cases when p is large, which shows a good compatibility of CF
with random access. Clearly, random access is a mechanism which suffers a lot from
collisions. However, CF can turn the collisions in traditional routing and NC into linear
functions which are useful for communication. This feature has already been addressed
in [11] for multi-user MAC. Here, it is shown that CF can also be applied with random
access in line networks. Note that our scheme cannot be straightforwardly extended to
arbitrary session cases, which leaves as an interesting problem for following studies.
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ENERGY BENEFIT

In the previous chapter, the benefit of compute-and-forward (CF) in the perspective of
throughput was considered. In this chapter, the attention is put on the benefit of CF on
the energy saving aspect, which is another important problem in wireless networks since
many wireless devices are battery-driven equipments with limited energy to transmit and
receive signals. We follow the same path as the previous chapter: firstly, the upper bound
of the energy benefit in general networks is derived, then the upper and lower bounds of
the energy benefit in some specific networks are derived.

4.1. INTRODUCTION
Since network coding (NC) [1] was introduced, many studies considered the energy ben-
efit of NC because it reduces the number of transmissions in wireless networks by let-
ting the relay nodes transmit linear combinations of messages. A broadcast scenario
has been considered in [8], in which both centralized and decentralized schedules are
considered and matching upper and lower bounds are given on the energy benefit. The
problem of the energy benefit of NC in the multiple unicasts case, on the other hand, is
more complicated. Upper bounds have been given for the energy benefit of NC for some
multiple unicast networks in [22, 26]. In some specific networks, namely hexagonal lat-
tice networks, a lower bound on the energy benefit for multiple unicasts of 2.4 has been
derived in [23], which has been further improved to 3 in [12].

The material in this chapter has appeared in

• Section 4.3

Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “On the Energy Benefit of Compute-and-forward for
Multiple Unicasts,” Submitted to IEEE Int. Symp. on Inf. Theory (ISIT), Barcelona, Spain, May, 2016.

• Section 4.5

Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “On the energy benefit of compute-and-forward on
the hexagonal lattice,” Proc. of the Thirty-Fifth WIC Symp. on Inf. Theory in Benelux, Eindhoven, the
Netherlands, May, 2014.
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All of the above-mentioned studies considered the transmit energy only, which are
not very practical in the scenarios that the energy consumed for receiving signals (for
decoding, demodulation) is not negligible. Furthermore, it has also been shown in some
studies, e.g., [13], that some NC based schemes decrease the number of transmissions at
the cost of increasing the number of receptions. If the energy consumption for receiving
is not negligible, some of the NC based schemes will have less improvement, or even
no benefit at all. Hence, it is more general and practical to study the energy benefit in
networks taking into account both the transmit and receive energy.

In this chapter, the energy benefit of CF, defined as the ratio of the minimum energy
consumption by traditional routing techniques and the corresponding CF consumption,
is studied for the multiple unicasts case with both transmit and receive energy consid-
ered. An upper bound on the energy benefit is given, which is min(d̄ ,K ,12

p
K ). It shows

that the upper bound depends on not only the number of the sessions, but also the aver-
age distance of the sessions. Also, if the number of the sessions K is large and the average
distance scales faster than

p
K , the energy benefit is upper bounded by a factor of

p
K .

This is a new scaling law for the energy benefit of CF and also NC in general networks
with multiple unicast sessions. Furthermore, it is very different from the throughput
benefit given in Section 3.3, which is proved to be upper bounded by 3K and there exists
a network with the benefit of K /2.

Also, the upper bound of the energy benefit in some special networks, e.g., line and
rectangular/hexagonal lattice networks, are considered. It is shown that the energy ben-
efit is upper bounded by 2, 4, 6, and 3 for line networks, 2-D and 3-D rectangular lattice
networks, and hexagonal lattice networks, respectively. Furthermore, if the network has
a node which divides all sources from all destinations, CF will not benefit in energy con-
sumption.

Further, lower bounds on the energy benefit are also studied in some specific net-
works. Achievable CF based schemes on hexagonal lattice networks with a specific ses-
sion placement studied in [12] are given. By our schemes, the energy consumption is
decreased by a factor between 2 and 3 comparing to the traditional routing and a factor
between 1 and 3 comparing to the NC based scheme proposed in [12]. With some spe-
cial transmit/receive power configurations, our schemes achieve the upper bound on
the energy benefit of CF.

This chapter is organized as follows. In Section 4.2, we extend the model used in the
previous chapter in energy aspect and introduce some important notations including
the energy improvement factor. In Section 4.3, we give an upper bound of the energy
improvement factor. In Section 4.4, we tighten the upper bound for some specific net-
works, namely star networks, line networks, and lattice networks. In Section 4.5 a new
lower bound on the energy benefit in hexagonal lattice networks is given by proposing
two CF based schemes which outperform all existing schemes on energy consumption
for a specific session placement. At last, we conclude our results of this chapter in Sec-
tion 4.6.

4.2. MODEL SET-UP AND NOTATIONS
In this section, we use the same network model N(V ,E ,S ) and the transmission modes
PP, BP, PM, and BM as introduced in Section 3.2.
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Further, we introduce some new notations which describe the properties of the net-
work. We use the notation di for the (hop-count) distance of session Si and d(u, v) for
the distance between node u and v . Hence, di = d(ai ,bi ). We further define d(V ′,m),V ′ ⊆
V ,m ∈ V as d(V ′,m) = minu∈V ′ d(u,m) and define d(m,V ′) in the same fashion. We let

d̄ =
∑K

i=1 di

K .
In this chapter, the energy consumption of any transmission scheme is always dis-

cussed in the context of a round. In each round, a transmission scheme should guaran-
tee a new message from the corresponding source to be successfully decoded by each
destination after the initial state of a long-term transmission. We then define E X as the
minimum energy consumption of any scheme for each round in mode X ∈ {PP,BP,PM,BP}.
We use the notations et for the energy consumed (for broadcast, encoding, modulation,
etc.) by a node to transmit (broadcast) a symbol from Fq to its neighbors and er for the
energy consumed (for decoding, demodulation, etc.) by a node to receive a symbol (ei-
ther one message or the sum of multiple messages) from Fq .1 The energy consumed for
computing when CF is applied and all other energy consumption (supporting circuits,
routing, signaling, etc.) are neglected. The energy improvement factor of mode X over
mode Y is defined as

J X
Y = E Y /E X . (4.1)

4.3. UPPER BOUND OF GENERAL NETWORKS
In this section, the upper bound of the energy improvement factor of CF in general net-
works is studied. Here, only PP and BM modes are considered. The upper bound for
the energy improvement factor J BM

PP are derived by studying lower bounds for E BM and
establishing an explicit expression for E PP. Firstly, we give the main result of this section.

Theorem 4.3.1 (Upper bound of the energy benefit in general networks). For any net-
work N(V ,E ,S ), the energy benefit satisfies

J BM
PP ≤ min(d̄ ,K ,12

p
K ). (4.2)

In the following three subsections, three upper bound of J BM
PP which are d̄ , K , and

12
p

K , respectively, will be derived.

4.3.1. THE d̄ UPPER BOUND OF J BM
PP

Firstly, the expression for the minimum energy consumption E PP is given.

Lemma 4.3.1 (Minimum energy consumption in PP mode). For any network N(V ,E ,S ),
the minimum energy consumption in PP mode is

E PP = K d̄(et +er ). (4.3)

1As introduced in [29] CF is based on lattice codes, which can be any linear code, e.g., low-density parity-
check (LDPC) code, satisfying certain properties introduced in [7]. It is then clear that decoding a linear
combination consumes no more energy than decoding a message encoded with the same linear channel
codes in traditional routing. Hence, we assume that the decoding of both the individual message and the
sum of multiple messages consumes energy er .
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Proof:
An upper bound on the minimum energy consumption can be given by any valid

transmission scheme. Here, we use the same transmission scheme described in the
proof of Lemma 3.3.1 for all sessions, which consumes

E =
K∑

i=1
di (et +er ) = K d̄(et +er ) (4.4)

energy in each round. Hence we have the upper bound for E PP. Then, it is clear that it
is also the lower bound for E PP since we assume that no network coding is allowed in PP
mode. Hence, the shortest-path routing strategy is optimal.

In the following lemma, a distance based upper bound of J BM
PP is given.

Lemma 4.3.2. For any network N(V ,E ,S ), the energy benefit satisfies

J BM
PP ≤ d̄ . (4.5)

Proof: The proof of this lemma is straightforward since in BM mode, each source
needs to transmit once and each destination needs to receive once in each round. Thus
we have

E BM ≥ K (et +er ). (4.6)

Combining this with (4.1) and (4.3) we finish our proof.

4.3.2. THE K UPPER BOUND OF J BM
PP

In the next lemma, we show that the energy improvement factor is upper bounded by
the number of sessions.

Lemma 4.3.3. For any network N(V ,E ,S ), the energy benefit satisfies

J BM
PP ≤ K . (4.7)

Proof:
Firstly, we introduce a notation Nr for the minimum number of non-source non-

destination nodes needed to connect all sessions. More specifically, defining V ∗ ⊆ V \(A∪
B) and E ∗ = {(u, v) ∈ E |u, v ∈ V ∗ ∪A ∪B}, for a network N(V ,E ,S ), if the network
N(V ∗∪A ∪B,E ∗,S ) is also a valid network model (all the sessions are connected), then
|V ∗| ≥ Nr . In other words, there does not exist a non-source non-destination node set
V ∗ with |V ∗| < Nr such that N(V ∗∪A ∪B,E ∗,S ) is a valid network.

Then we can prove
E BM ≥ (Nr +K )(et +er ) (4.8)

by contradiction: If there exist a transmission scheme which consumes energy

E ′ < (Nr +K )(et +er ), (4.9)

since the sources have to transmit at least K times and the destinations have to receive at
least K times, it is clear that in this scheme the energy consumption of all the other nodes
is less than Nr (et+er ). Since a node must transmit and receive at least once to function in
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the network if it is not a source or destination, we conclude that in this scheme there are
less than Nr non-source non-terminal nodes involved, which contradicts the definition
of Nr .

Combining (4.1), (4.3), and (4.8) we have

J BM
PP ≤

∑K
i=1 di

Nr +K
. (4.10)

Now we prove
∑K

i=1 di ≤ K (Nr −1)+K (K +1) by considering the networks with the sum
distance achieving this upper bound. More precisely, for given K and Nr , if a network
N(V ,E ,S ) has the maximum value of the sum distance

∑K
i=1 di among all networks with

the same K and Nr , it should have the following properties:

1. None of the sources is collocated with any destination. This can be proved by con-
tradiction: Assume node u is both ai and b j , then we can find another network
with node u = ai , an additional node v = b j , and edges (u, v), (v,u) that has a larger
sum distance.

2. It is a line network. Firstly, it is straightforward that the network is acyclic since the
sum distance of any network with cycles can be increased by removing edges to
break the cycles. Then, we prove that any node can have at most two neighbors by
contradiction. Assume node u has neighbors v1, v2, and v3. Since the network is
acyclic, w.l.o.g. we assume v3 is closer to V ∗, i.e., d(v3,V ∗) ≤ d(v1,V ∗) = d(v2,V ∗).
We consider the network with edges (u, v1), (v1,u) removed and (v1, v2), (v2, v1)
added. This network has a larger sum distance since the paths of all sessions in-
volving v1 are now 1 hop longer.

3. The paths of all sessions go through all the nodes in V ∗. This property holds since
any line network without this property can be easily modified to a network with
this property and an increased sum distance.

With all the properties above, it can then be concluded that the maximum sum dis-
tance is achieved by a line network consisting of Nr + 2K nodes. In this network, the
sources and destinations are non-collocated and the paths of all sessions go through V ∗.
It can be easily calculated the sum distance of this network is K (Nr −1)+K (K +1). Then
we have

J BM
PP ≤

∑K
i=1 di

Nr +K
≤ K (Nr −1)+K (K +1)

Nr +K
= K . (4.11)

4.3.3. THE 12
p

K UPPER BOUND OF J BM
PP

In the following lemma, we give an upper bound of J BM
PP which is in the order of

p
K .

Lemma 4.3.4. For any network N(V ,E ,S ), the energy benefit satisfies

J BM
PP < 12

p
K . (4.12)

Before proving this lemma, we give the following lemmas and their proofs.
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Figure 4.1: An example of grouping by B, in which K0 = K1 = 5, K2 = 3, and K3 = K4 = 2.

Lemma 4.3.5. For any network N(V ,E ,S ), the energy benefit satisfies

J BM
PP ≤ d̄K

maxS ∗⊆S max(
∑

ai∈A ∗ d(ai ,B∗),
∑

bi∈B∗ d(A ∗,bi ))
, (4.13)

where S ∗ is a subset of S and A ∗,B∗ are its source and destination sets, respectively.

Proof: This lemma is similar to [22, Theorem 5.1], which gives a lower bound on the
energy consumption of a network with only NC but no CF. Here, we use the same proving
technique to give a lower bound of E BM.

Firstly, we divide the node set V by the distance to B. We define the node set G0 =B

and Gl = {u ∈ V |d(u,B) = l }. It is easy to prove that the node in Gl only connects to the
nodes in Gl−1 and Gl+1. An example of such division is given in Fig. 4.1.

We then divide the sessions by Sl = {SU
i ∈ S U |ai ∈ Gl } and define Kl =

∑∞
l ′=l |Sl ′ |.

Obviously we have K = K0. Also, note that the sessions in Sl are the sessions that satisfy
d(ai ,B) = l . By the max-flow min-cut theorem, the number of transmissions and re-
ceptions required for the communication between Gl and Gl−1 is Kl . Hence, the energy
consumption satisfies

E BM ≥
∞∑

l=1
Kl (et +er )

=
K∑

i=1
d(ai ,B)(et +er ), (4.14)

where the equality follows straightforwardly by counting.
Similarly, we have

E BM ≥
K∑

i=1
d(A ,bi )(et +er ). (4.15)
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Combining (4.14) and (4.15) we have

E BM ≥ max

(
K∑

i=1
d(ai ,B),

K∑
i=1

d(A ,bi )

)
(et +er ). (4.16)

Since adding sessions will not decrease the energy consumption, a lower bound in (4.16)
for a subset of the session set S is also a lower bound for the whole network. Hence, we
have

E BM ≥ max
S ∗⊆S

max

( ∑
ai∈A ∗

d(ai ,B∗),
∑

bi∈B∗
d(A ∗,bi )

)
(et +er ). (4.17)

Combining this with (4.1) and (4.3) we finish our proof.
Now we analyze the bound given in (4.13) by introducing the distance matrix.

Definition 4.3.1 (Distance matrix). For a network N(V ,E ,S ), a distance matrix denoted
by D is a K ×K matrix with d(ai ,b j ) as the entry in the i -th row and the j -th column, i.e.,

D =


d1,1 d1,2 d1,3 . . . d1,K

d2,1 d2,2 d2,3 . . . d2,K

d3,1 d3,2 d3,3 . . . d3,K
...

...
...

. . .
...

dK ,1 dK ,2 dK ,3 . . . dK ,K

 , (4.18)

in which di ,i = di and di , j = d(ai ,b j ).

A distance matrix has the following properties.

Property 4.3.1. The entries on the diagonal are non-zero.

Property 4.3.2. If di , j = 0, then di ′, j ,di , j ′ 6= 0 for all i ′ 6= i , j ′ 6= j .

Property 4.3.3. ∀i , j ,k, l ∈ {1,2, . . . ,K },k 6= i , l 6= j , di , j ≤ di ,l +dk, j +dk,l .

The first property is trivial. The second property follows from our assumption in the
model that a node cannot be the sources or destinations for multiple sessions. The third
property follows from the fact that the route ai → bl → ak → b j is a valid path in the
network and the length should not be smaller than d(ai ,b j ).

For a subset S ∗ of S , we denote the submatrix which contains only sessions in S ∗
by D∗, i.e., D∗ is a submatrix with entries di , j that Si ,S j ∈S ∗. We further use the nota-
tion d∗

i , j to represent the (i , j )-th entry of D which is also an entry for D∗. Note that d∗
i , j

is not necessarily the (i , j )-th entry of D∗. Then, we can rewrite (4.13) as

J BM
PP ≤

∑K
i=1 di ,i

maxS ∗⊆S max(
∑

i min j d∗
i , j ,

∑
j mini d∗

i , j )
. (4.19)

For some simple cases, the relationship between the dividend and the divisor in the
RHS of (4.19) can be easily found. For example, if all sessions have the same distance
d and for all i 6= j , di , j = d ′, then by Property 4.3.3 we have d ′ ≥ d/3. As a result, the
dividend in the RHS of (4.19) is simply K d and the divisor is no less that K d/3, which
leads to the following lemma.
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Lemma 4.3.6. For a network N(V ,E ,S ), if di = d for all i and d(ai ,b j ) = d ′ for all i 6= j ,
we have

J BM
PP ≤ 3. (4.20)

If we drop the constraint that for all i 6= j , di , j = d ′, we have the following lemma.

Lemma 4.3.7. For a network N(V ,E ,S ), if di = d for all i , we have

J BM
PP ≤ 6

p
K , (4.21)

Proof: Firstly, for K < 36, (4.21) holds since (4.7) holds.
Then, for K ≥ 36, we discuss two cases.

• Case 1: There exists a row or column which contains at least
p

K /2 entries which
are smaller than or equal to d/3, i.e., ∃i , |{ j |di , j ≤ d/3}| ≥p

K /2 or |{ j |d j ,i ≤ d/3}| ≥p
K /2.

Firstly we consider the case that ∃i , |{ j |di , j ≤ d/3}| ≥ p
K /2. Since the sessions

can be arbitrarily indexed, w.l.o.g., we assume that the first f ∈ Z∩ [ 1
2

p
K + 1,K ]

entries of the first row are smaller or equal than d/3 except the first one, i.e., d1, j ≤
d/3, j ∈ {2,3, . . . , f }. By Property 4.3.3, we have dk,l ≥ d/3 for all k ∈ {2,3, . . . , f }, l ∈
{2,3, . . . , f }. Then we consider the submatrix D∗ with the 2- f th rows and columns
of D and have

∑
i min j d∗

i , j ≥ ( f −1)d/3 ≥p
K d/6.

For the case that ∃i , |{ j |d j ,i ≤ d/3}| ≥ p
K /2, with the same argument we have∑

i min j d∗
i , j ≥ ( f −1)d/3 ≥p

K d/6.

• Case 2: For any row or column, it contains fewer than
p

K /2 entries which are
smaller or equal than d/3, i.e., ∀i , |{ j |di , j ≤ d/3}| < p

K /2 and |{ j |d j ,i ≤ d/3}| <p
K /2.

In this case, w.l.o.g. we assume that the first f ∈ Z∩ [0, 1
2

p
K + 1) entries of the

first row are smaller or equal than d/3 except the first one, i.e., d1, j ≤ d/3, j ∈
{2,3, . . . , f }. Moreover, we assume that the entries in the rows Z∩ [g ′, g ] of the first
column are smaller or equal than d/3, i.e., di ,1 ≤ d/3, i ∈ {g ′, g ′ + 1, . . . , g }. Here,
g ′, g ∈ Z, g ′ ∈ (1, 1

2

p
K +2], g ∈ [g ′,

p
K +1), and g − g ′ <p

K /2. Here, the structure
of D is shown:

D =



d1,1 d1,2 . . .d1, f d1, f +1 . . .d1,g d1,g+1 . . .d1,K

d2,1
...
dg ′−1,1

. . .
. . .

. . .

dg ′,1
...
dg ,1

. . .
. . .

. . .

dg+1,1
...
dK ,1

. . .
. . .

dg+1,g+1 . . . dg+1,K
...

. . .
...

dK ,g+1 . . . dK ,K



,

(4.22)
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in which the green parts are the entries with di , j ≤ d/3 and the blue and brown
parts are the entries with di , j ≥ d/3.

Then we consider the submatrix D1 which is the matrix D with the 2nd to g -th
rows and columns removed, i.e.,

D1 =


d1,1 d1,g+1 . . . d1,K

dg+1,1 dg+1,g+1 . . . dg+1,K
...

...
. . .

...
dK ,1 dK ,g+1 . . . dK ,K

 . (4.23)

Apparently, all entries in the first row and column of D1 are larger than d/3. More-
over, the property that any column or row contains less than

p
K /2 entries which

are smaller or equal than d/3 still holds for this submatrix D1. As a result, this
puncturing process can be iteratively repeated for other rows and columns which
still contain entries that are smaller or equal than d/3. During each iteration, less
than

p
K rows and columns are removed. After h ∈Z∩[

p
K /2,

p
K−1] iterations, we

obtain a submatrix Dh in which all entries in at least h rows and columns are larger
than d/3. Then, if we consider D∗ = Dh , we have

∑
i min j d∗

i , j ≥ hd/3 ≥p
K d/6.

Combining the results of these two cases with (4.19) and the fact that di ,i = d for all i
we finish our proof.

Lemma 4.3.7 can be easily extended to the following lemma.

Lemma 4.3.8. For a network N(V ,E ,S ), if di ≥ d for all i , we have

E BM ≥ 1

6

p
K d(et +er ). (4.24)

In other words, it holds that

E BM ≥ 1

6

p
K (

K
min
i=1

di )(et +er ). (4.25)

This lemma can be proved using similar arguments as the proof of Lemma 4.3.7 with
all d/3 changed to minK

i=1 di /3.
With all the lemmas established above, we prove Lemma 4.3.4.
Proof: Since the indexing of the sessions is arbitrary, w.l.o.g. we assume d1 ≤ d2 ≤

·· · ≤ dK .
Now, by Lemma 4.3.5 it is clear that for any session set S ∗ ⊆S we can derive a lower

bound for E BM as shown in Lemma 4.3.8, which is

E BM ≥ 1

6

√
|S ∗|min

i
d∗

i ,i (et +er ). (4.26)

Hence, we have

E BM ≥ 1

6
max

S ∗⊆S

√
|S ∗|min

i
d∗

i ,i (et +er ). (4.27)

Then, since d1 ≤ d2 ≤ . . . ≤ dK , we do not need to consider all subsets of S . More pre-
cisely, let us consider a subset S ∗ ⊂ {Sk ,Sk+1, . . . ,SK }. It is clear that the lower bound of
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(4.26) for this subset is strictly smaller than the lower bound for the subset {Sk ,Sk+1, . . . ,SK }.
Hence, we only consider the subsets S ∗ = {Sk , . . . ,SK },k ∈ {1,2, . . . ,K } and (4.27) is sim-
plified to

E BM ≥ 1

6

K
max
k=1

p
K −k +1dk (et +er ). (4.28)

Then we consider the energy improvement factor J BM
PP . By (4.1), (4.3), and (4.28) we

have

J BM
PP =

∑K
k=1 dk (et +er )

E BM

≤
∑K

k=1 dk

1
6 maxK

k=1

p
K −k +1dk

= 6

(
d1

maxK
k=1

p
K −k +1dk

+ d2

maxK
k=1

p
K −k +1dk

+·· ·+ dk

maxK
k=1

p
K −k +1dk

)

≤ 6

(
d1p
K d1

+ d2p
K −1d2

+·· ·+ dKp
1dK

)
= 6

(
1p
1
+ 1p

2
+·· ·+ 1p

K

)
< 12

p
K . (4.29)

The last inequality can be proved by simple algebra, the details of the proof are omitted
here.

Combining Lemmas 4.3.2-4.3.4, we prove Theorem 4.3.1.

4.3.4. CONCLUSION AND DISCUSSION
Unlike the throughput benefit for general networks given in Theorem 3.3.1, it is shown
in Theorem 4.3.1 that the upper bound of the energy benefit of CF in (4.2) does not only
depend on K but also the average distance of the sessions. Moreover, it is shown that if
K is large and d̄ scales faster than

p
K , the energy benefit is upper bounded by a factor

of
p

K . This is a different phenomenon in comparison to the throughput benefit which
can be as high as a factor of K /2 as shown in Section 3.3.

Also, note that the applicable schemes in BP mode can also be applied in BM mode.
Hence, we have the following corollary.

Corollary 4.3.1 (Upper bound of the energy benefit of NC in general networks). For any
network N(V ,E ,S ), the energy benefit of BP mode over PP mode satisfies

J BP
PP ≤ min(d̄ ,K ,12

p
K ). (4.30)

This corollary reveals the energy benefit of NC over traditional routing in general
networks. So far as we know, this is the best upper bound for the energy benefit of NC in
general networks with multiple unicast sessions when K is large.
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4.4. UPPER BOUNDS OF SPECIFIC NETWORKS
In the previous section, an upper bound for the energy benefit of CF in general networks
is given. In this section, some specific networks in which tighter upper bounds can be
derived are considered. Firstly, a type of networks, namely the star networks, is consid-
ered, in which a node can be removed to separate all sources from all destinations. It is
shown that CF can bring no energy benefit in this kind of networks. The line networks
and the networks with rectangular or hexagonal lattice structures are also studied. It
is shown that the energy improvement factors in such networks are upper bounded by
some constants. Similar to the previous section, only PP and BM modes are considered.

4.4.1. STAR NETWORKS
Here, a kind of networks, namely star networks, in which the CF is not beneficial in en-
ergy consumption aspect is studied.

Definition 4.4.1 (Star networks). In a network N(V ,E ,S ), if there exists a node c such
that in the graph (V \{c},E \{(u, v)|u, v ∈ V \{c}}), none of the sources ai is connected to
any of the destinations bi , we call this network a star network.

For such networks, we have the following theorem.

Theorem 4.4.1 (Energy benefit in star networks). For any star network, the energy im-
provement factor J BM

PP = 1.

Proof: Firstly we consider the energy required for the transmissions and receptions
from the sources to node c. Since node c separates the sources from all destinations,
all messages must be transmitted through node c. With the same max-flow min-cut
arguments that we used in the proof of Lemma 4.3.5, the total energy consumption for
this part of the network satisfies

E1 ≥
K∑

i=1
d(ai ,c)(et +er ). (4.31)

Similarly, the total energy consumption for the part including node c and the destina-
tions satisfies

E2 ≥
K∑

i=1
d(c,bi )(et +er ). (4.32)

Note that these are the energy consumption required for two separated parts of the net-
work. Hence we have E BM ≥ E1 +E2.

Apparently, since node c is on the shortest paths of all sessions, we have di = d(ai ,c)+
d(c,bi ). Combining with (4.1) and (4.3) we finish the proof.

4.4.2. LINE NETWORKS
In this subsection, the upper bound of the energy improvement factor in line networks
is given.
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Theorem 4.4.2 (Energy benefit in line networks). For any line network L(V ,E ,S ), the
energy benefit satisfies J BM

PP ≤ 2.

Proof: Firstly we consider only the right sessions. By the max-flow min-cut theorem,
for any node m, it needs to transmit at least |{Si |ai ≤ m,bi > m}| times and receive at
least |{Si |ai < m,bi ≥ m}| times in each round. We can then lower bound E BM by sum-
ming up the energy consumption of all nodes, which is

E BM ≥
K∑
i

(|{Si |ai ≤ m,bi > m}|et +|{Si |ai < m,bi ≥ m}|er )

= ∑
i :Si∈S R

di K (et +et ). (4.33)

The equality can be straightforwardly established by counting. Similarly, we have

E BM ≥ ∑
i :Si∈S L

di K . (4.34)

Combining (4.33) and (4.34), we have

E BM ≥ max(
∑

i :Si∈S R

di K ,
∑

i :Si∈S L

di K )(et +et )

≥ (
∑

i :Si∈S R

di K + ∑
i :Si∈S L

di K )(et +et )/2

= (
K∑

i=1
di K )(et +et )/2. (4.35)

Combining (4.35) with (4.1) and (4.3) we finish the proof.

Remark 4.4.1. This upper bound can be achieved by using the scheme proposed in Sec-
tion 3.4 in a line network L(V ,E ,S ) with N →∞ and S = {(1, N ), (N ,1)}.

4.4.3. LATTICE NETWORKS
In this section we consider the networks with lattice structures. More precisely, the 2
dimensional (2-D) and 3 dimensional (3-D) rectangular lattices and hexagonal lattices
are studied.

Firstly, we give the definition of such lattice networks.

Definition 4.4.2 (2-D rectangular lattice networks). If a network N(V ,E ,S ) has the fol-
lowing property, we call this network a 2-D rectangular lattice network.

If N = N 2
0 , N0 ∈ Z+ and we represent the node m by [xm , ym], xm , ym ∈ {1,2, . . . , N0}

where xm ≡ (m − 1) (mod N0)+ 1 and ym = dm/N0e, then E = {(u, v)|(xu = xv ± 1, yu =
yv )∧ (xu = xv , yu = yv ±1)}.

Definition 4.4.3 (3-D rectangular lattice networks). If a network N(V ,E ,S ) has the fol-
lowing property, we call this network a 3-D rectangular lattice network.
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If N = N 3
0 , N0 ∈Z+ and we represent the node m by [xm , ym , zm], xm , ym , zm ∈ {1,2, . . . , N0}

where xm ≡ (m−1) (mod N0)+1, ym = d
m−b m−1

N 2
0

cN 2
0

N0
e, and zm = d m

N 2
0
e, then E = {(u, v)|(xu =

xv ±1, yu = yv , zu = zv )∧ (xu = xv , yu = yv ±1, zu = zv )∧ (xu = xv , yu = yv , zu = zv ±1)}.

Definition 4.4.4 (Hexagonal lattice networks). If a network N(V ,E ,S ) have the following
property, we call this network a hexagonal lattice network.

If N = N0(N0−1)/2, N0 ∈Z+ and we represent the node m by [xm , ym], xm , ym ∈ {1,2, . . . , N0}
where x1 = y1 = 1, ym = ym−1 +1, xm = xm−1 if ym−1 < xm−1, and xm = xm−1 +1, ym = 1
if ym−1 = xm−1, then E = {(u, v)|(xu = xv ± 1, yu = yv ) ∧ (xu = xv , yu = yv ± 1) ∧ (xu =
xv −1, yu = yv +1)∧ (xu = xv +1, yu = yv −1)}.

For the lattice networks, we have the following theorem.

Theorem 4.4.3 (Energy benefit in lattice networks). For any 2-D, 3-D rectangular lattice
network or hexagonal lattice network, the energy improvement factors satisfy

J BM
PP ≤


4 for 2-D rectangular lattice networks,
3 for hexagonal lattice networks,
6 for 3-D rectangular lattice networks,

(4.36)

Proof:

• 2-D Rectangular Lattice Networks. We use the similar idea as the one we used
in the proof of Theorem 4.4.2. Firstly, we consider 2-D lattice networks placed as
shown in Fig. 4.2(a). We take a cut on the nodes on column x and consider the
traffic to the right. By the max-flow min-cut theorem, for all the nodes in column
x, they have to transmit at least |{Si |xai ≤ x, xbi > x}| times to the right and receives
{Si |xai < x, xbi ≥ x}| times from the left in each round. Then we can derive an lower
bound on E BM by consider the sum of this lower bounds of all columns, which
gives

E BM ≥
N0∑

x=1
(|{Si |xai ≤ x, xbi > x}|et +|{Si |xai < x, xbi ≥ x}|er ). (4.37)

Similarly, it holds that

E BM ≥
N0∑

x=1
(|{Si |xai ≥ x, xbi < x}|et +|{Si |xai > x, xbi ≤ x}|er ), (4.38)

E BM ≥
N0∑

y=1
(|{Si |yai ≤ y, ybi > y}|et +|{Si |yai < y, ybi ≥ y}|er ), (4.39)

E BM ≥
N0∑

y=1
(|{Si |yai ≥ y, ybi < y}|et +|{Si |yai > y, ybi ≤ y}|er ). (4.40)

A new lower bound of E BM can be derived by considering the maximum value of
the RHS of (4.37)-(4.40), which is no less than the sum of the RHS of (4.37)-(4.40)
divided by 4. Then, it can be observed that the sum of the RHS of (4.37)-(4.40) is
simply

∑K
i=1 di K (et + er ). Combining this with (4.1) and (4.3) we finish the proof

for the 2-D rectangular lattice network.
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[1,4]
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[3,1]

[3,2]

[3,3]

[3,4]

[4,1]

[4,2]

[4,3]

[4,4]

[1,1]

[1,2]

[1,3]

[1,4]

[2,1]

[2,2]

[2,3]

[2,4]

[3,1]

[3,2]

[3,3]

[3,4]

[4,1]

[4,2]

[4,3]

[4,4]

(a) A rectangular lattice network with N0 =
4.

[1,1] [2,1] [3,1] [4,1] [5,1]

[1,2] [2,2] [3,2] [4,2]

[1,3] [2,3] [3,3]

[1,4] [2,4]

[1,5]

(b) A hexagonal lattice network with N0 = 5.

Figure 4.2: Examples for the rectangular lattice and hexagonal lattice networks.

• Hexagonal Lattice Networks. The proof in this network is similar to the one for
2-D rectangular lattice networks. Here, the networks are structured as shown in
Fig. 4.2(b). It can be observed that in this case we can take 3 cuts which are the
edges sets {m|xm = x}, {m|ym = y}, and {m|xm + ym = c}. Here, x, y are positive
integers smaller or equal to N0 and c is a positive integer smaller or equal to N0+1.

Here, we take the horizontal cut for example. We consider the traffics going up,
which can either be up-left or up-right. Then, by the max-flow min-cut theorem,
all the nodes in row y should make at least |{Si |yai ≤ y, ybi > y}| times transmis-
sions and |{Si |yai < y, ybi ≥ y}| times receptions in each round. Hence, E BM is
lower bounded by

E BM ≥
N0∑

y=1
(|{Si |yai ≤ y, ybi > y}|et +|{Si |yai < y, ybi ≥ y}|er ). (4.41)

Similarly, we have

E BM ≥
N0∑

y=1
(|{Si |yai ≥ y, ybi < y}|et +|{Si |yai > y, ybi ≤ y}|er ) (4.42)

and four other lower bounds derived by the other two cuts.

It is clear that E BM is lower bounded by the sum of the RHS of these six inequality
divided by 6, which is exactly

∑K
i=1 2di K (et + er )/6. Combining this with (4.1) and

(4.3) we finish the proof for the hexagonal lattice network.

• 3-D Rectangular Lattice Networks. The proof for the 3-D rectangular lattice net-
work is similar to the 2-D case, hence the proof is omitted here.
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4.4.4. CONCLUSION AND DISCUSSION
In this section, upper bounds in many networks with special properties are given. These
networks all have their own practical representations. Many centralized wireless net-
work structures can be seen as the star networks, for example, a Wi-Fi network can be
seen as a star network with the router as node c since it separates the sources from any
destination. It is proved that CF is not beneficial to this kind of networks.

Also, the networks with line or lattice structures are studied, which are good models
for some wireless sensor networks. It is shown that the energy benefit of CF in these
networks is upper bounded by some constants. Moreover, it is shown that the upper
bound of the energy benefit in line networks can be achieved by the scheme proposed
for BM mode in Subsection 3.4.3. In the next section, we give CF based schemes which
achieve the energy benefit upper bound of hexagonal lattice networks for some et /er

configurations.

4.5. LOWER BOUND IN HEXAGONAL LATTICE NETWORKS
In Section 4.3 and Section 4.4, we mainly focused on the upper bounds of the energy ben-
efit in networks. The other part of the problem of the energy benefit, establishing lower
bounds, has only been addressed in Remark 4.4.1, in which a matching lower bound in
line networks was given.

In this section, a lower bound of the energy benefit in hexagonal lattice networks
with a specific session placement is derived. It is shown that we can achieve an energy
improvement factor between 2 and 3 in BM mode, depending on the ratio between the
transmit and receive energy. This result is compared to the lower bound of the energy
improvement factor in BP mode.

4.5.1. MODEL AND NOTATIONS
In this section, we consider the hexagonal lattice network N(V ,E ,S ) defined in Subsec-
tion 4.4.3 with each node m in V represented by an integer pair [xm , ym]. The session set
is specified as the following:

• S =S1 ∪S2 ∪S3.

• S1 = {Si = (ai ,bi )|xai = 1, yai = i +1, xbi = N0 − i , ybi = i +1, i ∈ [1, N0 −2]}.

• S2 = {Si = (ai ,bi )|xai = j +1, yai = N0− j , xbi = j +1, ybi = 1, j = i −N0+2 ∈ [1, N0−
2]}.

• S3 = {Si = (ai ,bi )|xai = N0− j , yai = 1, xbi = 1, ybi = No − j , j = i −2N0+4 ∈ [1, N0−
2]}.

• K = 3N0 −6.

In this section, we alternatively denote Si = (ai ,bi ) by Sn, j = (an, j ,bn, j ),n ∈ {1,2,3}, j ∈
{1,2, . . . , N0 −2}, i = (N0 −2)(n −1)+ j , e.g., if N0 = 10, the session S12 = (a12,b12) can be
alternatively denoted by S2,4 = (a2,4,b2,4) = ([5,6], [5,1]). Further, we define An = {ai , j |i =
n},Bn = {bi , j |i = n}. A hexagonal lattice network with the sessions is illustrated in Fig 4.3.
We further denote the messages for session Sn, j by Mn, j (1), Mn, j (2), . . .. The notation
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V (t ) = {m ∈ V |xm ≡ ym + t mod 3} is used to divide all nodes into 3 sets. In Fig. 4.4(a) we
show this division.

[1,1] [2,1] [3,1] [4,1] [5,1]

[1,2] [2,2] [3,2] [4,2]

[1,3] [2,3] [3,3]

[1,4] [2,4]

[1,5]

a1,1 ,b3,3

a1,2 ,b3,2

a1,3 ,b3,1 a2,1 ,b1,3

a2,2 ,b1,2

a2,3 ,b1,1

a3,1

b2,3

a3,2

b2,2

a3,3

b2,1

Figure 4.3: The nodes and session placement of our model if N0 = 5.

4.5.2. SCHEMES
In this subsection, two CF based coding and scheduling schemes inspired by [12] are
proposed. The schemes work in rounds, in which at each destination, a new source
symbol for its corresponding session is decoded after the initial startup phase. We define
the notation X (t )

r (m) and Y (t )
r (m), respectively, as the transmission and reception of node

m in time slot t of round r ∈Z+.

4.5.3. SCHEME 1
We consider a round of 6 time slots t ∈ {0,1,2,3,4,5}, and describe the scheme by defining
the transmissions of node [xm , ym] at round r . Here, we define function i ⊕ j as the
summation in Z3. This notation will be used throughout this paper for simplicity.

If node m ∈ Vt \A , it receives at time slot t ⊕1 and t ⊕2 and transmits

X (t )
r (m) = Y (t⊕2)

r−1 (m)−Y (t⊕1)
r−2 (m)+X (t )

r−3(m). (4.43)

at time slot t .
If node m ∈ A ∩ Vt , it receives 3 times at time slot t ⊕ 1, t ⊕ 2 and (t ⊕ 2)+ 3, and

transmits twice. At time slot t it transmits

X (t )
r (m) =


M1,ym−1(r ), if m ∈A1,
M2,xm−1(r ), if m ∈A2,
M3,N0−xm−1(r ), if m ∈A3,

(4.44)

and at time slot t +3 it transmits

X (t+3)
r (m) =


M3,N0−ym−1(r − ym +1)−M1,ym−1(r ), if m ∈A1,
M1,ym−1(r −xm +1)−M2,xm−1(r ), if m ∈A2,
M2,xm−1(r −N0 +xm −1)−M3,N0−xm−1(r ), if m ∈A3.

(4.45)

Scheme 1 is illustrated in Fig. 4.4(b).
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4.5.4. SCHEME 2
Scheme 2 is a dual scheme of Scheme 1, in which each interior node needs to transmit
twice but only receive once in each round. Similarly, we consider the transmissions of
node [xm , ym] in round r .

If node m ∈ Vt \A , it receives at time slot t , transmits

X (t⊕1)
r (m) = Y (t )

r−1(m)+X (t⊕1)
r−3 (m) (4.46)

at time slot t ⊕1 and transmits

X (t⊕2)
r (m) =−Y (t )

r−2(m)+X (t⊕2)
r−3 (m) (4.47)

at time slot t ⊕2.
If node m ∈A ∩Vt , it receives at time slot t and (t ⊕2)+3, transmits

X (t⊕1)
r (m) =


M1,ym−1(r −1), if m ∈A1,
M2,xm−1(r −1), if m ∈A2,
M3,N0−xm−1(r −1), if m ∈A3,

(4.48)

at time slot t ⊕1, transmits

X t⊕2
r (m) =


−M1,ym−1(r −2), if m ∈A1,
−M2,xm−1(r −2), if m ∈A2,
−M3,N0−xm−1(r −2), if m ∈A3,

(4.49)

at time slot t ⊕2, and transmits (4.45) at time slot t +3.
Scheme 2 is illustrated in Fig. 4.4(c).

4.5.5. VALIDITY OF THE SCHEMES
Firstly, we denote the extra transmission and reception in the last 3 time slots of node
m ∈A in round r as X̃r (m) and Ỹr (m). Then, we consider Scheme 1. Observe that each
interior node, as well as each of the boundary nodes during the first 3 time slots, only
transmit once. Hence, we use the notation Xr (xm , ym) for the transmitted symbol of
node [xm , ym] in round r during the first 3 time slots. Then by (4.43) we have

Xr (xm , ym) = Xr−1(xm −1, ym)+Xr−1(xm , ym +1)+Xr−1(xm +1, ym −1)
−Xr−2(xm −1, ym +1)−Xr−2(xm +1, ym)−Xr−2(xm , ym −1)+Xr−3(xm , ym).

(4.50)

Now we establish the following lemma.

Lemma 4.5.1. If xm 6= 1, ym 6= 1, xm + ym 6= N0 +1,

Xr (xm , ym) = M1,ym−1(r−xm+1)+M2,xm−1(r−N0+xm+ym−2)+M3,N0−xm−ym+2(r−ym+1).
(4.51)

The proof of this lemma is similar to the proof for Lemma 2 in [12], since the coding
scheme in (4.50) is similar to the one used in [12], which considers symbols in F2 instead
of Fq . Thus, we omit the proof of this lemma here to save space.

Now we prove that in each round, a source symbol is decoded at each destination,
which validate the scheme. Since the network and our coding schemes are symmetric,
w.l.o.g. we consider only the sessions S1, j from left to right.
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(a) Three node sets. (b) Scheme 1.

(c) Scheme 2.

Figure 4.4: (a) The node sets V (0),V (1),V (2), represented by black, white, and gray circles, respectively, (b)
Scheme 1 at time slot 1, and (c) Scheme 2 at time slot 1.

Lemma 4.5.2. For the session S1, j and its destination b1, j , xb1, j = N0 − j , yb1, j = j +1, the
symbol M1, j (r −N0 + j +1) can be decoded at the end of round r −1 by

Y (t⊕2)
r−1 (b1, j )−Y (t⊕1)

r−2 (b1, j )+X (t )
r−3(b1, j )+ Ỹr−1(b1, j ), (4.52)

for Scheme 1.

Proof: W.l.o.g. we assume m ∈ V (0). By the definition of the categories, for the four
neighbors of node m, we have nodes (xm −1, ym +1), (xm , ym −1) ∈ V (1) and nodes (xm −
1, ym), (xm +1, ym −1) ∈ V (2). Thus we have Y (2)

r−1(xm , ym) = Xr−1(xm −1, ym)+Xr−1(xm +
1, ym − 1), Y (1)

r−2(xm , ym) = Xr−2(xm − 1, ym + 1) + Xr−2(xm , ym − 1) and Ỹr−1(xm , ym) =
X̃r−1(xm +1, ym −1). Thus, by (4.44), (4.45) and Lemma 4.5.1 we have (4.52) equal to

Xr−1(xm −1, ym)+Xr−1(xm +1, ym −1)+Xr−2(xm −1, ym +1)+Xr−2(xm , ym −1)

+Xr−3(xm , ym)+ X̃r−1(xm +1, ym −1) (4.53)

= M1, j (r −N0 + j +1)+M2,N0− j−2(r −2)+M3,2(r − j −1)+M2,N0− j (r −1)

−M2,N0− j−2(r −2)−M1, j−1(r −N0 + j −1)−M2,N0− j−1(r −3)−M3,2(r − j −1)

+M2,N0− j−1(r −3)+M1, j−1(r −N0 + j −1)−M2,N0− j (r −1) (4.54)

= M1, j (r −N0 + j +1). (4.55)
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The proof for the validity of Scheme 2 is similar to Scheme 1 since the two schemes
are dual. For Scheme 2, observe that for m ∈ V (t ), X (t⊕1)

r+1 (m) = −X (t⊕2)
r+2 (m) = Y (t )

r (m)+
X (t⊕1)

r−2 (m) = −Y (t )
r (m)− X (t⊕2)

r−1 (m). The symbol M1, j (r − N0 + j + 1) can be decoded by

Y (0)
r (b1, j )+X (1)

r−2(bi , j )+ Ỹr−1(bi , j ) follows the same steps as the (4.53)-(4.55). The validity
of Scheme 2 is thus proved.

4.5.6. ENERGY BENEFIT

In this section, we compare our schemes to some existing schemes, in particular, the
traditional routing based scheme, and the network coding based scheme proposed in
[12].

Firstly, by Lemma 4.3.1 we have the minimum energy consumption in PP mode for
this network

E PP = K d̄(et +er ) = 3

2
(N0 −1)(N0 −2) (4.56)

In [12], a network coding scheme is proposed, in which the interior nodes broadcast
the linear sums of the symbols heading different directions, instead of transmit them
separately. In each round, which is defined similarly to the round in our schemes, each
interior node needs to transmit only once but receive 6 times, and each boundary node
needs to transmit twice and receive 4 times. We thus have the lower bound on E BP

E BP ≤ 3(N0 −2)(2et +4er )+ 1

2
(N0 −3)(N0 −4)(et +6er ). (4.57)

Then, our scheme 1 gives a lower bound of E BM

E BM ≤ 3(N0 −2)(2et +3er )+ 1

2
(N0 −3)(N0 −4)(et +2er ) (4.58)

and our scheme 2 gives a lower bound of

E BM ≤ 3(N0 −2)(3et +2er )+ 1

2
(N0 −3)(N0 −4)(2et +er ). (4.59)

Then, bringing in the definition of energy benefit in (4.1), we have the following the-
orem.

Theorem 4.5.1 (Lower bound for the energy improvement factors in hexagonal lattice
networks). In our network model with N0 →∞, the energy improvement factors are lower
bounded by

J BP
PP ≥ max(1,

3et +3er

et +6er
), (4.60)

J BM
BP ≥ max(

et +6er

et +2er
,

et +6er

et +6er
), (4.61)

J BM
PP ≥ max(

3et +3er

et +2er
,

3et +3er

2et +er
). (4.62)
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Figure 4.5: The energy benefit comparison between schemes as a function of er /et .

It shows that the energy improvement factor of BP mode is 3 if er = 0. However, the
scheme of [12] in BP mode is not beneficial at all when et > 1.5er . Our schemes guar-
antee that the CF technique is always beneficial in energy consumption in this network.
The energy improvement factor is in between 2 to 3, depending on the ratio between et

and er . Also, note that by Theorem 4.4.3 the energy improvement factor of BM mode
in hexagonal lattice network is upper bounded by 3. Hence, the energy benefit of our
schemes is upper bound achieving when et = 0 or er = 0. We show I BM

PP as a function of
er /et in Fig. 4.5.

4.6. CONCLUSION

In this chapter, an upper bound of min(d̄ ,K ,12
p

K ) for the energy benefit of CF over
traditional routing in general networks with multiple unicast sessions has been derived.
It has been shown that the energy benefit is not only upper bounded by a function of K ,
but also bounded by the average distance of sessions. Hence, for the type of networks
in which the distances of the sessions are short, e.g., the network RN(K ) proposed in
Section 3.3 in which the throughput benefit is proportional to K , the energy benefit is
very limited. Also, this upper bound shows that if K is large, the energy benefit of CF and
also NC are at most at the order of

p
K . To the best of our knowledge, this is the best

upper bound on this problem when K →∞. It gives new insights on the problem of the
energy benefit of NC and CF for multiple unicasts.

Also, upper bounds of the energy benefit in some specific networks have been de-
rived. Similar to the throughput case, the results show that in many practical scenarios,
the energy benefit of CF does not grow with the number of sessions. In particular, if
there is a node which separates all sources from all destinations, CF is not beneficial in
the energy consumption. Also, it has been proved that for line networks, 2-D and 3-D
rectangular lattice networks, and hexagonal lattice networks, the energy improvement
factors are upper bounded by 2, 4, 6, and 3, respectively. Notice that in all of our con-
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sidered networks, the upper bounds are constants. Hence, an important challenge for
the following studies is to fill in the gap between the constant upper bounds in specific
networks and the 12

p
K upper bound in general networks either by finding a network

with the energy benefit at the order of
p

K or by deriving an upper bound of a constant.
Further, the achievability of the derived bounds has also been considered. For line

networks with a long bidirectional session, it is clear that the schemes proposed in the
previous chapter also achieve the factor 2 improvement on the energy consumption. For
hexagonal lattice networks with a specific session placement, schemes which achieve
improvements of 2 to 3 depending on the ratio between the transmit energy and the
receive energy have been proposed. If either the transmit or receive energy is 0, the
upper bound on the energy improvement factor can be achieved. However, in other
lattice networks, e.g., 2-D rectangular networks, to the best of our knowledge, there is no
upper bound achieving scheme. This remains as an interesting problem for follow-up
studies.





5
SECURITY BENEFIT

In this chapter, we study the benefit of compute-and-forward (CF) in the secrecy aspect.
The two-hop channel using cooperative jamming against the untrusted relay is studied.
Two secure transmission schemes based on a novel version of CF technique, we called
scaled CF (SCF), are proposed, which significantly boost the secrecy rate on this problem.
We also introduce another problem in which we can also use these schemes to achieve
secure transmission.

5.1. INTRODUCTION
Information theoretic security is a problem considered by Shannon whereby no message
can be retrieved even if an eavesdropper knows the coding scheme and has infinite com-
putational capabilities [36]. This concept has been well studied for many channels, e.g.,
the wire-tap channel [44]. The concept “secrecy rate” is proposed in [44] for the rate of
the communication under the constraint that the information leaked to the eavesdrop-
per per channel use tends to zero when the number of channel uses tends to infinity
(a constraint also known as weak secrecy). As many other classic channels, the secure
transmission problem on a two-hop channel with an untrusted relay has been well stud-
ied. This channel consists of a pair of source and destination using an untrusted relay
to forward the message. The relay is considered to be malicious but cooperative (some-
times referred as “curious-but-honest”), it overhears the message but makes no change
on it. This channel was first studied in [31], in which a rather pessimistic conclusion is
drawn that no positive secrecy rate can be achieved by the straightforward transmission

The material in this chapter has appeared in

• Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “Secure transmission using an untrusted relay with
SCF,” IEEE Inf. Theory Workshop (ITW), Jerusalem, Israel, Apr. 2015.

• Z. Ren, J. Goseling, J. H. Weber, and M. Gastpar, “Secure transmission on two-hop relay channel with
SCF,” Submitted to IEEE Trans. on Inf. Theory.
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scheme. However, a later study in [14] proposed a cooperative jamming [38] based ap-
proach to achieve a positive secrecy rate, in which a cooperative node (sometimes the
destination) is introduced to simultaneously transmit a jamming signal to confuse the
relay while the source is transmitting. The relay then encodes its reception and trans-
mits it to the destination. With prior knowledge of the jamming signal, the destination is
able to decode the source message.

Several secure transmission schemes have been proposed based on cooperative jam-
ming in [14–16, 33, 37, 40, 48]. In [14], the source is encoded with a Gaussian code, the
cooperative jammer transmits a random Gaussian signal, and the relay forwards the
description of its received signal using the compress-and-forward scheme [5]. A simi-
lar scheme based on amplify-and-forward [9] is used in [37]. The amplify-and-forward
based scheme is improved in [48] by using a lattice code instead of Gaussian code at the
source. This scheme is called modulo-and-forward, since the relay can take a modulo
operation w.r.t. lattice structure of the code to achieve a higher secrecy rate. A CF [29]
based scheme was introduced in [15] for a symmetric two-hop channel, in which both
of the transmitting and the jamming messages are encoded with lattice codes. The relay
decodes a linear combination of these messages and then sends it to the destination.
Albeit the achievable secrecy rate of [15] is lower than [14], this CF based scheme can be
used in a line network since it does not suffer from noise accumulation. In [16], a similar
CF based scheme was introduced which achieves strong secrecy with the same secrecy
rate as [15]. In [34], another CF based scheme was proposed for the multi-way relay
channel which achieves weak secrecy rate. Bi-directional transmission on this channel
is studied in [40], in which a higher level of secrecy, namely perfect secrecy, is achieved
by another CF based scheme.

In this chapter, we propose two novel secure and reliable transmission schemes based
on a modified version of CF [50] which is introduced in Subsection 2.3.4, namely SCF. The
main contributions of this chapter are the following:

• Two novel SCF based secure transmission schemes are proposed for the two-hop
channel with an untrusted relay, which use a random binning code and a lattice
chain to create randomness at the source, respectively. These are the first secure
transmission schemes for this problem that are based on the SCF technique.

• In the symmetric case where the power and channel gains for the source, the re-
lay, and the destination are identical, both of our schemes achieve a secrecy rate
of 1/2log(1/2+ SNR)− 1/2, in which SNR stands for Signal-to-Noise-Ratio. This
is merely 1/2 bit per channel use away from the transmit rate using CF on this
channel. This rate is upper bound achieving when the SNR is high and is the best
secrecy rate achieved so far on this channel.

• Our schemes significantly improve the achievable secrecy rate and achieve the up-
per bound in many asymmetric scenarios. In general, our schemes have better
performance than other existing schemes in the high SNR scenario for almost all
channel configurations.

• We consider a novel secure transmission problem on the two-hop channel, in
which the relay is trusted and there exist an external eavesdropper. We prove that
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one of our schemes can also be applied on this channel and achieves a positive
secrecy rate.

This chapter is organized as follows. In Section 5.2, we build up the model and
give the state-of-the-art on the problem. In Section 5.3, we introduce a reliable SCF
based code for transmission, which will be used as the transmission code throughout
this chapter. In Section 5.4, we introduce two secure coding schemes which are built
upon our reliable transmission scheme and provide secrecy. In Section 5.5, we compare
the rates of our schemes with the state-of-the-art. In Section 5.6, we consider another
two-hop channel model in which the relay is trusted and there exist an external eaves-
dropper. We show that one of our schemes can also achieve a positive secrecy rate in this
case. In Section 5.7, we conclude this chapter.

5.2. PRELIMINARIES

5.2.1. MODEL
In this chapter, we consider the model used in [14]. The model consists of a two-hop
channel, in which node A wants to transmit information to node C using an untrusted
relay node R to forward the information. To guarantee secure communication, another
node B , a cooperative Jammer, is added to the network, which transmits a jamming
signal to confuse the relay. We assume that the communication takes places over two
phases, each including N channel uses. We use X A , X B , X R ∈ RN for the transmitted
sequences of node A, the cooperative jammer B , and the relay R, respectively. We use
Y R ,Y C

1 ,Y C
2 ∈RN for the receptions of the relay and node C in Phase 1 and 2, respectively.

In the first phase, node A transmits to the relay and the cooperative jammer B simulta-
neously transmits a jamming signal to confuse the relay. The jamming signal transmitted
by the cooperative jammer B is also received by node C . We have

Y R = X A +X B +Z R
1 , (5.1)

Y C
1 = X B +Z C

1 , (5.2)

where Z R
1 and Z C

1 are N -dimensional independent Gaussian noise vectors with variance
1 and σ2 in each dimension, respectively. Note that when σ= 0, the model is equivalent
to the model in which the destination is used as jammer.

In the second phase, the relay transmits to node C . We have

Y C
2 = X R +Z C

2 , (5.3)

where Z C
2 is an N -dimensional independent Gaussian noise vector with variance 1 in

each dimension. The power constraints for the three nodes are defined as

E [||X i ||2] ≤ N Pi , i ∈ {A,B ,R}. (5.4)

It seems that we lose some generality by assuming the channel coefficients and Z R
1 , Z C

2
to be unit. However, this assumption is actually w.l.o.g. and can be easily extended to
any configuration of power constraints, channel coefficients, and noise variances with
the same SNR for the receptions Y R , Y C

1 , and Y C
2 .
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A R C

B

Phase 1

Phase 2

Phase 1X A Y R

X B

X R Y C
2

Y C
1

Figure 5.1: Two-hop channel with a cooperative jammer.

We assume that the power constraints as well as σ2 are revealed to all nodes. The
source message of node A is defined as W A ∼U ({1,2, . . . ,2N Rs }), where the notation X ∼
U (S ) is used for a random variable X that is uniformly chosen at random from the
alphabet S . A secrecy rate Rs is said to be achievable if for any δ > 0, there exists a
sequence of (2N Rs , N ) codes such that the reliability constraint

lim
N→∞

Pr(Ŵ A 6=W A) = 0 (5.5)

and the (weak) secrecy constraint

lim
N→∞

1

N
I (W A ;Y R ) ≤ δ (5.6)

hold. Here, Ŵ A is the estimate of W A based on the reception Y C
1 and Y C

2 at node C .
Further, we use the notation R+ for the set of positive real numbers, Z+ for the set of

positive integers, and C (x) for the capacity of Gaussian channel with SNR equal to x, i.e.,

C (x) = 1

2
log(1+x). (5.7)

5.2.2. STATE-OF-THE-ART

AN UPPER BOUND ON THE SECRECY RATE

An upper bound on the secrecy rate is derived in [14] by transforming this model to an
equivalent multiple access wire-tap channel. The secrecy rate is upper bounded by

Rb = 1

2
log

(P A +1)(P A +PB +1)− (P A +ρ)2

(P A +PB +1)(1−ρ2)
, (5.8)

where

ρ =
2P A +P APB +PB −

√
4PB P 2

A +4PB P A +P 2
B P 2

A +2P 2
B P A +P 2

B

2P A
. (5.9)
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AMPLIFY-AND-FORWARD BASED SCHEME

A straightforward amplify-and-forward based scheme is proposed in [37] for the case
that the destination is used as the jammer, i.e., σ = 0. In this scheme the destination
transmits a Gaussian jamming signal and the relay simply amplifies the received signal
and transmits it to the destination. This scheme achieves any secrecy rate satisfying

Rs < 1

2
log

(
1+ P APR

P A +PB +PR +1

)
− 1

2
log

(
1+ P A

PB +1

)
. (5.10)

MODULO-AND-FORWARD BASED SCHEME

In [48] another scheme is proposed which uses a lattice code based coding scheme to
transmit the message with an extra random vector. The destination, which is also the
cooperative jammer (σ= 0), transmits a Gaussian signal to confuse the relay. Due to the
lattice chain structure, the relay can take a modulo operation to remove the random part
of the transmission which is useless in the decoding at the destination. This results in a
higher SNR for the actual message vector. In other words, it is an advanced amplify-and-
forward scheme which makes uses of the properties of lattice code and lattice chain. Any
secrecy rate satisfying

Rs < 1

2
log

P A +PR +P APR +1

P A +PR +2
− 1

2
log

(
1+ P A

PB +1

)
(5.11)

is achievable.

COMPRESS-AND-FORWARD BASED SCHEME

A compress-and-forward based scheme is given in [14], where the relay forwards a de-
scription of its noisy reception to the destination. Any secrecy rate

Rs < max
p A≤P A ,pB≤PB

(
C (

p A

(1+σ2 +σ2
c )−σ4/(pB +σ2)

)−C (
p A

1+pB
)

)
(5.12)

is achievable, where

σ2
c =

p A +1+pBσ
2/(pB +σ2)

PR
. (5.13)

COMPUTE-AND-FORWARD BASED SCHEME

A CF based scheme is proposed in [15] for a symmetric two-hop channel with jammer
and destination collocated, in which node A transmits the source message encoded with
a lattice codebook and node B (node C ) transmits a random codeword choosing uni-
formly at random from the same lattice codebook. An algebraic proof is given that the
sum of two N -dimensional lattice codewords will leak no more than N bits of informa-
tion to the relay. Then, a random binning based scheme is used to eliminate the infor-
mation leakage. For P A = PB = PR and σ= 0, any secrecy rate satisfying

R ′
s <

1

2
log

(
1

2
+P A

)
−1 (5.14)
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is achievable. It is proved in [16] that this rate is also achievable if we change the weak
secrecy constraint (5.6) to a strong secrecy constraint

lim
N→∞

I (W A ;Y R ) ≤ δ (5.15)

by replacing the random binning based scheme to a universal hashing function based
scheme.

Another CF based scheme is proposed in [40], which also considers the case of P A =
PB = PR and σ= 0. The focus of [40] is on “perfect secrecy”, which is defined through

lim
N→∞

I (W A ;Y R ) = 0. (5.16)

A binning approach within the lattice codebook used for both A and B is used. The bins
are selected such that for each source message, A randomly selects from a certain bin of
codewords with a certain probability mass function. It is proved that if the bins and the
probability mass functions are chosen appropriately, perfect secrecy is achievable with
any secrecy rate satisfying

R ′′
s < 1

2
log

(
1

2
+P A

)
−1− loge. (5.17)

This scheme is extended in [39], in which the asymmetric channel/power case is con-
sidered. It is proved that perfect secrecy is achievable for some asymmetric configura-
tions.

5.3. A SCF BASED CODE FOR RELIABLE TRANSMISSION

As introduced in Subsection 2.3.4, if the source messages W i , i ∈ {A,B} are encoded with
the SCF code and the channel input

X i = [T i /βi +D i ] (modΛi /βi ) (5.18)

satisfy (5.4), the relay node is able to compute the linear combination a1T A + a2T B if
the transmit rates are smaller than the computation rates in (2.16). In this section, we
propose a reliable code for our channel, namely an (a,β) SCF code. For given power
constraints Pi , i ∈ A,B ,R, this code guarantees reliable transmission from A to C for a

source symbol chosen uniformly at random from {1,2, . . . ,2N R A
t (a,β)} if

R A
t (a,β) < min(C (PR ),R A

CF(a,β)) (5.19)

and

RB
CF(a,β) ≤C (PB /σ2). (5.20)

We firstly introduce the lattice codebook construction in detail, then describe the
transmission process. In the end, the rate of information leaked to the relay with this
scheme during the transmission is calculated.
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5.3.1. CODEBOOK CONSTRUCTION

Here we describe our codebook constructed with the SCF technique. For an (a,β) SCF
code and an arbitrarily chosen positive real number δ′, we select a fine lattice Λ and a
pair of shaping latticesΛi

C (a,β) ⊆Λ, i ∈ {A,B} which have the following properties:

• Power: We have

1
N Vol(V i

C (a,β))

∫
V i

C (a,β) ||X ||2d X =β2
i Pi , i ∈ {A,B}, (5.21)

where V i
C is the fundamental Voronoi region ofΛi

C (a,β).

• Nesting: The coarser one ofΛi
C (a,β) is nested in the finer one.

• Rate: Denote R̂ i
t (a,β) = 1

N log |Λ∩V i
C (a,β)|. Then, for the chosen δ′, we have

R i
CF(a,β)−δ′ < R̂ i

t (a,β) < R i
CF(a,β). (5.22)

• Goodness: These lattices are all good for both mapping and additive white Gaus-
sian noise (AWGN) in the sense of [7].

By [7], the lattices satisfying the above-mentioned properties can be found. Then, we
construct the lattice codebooksΛ∩V i

C (a,β) for transmission.

5.3.2. RELIABLE TRANSMISSION PROCESS

• Phase 1, node A.

Firstly, the message W A is uniquely mapped to a lattice vector in Λ∩V A
C (a,β) by

the encoder, Then, a dither D A is uniformly chosen from the scaled Voronoi region
V A

C (a,β)/βA . Note that dithers are chosen to fulfill the power constraints of lattice
codes and are revealed to all nodes. The transmitted lattice vector of node A is

X A = [T A/βA +D A] (modΛA
C (a,β)/βA). (5.23)

• Phase 1, node B .

Node B transmits a jamming signal, namely V B , which is uniformly chosen at ran-
dom fromΛ∩V B

C (a,β). The transmitted vector is thus

X B = [V B /βB +DB ] (modΛB
C (a,β)/βB ), (5.24)

in which DB ∼ U (V B
C (a,β)/βB ). It it clear from the definition that the average

power of both X A and X B does not exceed the power constraint of (5.4).

• Phase 1, node C

By our codebook construction, node C can reliably decode V B if (5.20) holds.
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• Phase 1, the relay.

Upon receiving Y R in (5.1), by [50], the relay is able to decode

U R = a1T A +a2V B

with the latticeΛwith high probability if

R̂ i
t (a,β) < R i

CF(a,β), i ∈ {A,B}, (5.25)

which has already be guaranteed by the codebook construction in (5.22).

• Phase 2, the relay

The relay firstly scales the decoded vector down by computing U R /a1 = T A+(a2/a1)V B .
Then, similar to the CF scheme proposed for the two-way relay channel [30], a
modulo operation is taken on the decoded vector. The lattice for the modulo op-
eration Λ∗ should be chosen such that Λ∗ ⊆ΛA

C (a,β) to guarantee that the vector
T A can be retrieved by node C . For the sake of power, we let the relay take a mod-
ulo operation on the decoded vector w.r.t. ΛA

C (a,β). The resulting vector is denoted
by Ũ R and

Ũ R =U R /a1 (modΛA
C (a,β)) = (T A + (a2/a1)V B ) (modΛA

C (a,β)). (5.26)

Then, the relay transmits this vector using any capacity achieving channel code on
the AWGN channel. By definition, the entropy of this vector has the property of

1

N
H(Ũ R ) ≤ R̂ A

t (a,β) ≤ R A
CF(a,β) ≤C (P A). (5.27)

When PR ≥ P A , this vector can be reliably transmitted by the relay straightfor-
wardly. When PR < P A , we consider a long term of transmission during which
the model is used for K ∈Z+ times. We only use dK C (PR )

R̂ A
t (a,β)

e times Phase 1 and fully

use all K times Phase 2 of these model uses. By choosing K sufficiently large, the
transmit rate can be made arbitrarily close to

R A
t (a,β)

C (PR )

R̂ A
t (a,β)

. (5.28)

Combining these two cases, in a long term transmission, any rate satisfying (5.19)
is achievable.

• Phase 2, node C .

Since node C can reliably decode Ũ R , it can then decode T A by computing

[Ũ R − (a2/a1)V B ] (modΛA
C (a,β))

= [(T A + (a2/a1)V B ) (modΛA
C (a,β))− (a2/a1)V B ] (modΛA

C (a,β))

= [T A + (a2/a1)V B − (a2/a1)V B ] (modΛA
C (a,β))

= [T A] (modΛA
C (a,β))

= T A . (5.29)

Since T A is reliably decoded, W A can then be retrieved.
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As we have already discussed the reliability of the decoding in each step of the pro-
cess, by choosing δ′ arbitrarily small we have the following lemma.

Lemma 5.3.1 (Transmit rate for the (a,β) SCF code). For any a,β, an (a,β) SCF code
guarantees power constraint (5.4) and reliability constraint (5.5) with any rate satisfying
(5.19) if (5.20) holds.

5.3.3. INFORMATION LEAKAGE RATE
By Lemma 5.3.1, it is guaranteed that the information can be reliably transmitted from
the source to the destination with the given power constraint. However, during the pro-
cess, part of the information is leaked to the relay. Here we define the information leak-
age rate Ro(a,β) (sometimes referred as equivocation rate) as

Ro(a,β) = 1

N
I (W A ;Y R ) (5.30)

and bound it by

Ro(a,β) = 1

N
(H(W A)−H(X A , X B |Y R )−H(W A |Y R , X A , X B )+H(X A , X B |Y R ,W A))

= 1

N
(H(W A)−H(X A , X B )+ I (X A , X B ;Y R ))

< 1

N
(H(W A)−H(X A)−H(X B ))+C (P A +PB )

= R A
t (a,β)−R A

t (a,β)−RB
t (a,β)+C (P A +PB )

= −RB
t (a,β)+C (P A +PB ). (5.31)

The second equality holds since the third term on the RHS of the first equality is 0
since W A is one-to-one mapped to X A . Further, the fourth term is also 0 for that the re-
lay knows X A by knowing W A , and it can reliably decode X B when X A is known. Then,
the inequality follows from the capacity for Gaussian MAC and the third equality fol-
lows from the definition of the (a,β) SCF code. In the next section, we will propose two
schemes to eliminate the information leakage.

5.4. SECURE CODING SCHEMES
In the previous section, a reliable code for transmission, namely an (a,β) SCF code, has
been proposed. For any a,β, a reliable transmission of a source symbol chosen uni-

formly at random from {1,2, . . . ,2N R A
t (a,β)} is guaranteed if conditions (5.19) and (5.20)

hold. Then, we bounded the information leakage rate during the process Ro(a,β) in
(5.31).

In this section, we introduce two schemes of adding extra randomness at the source,
which can eliminate the information leakage. Both schemes are built upon the (a,β) SCF
code. The first one uses the classical random binning idea and is constructed in a two-
layer structure. We use the (a,β) SCF code as inner code and a random binning code as
outer code. The second scheme is a lattice chain based scheme using an (a,β) SCF lattice
chain code, in which a mid-layer lattice is added to the lattice codebook of the (a,β) SCF
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code to create randomness. Since this code is a modified version of (a,β) SCF code, the
differences between this code and the (a,β) SCF code are extensively clarified.

5.4.1. RANDOM BINNING BASED SCHEME
The classical random binning idea is introduced in [44] and widely used in many secure
transmission scenarios. Here, we borrow the idea of the random binning codes from [3]
and the two-layer structure from [15]. We propose a random binning based scheme (RB
scheme), which is constructed by an (a,β) SCF code as inner code and a random binning
code as outer code. The random binning code is designed to encode the messages into
a long sequence of lattice codewords of a chosen (a,β) SCF code. Here we introduce our
random binning code in detail.

RANDOM BINNING CODE

• Codebook Construction Generate 2bl H(W A )c bins, where l should be chosen suffi-
ciently large. Label each bin by a different length-l typical sequence of W A . The
size of each bin (the upper bound for the number of the codewords in each bin) is

2bl ′N Ro (a,β)c, where l ′ = l H(W A )
N (R A

t (a,β)−Ro (a,β))
.

Generate 2N R A
t (a,β)dl ′e codewords. The codewords are length dl ′e sequences of N -

dimensional lattice codewords generated with the codebook described in Section 5.3.1.
Put the codewords into the bins uniformly at random until all bins are filled.

• Encoding For each length-l sequence of source messages, the encoder chooses
the bin with the same label, then chooses a codeword from the bin uniformly at
random and transmits it. If the message sequence does not match any label of
bins, or there is no codeword in the matching bin, it transmits a random length-
dl ′e sequence of lattice codewords as its codeword. The code structure of the RB
scheme is illustrated in Fig. 5.2.

• Transmission Here, we consider that our model is used for dl ′e times. Each time a
lattice codeword is reliably transmitted from node A to B . Thus, after dl ′e times, a
random binning codeword is reliably transmitted. For each phase, the channel is
used for Ndl ′e times.

• Decoding By receiving the codeword, it looks that up into the codebook and uses
the label of the bin as the estimation.

RELIABILITY

Since the reliability of the (a,β) SCF code is already shown in Section 5.3, we now show
the reliability of the random binning code.

A length-l sequence of source messages can be reliably retrieved if the length-dl ′e se-
quence of lattice codewords is reliably decoded and is the codeword for the correct mes-
sages. The former is guaranteed by Lemma 5.3.1. An error in the latter can be caused
either by an unlabeled message or an empty bin. There are two situations for the unla-
beled messages. 1, the message is typical but there is no matching label. 2, the message
is not typical. By the property of typicality, the probability for both situations to occur
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Source

Random bin-
ning code-
words

(a,β) SCF
codewords

W A W A · · · W A

l

X A X A · · · X A X A

dl ′e

· · ·
N channel inputs

Figure 5.2: Structure of the random binning based scheme.

are negligible when N , l → ∞. Moreover, since the expected number of codewords in
one bin is almost 2l N Ro (a,β), by the law of large number, the probability of the existence
of empty bins is also negligible when N , l →∞. Hence, the estimation error is vanishing
when N , l →∞.

INFORMATION LEAKAGE RATE

Here, we show that the RB scheme achieves the information theoretic security.

Lemma 5.4.1. For any δ> 0, there exist a sequence of codes constructed with an (a,β) SCF
code as inner code and a random binning code as outer code which achieves

1

N
I (W A ;Y R ) < δ (5.32)

Proof: By analyzing the information leakage rate, we have

1

l N
I (W A ;Y R )

= 1

l N
(H(W A)−H(X A ,X B |Y R )−H(W A |Y R ,X A ,X B )+H(X A ,X B |Y R ,W A))

(5.33)

= 1

l N
(H(W A)−H(X A ,X B )+ I (X A ,X B ;Y R )+H(X A ,X B |Y R ,W A)), (5.34)

where W A is length-l sequence of source messages and X A , X B , and Y R are length-
dl ′e sequences of the transmissions of the source, the transmissions of the jammer, and
the receptions at the relay, respectively. The third term in (5.33) is 0 since the mapping
error from the codewords to the source messages is almost zero as we stated in Subsec-
tion 5.4.1. Then we focus on the last term H(X A ,X B |Y R ,W A). This term can be upper
bounded by Fano’s inequality since the relay can determine the transmitted codeword
almost surely. The reason is that the size of the bin is chosen accordingly to the informa-
tion leakage rate.

More precisely, for any transmitted message, by the leaked information, the relay is

able to list almost 2bl H(W A )c possible X A as candidates from a total of 2bl H(W A )c+bl ′N Ro (a,β)c
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codewords. Then, since the random binning process is independent and uniform, the
relay can determine the transmitted codeword almost surely if it also knows the label of
the bin when N , l →∞.

Then, by Fano’s inequality, we have

H(X A ,X B |Y R ,W A)

≤ 1

l N
+ 1

l N
Pe log2bl H(W A )c+bl ′N Ro (a,β)c

≤ ε′, (5.35)

where Pe ,ε′ → 0 when N →∞.
Hence, we have

1

l N
I (W A ;Y R )

= 1

l N
(H(W A)−H(X A)−H(X B )+ I (X A ,X B ;Y R )+H(X A ,X B |Y R ,W A))

= 1

l N
(l H(W A)−bl H(W A)c−bl ′N Ro(a,β)c−dl ′eN RB

t (a,β)+dl ′eI (X A , X B ;Y R )+ε′

< 1

l N
(l H(W A)−bl H(W A)c−bl ′N Ro(a,β)c−dl ′eN RB

t (a,β)+dl ′eNC (P A +PB ))+ε′

≤ 1

l N
(1−bl ′NC (P A +PB )− l ′N RB

t (a,β)c−dl ′eN RB
t (a,β)+dl ′eNC (P A +PB ))+ε′

≤ 1

l N
(2− l ′N (C (P A +PB )−RB

t (a,β))+dl ′eN (C (P A +PB )−RB
t (a,β)))+ε′

≤ 2

l N
+ −RB

t (a,β)+C (P A +PB )

l
+ε′, (5.36)

which can be made arbitrarily small by choosing sufficiently large l , N . Here, the second
equality follows from our codebook construction, where H(X A) = bl H(W A)c+bl ′N Ro(a,β)c
and H(X B ) = dl ′eN RB

t (a,β). The first inequality follows from the capacity of the Gaus-
sian MAC. The second inequality follows from (5.31).

ACHIEVABLE SECRECY RATE

Here, we discuss three cases of whether the relay has limited power and whether σ is
larger than a threshold σ where

σ=
√

1+ 1+P A +PB

P APB −P A −1
. (5.37)

Note that a chosen (a,β) SCF code is associated with a threshold for transmit rate R̂ A
t (a,β).

The actual transmit rate R A
t (a,β) can be chosen arbitrarily in [0, R̂ A

t (a,β)]. Hence, for
each case, we specify the code and transmit rate, i.e., a, β, and R i

t (a,β).

• PR ≥ P A and σ≤σ.
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Firstly, for any (a,β), we can bound the achievable secrecy rate of a RB scheme by

Rs = l H(W A)

Ndl ′e
≥ R A

t (a,β)−Ro(a,β)−ε

> R A
t (a,β)+RB

t (a,β)−C (P A +PB )−ε (5.38)

where ε can be made arbitrarily small by choosing sufficiently large l and small
δ′. The first and the second inequality simply follow from the definition of l ′ and
Ro(a,β), respectively.

Then, when PR ≥ P A and σ≤σ, (5.38) is maximized when R i
t (a,β) = R̂ i

t (a,β). Note
that by (5.22), R̂ i

t (a,β) is arbitrarily close to R i
CF(a,β) when δ′ is chosen arbitrarily

small. Hence, any secrecy rate satisfying

Rs < max
a,β

Rs (a,β) (5.39)

is achievable, where

Rs (a,β) = R A
CF(a,β)+RB

CF(a,β)−C (P A +PB ). (5.40)

It can be easily calculated that the maximum is reached when a = (1,1) and βA
βB

=√
PB (1+P A )
P A (1+PB ) . In this case we have

max
a,β

Rs (a,β) = 1

2
log

1+P A +PB

(
p

(1+P A)(1+PB )−p
P APB )2

−1. (5.41)

• PR ≥ P A and σ>σ.

In this case, first of all, if we simply apply the code of the previous case, RB
t (a,β)

will be larger than C (PB /σ2) and the transmitted vector V B will not be decodable
at node C . Also, it can be calculated that the achievable secrecy rate is not optimal
by adjusting a,β such that R̂ i

t (a,β) <C (PB /σ2).

Actually, the maximum secrecy rate will be given by choosing a, β, and R i
t (a,β)

such that R A
CF(a,β) = C (P A), R A

t (a,β) very close to C (P A), and RB
t (a,β) very close

to C (PB /σ2). The choice of RB
t (a,β) is feasible because R̂B

t (a,β) can be chosen
arbitrarily close to RB

CF(a,β) and whenσ>σ, RB
CF(a,β) >C (PB /σ2). Thus, by (5.38),

any secrecy rate satisfying

Rs <C (P A)+C (PB /σ2)−C (P A +PB ) (5.42)

is achievable.

• PR < P A .

In this case, for σ ≤ σ and σ > σ, the setting for a, β, and R i
t (a,β) are identical to

the previous two cases, respectively. The difference is that the relay should apply
the transmission scheme for PR < P A , which has already been stated in Subsec-
tion 5.3.2. As a result, the achievable secrecy rate is simply the achievable secrecy
rate of the previous two cases times C (PR )

R̂ A
t (a,β)

.
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Combining the three cases, we have the following theorem.

Theorem 5.4.1 (Achievable secrecy rate with the RB scheme). For a two-hop channel
with an untrusted relay, with the RB scheme, any secrecy rate Rs satisfying

Rs < max
a,β

[min(
C (PR )

R A
CF(a,β)

,1)Rs (a,β)] (5.43)

is achievable if σ≤σ and

Rs < min(
C (PR )

C (P A)
,1)(C (P A)+C (PB /σ2)−C (P A +PB )) (5.44)

is achievable if σ>σ.

5.4.2. LATTICE CHAIN BASED SCHEME
The lattice chain based scheme (LC scheme) is inspired by the lattice chain code used in
[33]. Here, we propose an (a,β) SCF lattice chain code, which is an (a,β) SCF code with
the transmitted lattice vector splitting into two parts, a message vector and a random
vector. Since it is modified over an (a,β) SCF code, we only focus on the parts that are
modified. All the notations and terms have the same meanings as in Section 5.3 without
further explanation.

CODING SCHEME

The codebook of an (a,β) SCF lattice chain code is also constructed with the lattices
Λ and Λi

C (a,β) of an (a,β) SCF code. Besides, a mid-layer lattice ΛA
E (a,β) for which

ΛA
C (a,β) ⊆ΛA

E (a,β) ⊆Λ is introduced for the codebook construction. For arbitrarily cho-

sen δ′ > 0 and δ′′ ∈ (0, (
∑

i∈{A,B} R i
CF(a,β)−C (P A +PB ))/2], these lattices should satisfy all

properties listed in Subsection 5.3.1, and three additional properties as follows.

• Rate of the Randomness: For the given δ′′, we have

Ro(a,β)−δ′′ < R A
e (a,β) < Ro(a,β), (5.45)

where R A
e (a,β) = 1

N log |ΛA
E (a,β)∩V A

C (a,β)|.

• Nesting ofΛA
E (a,β): The coarser one of ΛA

E (a,β) and ΛB
C (a,β) is nested in the finer

one.

• Goodness ofΛA
E (a,β): The latticeΛA

E (a,β) is good at both quantizing and shaping.

By [7], lattices satisfying these properties can be found. We then define R̂ A
s (a,β) =

1
N log |Λ∩ V A

E (a,β)| as the rate of the lattice codebook for the messages and R̂ A
t (a,β) =

1
N log |Λ∩V A

C (a,β)| as rate of the codebook for transmission.
In Fig. 5.3 we show the structure of a codebook of node A.
Clearly, we have

R̂ A
t (a,β) = R̂ A

s (a,β)+R A
e (a,β). (5.46)
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: Λ

: ΛA
E (a,β)

: ΛA
C (a,β)

Figure 5.3: A codebook of node A for an (a,β) SCF lattice chain code.

The source symbol chosen uniformly at random from {1,2, . . . ,2N R A
s (a,β)},R A

s (a,β) ∈ [0, R̂ A
s (a,β)]

is mapped to a codeword in the lattice codebookΛ∩V A
E (a,β). Further, we denote

R A
t (a,β) = R A

s (a,β)+R A
e (a,β). (5.47)

We assume all the lattices and codebooks are revealed to all four nodes.

TRANSMISSION PROCESS

The transmission process is similar to the transmission process described in Subsec-
tion 5.3.2. Here, we only focus on the steps which are different, which are (Phase 1, node
A), (Phase 1, the relay), (Phase 2, the relay), and (Phase 2, node C ).

• Phase 1, node A. Firstly, the message W A is uniquely mapped to a lattice vector in
Λ∩V A

E (a,β) by the encoder, Then the encoder adds a vector V A which is chosen
uniformly at random fromΛA

E (a,β)∩V A
C (a,β). Then, a dither D A ∼U (V A

C (a,β)/βA)
is chosen. The transmitted lattice vector of node A is

X A = [(T A +V A)/βA +D A] (modΛA
C (a,β)/βA). (5.48)

• Phase 1, the relay. Upon receiving Y R in (5.1), by [50], the relay can reliably decode

U R = a1(T A +V A)+a2V B

with the latticeΛ.

• Phase 2, the relay The relay firstly scales the decoded vector down by computing
U R /a1 = (T A+V A)+(a2/a1)V B . Then, instead ofΛA

C (a,β), the relay takes a modulo
operation on the decoded vector w.r.t. ΛA

E (a,β). We denote the resulting vector as
Ũ R∗ and

Ũ R
∗ =U R /a1 (modΛA

E (a,β)) = (T A + (a2/a1)V B ) (modΛA
E (a,β)). (5.49)
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The relay then transmits this vector using any capacity achieving channel code on
the AWGN channel. Since by definition we have 1

N H(Ũ R∗ ) ≤ R̂ A
s (a,β), the transmis-

sion is reliable when C (PR ) ≥ R̂ A
s (a,β). Thus we have the power constraint

PR > 22R̂ A
s (a,β) −1. (5.50)

Note that if PR is smaller than the requirement in the constraint, a similar ap-
proach as the one stated in Section 5.3 can be used. However, it can be calculated
that the optimal solution is that we adjust a,β as well as the codebook to PR . The
details and the achievable rate of this solution will be given later in this subsection.

• Phase 2, Node C . Since the vector Ũ R∗ is reliably decoded, node C can then decode
T A by computing

[Ũ R
∗ − (a2/a1)V B ] (modΛA

E (a,β))

= [(T A + (a2/a1)V B ) (modΛA
E (a,β))− (a2/a1)V B ] (modΛA

E (a,β))

= [T A + (a2/a1)V B − (a2/a1)V B ] (modΛA
E (a,β))

= [T A] (modΛA
E (a,β))

= T A . (5.51)

Since T A is reliably decoded, W A can then be retrieved.

INFORMATION LEAKAGE RATE

Here, we prove that the LC scheme is information theoretically secure.

Lemma 5.4.2. For any δ> 0, if

RB
t (a,β) = R̂B

t (a,β), (5.52)

there exist a sequence of (a,β) SCF lattice chain codes which achieves

1

N
I (W A ;Y R ) < δ. (5.53)

Proof: Firstly, since X B is independent of X A and the dithers are known, by (5.47) we
have

1

N
(H(W A)−H(X A)−H(X B ))

= R A
s (a,β)−R A

t (a,β)−RB
t (a,β)

= −R A
e (a,β)−RB

t (a,β). (5.54)

Then, the information leakage rate at the relay is upper bounded by

1

N
I (W A ;Y R )

= 1

N
(H(W A)−H(X A , X B |Y R )−H(W A |Y R , X A , X B )+H(X A , X B |Y R ,W A))

= 1

N
(H(W A)−H(X A)−H(X B )+ I (X A , X B ;Y R ))+ 1

N
H(X A , X B |Y R ,W A).

< −R A
e (a,β)−RB

t (a,β)+C (P A +PB )+ 1

N
H(X A , X B |Y R ,W A). (5.55)
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Here, the second equality follows a similar argument as (5.36). The inequality follows
from (5.54) and the Gaussian multiple access channel (MAC) capacity.

By [51, Theorem 2, 3], the decoder can reliably decode X A and X B from Y R and W A

with all the dithers, lattices and coefficients by a regular lattice decoding scheme if (5.52)
holds. Here, we briefly explain the decoding process.

Firstly, we let the relay decode a1(V A+T A)+a2V B . By [50], the decoding is successful
if (5.25) holds, which is guaranteed by (5.22). Then, since the relay already knows W A

and the codebook, it knows T A as well. We let it subtract a1T A and decode V A by treating
a1(V A +T A)+a2V B as noise. It is proved that the decoding is reliable if

R A
e (a,β) <C (P A +PB )− R̂B

t (a,β), (5.56)

which is guaranteed by (5.31), (5.45), and (5.52). Then, it can also decode V B by sub-
tracting a1(V A+T A) from a1(V A+T A)+a2V B . Hence, both V A and V B are decoded and
then X A and X B are reliably decoded as well.

As a result, by Fano’s inequality we have

1

N
H(X A , X B |Y R ,W A)

≤ 1

N
+ 1

N
Pe log2N (R A

e (a,β)+RB
t (a,β))

= 1

N
+Pe (R A

e (a,β)+RB
t (a,β)), (5.57)

where Pe is the probability of decoding errors which tends to 0 when N → ∞. Then,
bringing back the expression of information leakage rate in (5.55), combining (5.31),
(5.45), and (5.57), the information leakage rate can be made arbitrarily small by choosing
sufficiently large N and sufficiently small δ′′. Hence, we finish the proof.

ACHIEVABLE SECRECY RATE

Similar as the previous section, we also distinct three cases w.r.t. PR and σ. For each
case, we specify the settings of a, β, and R i

t (a,β).

• PR ≥ P A and σ≤σ.

In this case, similar to the RB scheme, we can set R i
t (a,β) equals to R̂ i

t (a,β) and set
R̂ i

t (a,β) accordingly to (5.22). Combining with (5.31), (5.45), and (5.47), we achieve
any secrecy rate satisfying (5.39) by choosing sufficiently large N and sufficiently
small δ′.

• PR ≥ P A and σ>σ.

In this case, if the same settings as the previous case is used, (5.20) is violated.
Moreover, unlike the RB scheme, due to the constraint of the (a,β) SCF lattice
chain code, using the same lattice codebook with a simple decreasing of the trans-
mit rate violates (5.52). Hence a new lattice codebook with different a,β should be
generated w.r.t. the constraint

RB
CF(a,β) ≤C (PB /σ2) (5.58)
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and R̂ i
t (a,β) should be set accordingly to (5.22). Then, we set R i

t (a,β) equal to
R̂ i

t (a,β). Thus, any secrecy rate satisfying

Rs < max
a,β:RB

CF(a,β)≤C (PB /σ2)
Rs (a,β) (5.59)

is achievable.

• PR < P A .

In this case, unlike the RB scheme, the LC scheme guarantees a reliable transmis-
sion of T A as long as (5.50) holds. Note that our scheme holds for any pair of a,β.
Moreover, as long as PR < P A , by [50], for any secrecy rate R̂ A

s (a,β) satisfying (5.50),
there exists a pair of a,βwhich achieves that rate. Hence, by choosing a,β, and the
codebook accordingly to (5.50), we can straightforwardly achieve any secrecy rate
smaller than C (PR ).

Combining the three cases we have the following lemma.

Theorem 5.4.2 (Achievable secrecy rate with the LC scheme). For a two-hop channel
with an untrusted relay, with the LC scheme, any secrecy rate Rs satisfying

Rs < min(max
a,β

Rs (a,β),C (PR )) (5.60)

is achievable if σ≤σ and

Rs < min( max
a,β:RB

CF(a,β)≤C (PB /σ2)
Rs (a,β),C (PR )) (5.61)

is achievable if σ>σ.

5.4.3. ACHIEVABLE SECRECY RATES FOR SPECIAL CHANNEL CONFIGURA-
TIONS

Here, we consider two special channel configurations. Firstly, if PR ≥ P A and the jammer
is collocated with the destination, i.e., σ= 0,the first term in (5.64) can be maximized by

choosing a = (1,1) and β= (
√

PB (1+P A )
P A (1+PB ) ,1), which gives us the following corollary.

Corollary 5.4.1 (Achievable secrecy rate on a two-hop channel with an untrusted relay
and the destination used as the jammer). On a two-hop channel with an untrusted relay,
if PR ≥ P A and σ= 0, any secrecy rate Rs satisfying

Rs < 1

2
log

1+P A +PB

(
p

(1+P A)(1+PB )−p
P APB )2

−1 (5.62)

is achievable.

Then, if P A = PB = PR and σ = 0, by Corollary 5.4.1 we straightforwardly have the
following corollary.
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Corollary 5.4.2 (Achievable secrecy rate on a symmetric two-hop channel with an un-
trusted relay and the destination used as the jammer). On a two-hop channel with an
untrusted relay, if σ= 0 and P A = PB = PR , any secrecy rate Rs satisfying

Rs < 1

2
log(

1

2
+P A)− 1

2
(5.63)

is achievable.

5.4.4. COMPARISON BETWEEN TWO SCHEMES
Firstly, we compare the two schemes in terms of simplicity in deployment, the LC scheme
surely enjoys the benefit of a simpler structure and decoding. Also, the RB scheme re-
quires a very long sequence of lattice codewords to achieve secrecy, i.e. N and length
l should be sufficiently large, which is not the case for the LC scheme in which only N
needs to be chosen sufficiently large.
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Figure 5.4: Comparison between the achievable secrecy rate of the RB scheme and the LC Scheme
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Then, we compare the achievable secrecy rates of the two schemes. In the case of
PR ≥ P A and σ ≤ σ, both of the two schemes achieve the same secrecy rate of (5.39).
Then, when PR < P A , thanks to the chain structure, the LC scheme allows the relay to
save the part of the energy of transmitting the random vector V A . This feature allows the
LC scheme to achieve a secrecy rate that equals the capacity when the relay has limited
power, while the RB scheme underperforms. In other word, when σ≤ σ, the rate of the
LC scheme (5.60) is always no lower than the rate of the RB scheme (5.43). In Fig. 5.4(a)
where P A = PB = 30dB and the destination is used as the jammer, it is clear that the curve
of the LC scheme is higher than the RB scheme and coincides with the upper bound.
Note that in this chapter all the powers are shown in dB, since they are actually the SNR
with unit noise.

In the case of PR ≥ P A andσ>σ, for the sake of reliable decoding of V B at node C , the
transmit rate should be reduced. For the LC scheme, due to the constraint of (5.52), node
B cannot simply use the same lattice codebook and reduce its transmit rate. Hence, in
this case, the RB scheme could achieve a higher rate than the LC scheme. In Fig. 5.4(b),
the rate of the RB scheme is always higher than the LC scheme. However, they are both
far away from the upper bound when σ is large. The shape of the curve of the LC scheme
is due to the fact that sometimes the achievable secrecy rate is maximized by choosing a
different a1 for the different σ, which is a positive integer.

In the case of PR < P A and σ > σ, it will be a trade-off between these two issues. As
observed in Fig. 5.4(c), when σ2 = 3dB, the LC scheme performs better when PR is low,
but is overtaken by the RB scheme when PR is larger than some threshold.

Summarizing the three cases discussed above, a new lower bound on the achievable
secrecy rate on this channel is derived.

Corollary 5.4.3 (Lower bound of the achievable secrecy rate on the two-hop channel
with an untrusted relay). On a two-hop channel with an untrusted relay, any secrecy rate
Rs satisfying

Rs < min

(
max

a,β
Rs (a,β),C (PR )

)
(5.64)

is achievable if σ≤σ, and

Rs < max

[
min

(
max

a,β:RB
CF(a,β)≤C (PB /σ2)

Rs (a,β),C (PR )

)
,

(
C (P A)+C (PB /σ2)−C (P A +PB )

) C (PR )

C (P A)

]
(5.65)

is achievable if σ>σ.

5.5. PERFORMANCE ANALYSIS AND COMPARISON
In this section, the achievable secrecy rate of our schemes and other schemes are com-
pared under various scenarios.

5.5.1. SYMMETRIC TWO-HOP CHANNEL WITH DESTINATION AS JAMMER
We first discuss the very well studied symmetric two-hop channel with the destination
functioning as a cooperative jammer, which is a special case of our model when P A =



5.5. PERFORMANCE ANALYSIS AND COMPARISON

5

89

PR = PB and σ2 = 0. Here, both our schemes achieve the sames secrecy rate of (5.63). We
compare it to the achievable secrecy rate with an amplify-and-forward based scheme
proposed by Sun et al. in [37] and a modulo-and-forward based scheme propose by
Zhang et al. in [48]. Their achievable secrecy rates are in (5.10) and (5.11), respectively.
In particular, (5.11) can be simplified to

Rs <C (P A)− 1

2
− 1

2
log

(
1+ P A

1+P A

)
. (5.66)

We also compare our schemes with the compress-and-forward based scheme pro-
posed by He et al. in [14].The achievable secrecy rate is in (5.12) and can be simplified
to

Rs < 1

2
log

(
2+ 1

P A
+P A

)
−1. (5.67)

In Fig. 5.5, we set P A = PB = PR = 20dB and compare these schemes with the upper
bound (5.8). Moreover, the rate of He et al. in [16] and Vatedka et al. in [40] are illustrated
in the same figure, although these are the rates for strong secrecy and perfect secrecy, re-
spectively. We also show the capacity without the consideration of secrecy as a reference.
It is clear that our scheme outperforms all other existing secure transmission scheme in
the high SNR region and is upper bound achieving when P A →∞. Also, it is interesting
to observe that, in the high SNR region, to achieve strong secrecy and perfect secrecy, a
rate of 0.5 and 0.5+ loge bits/channel use is lost, respectively.
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Figure 5.5: Comparison between the achievable secrecy rates of variant schemes in a symmetric two-hop chan-
nel using the destination as jammer.

5.5.2. ASYMMETRIC TWO-HOP CHANNEL WITH DESTINATION AS JAMMER
In case of σ= 0, we compare our schemes to the capacity without secrecy constraint, the
upper bound (5.8), as well as the schemes by Sun et al. in [37], Zhang et al. in [48], and He
et al. in [14], the rates of which are in (5.10), (5.11), and (5.12), respectively. It can be ob-
served from Fig 5.6(a)-5.6(c) that if we fix two of Pi , i ∈ {A,B ,R} and change one of them,
our schemes outperform all other schemes except for the low source and/or jammer
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Figure 5.6: Comparison between the achievable secrecy rates of various schemes in asymmetric two-hop chan-
nels using the destination as jammer.

power case. Moreover, the LC scheme achieves the upper bound for the low relay power
cases (the curve coincides with the upper bound). To the best of our knowledge, this
is the first upper bound achieving scheme for the limited relay power and non-infinity
source power case.

Furthermore, we compare the achievable secrecy rate of various schemes with the
upper bound in the case of PB =αP A ,α> 0, and P A →∞. In this case, we define the gap
between the upper bound of the secrecy rate derived in [14] and the channel capacity
without secrecy consideration as

G0 = lim
P A→∞

[min(C (P A),C (PR ))−min(Rb ,C (PR ))], (5.68)

where Rb is the upper bound given in (5.8). Note that this upper bound is only for the
secrecy rate in Phase 1. In Phase 2, the secrecy rate is upper bounded by C (PR ). Similarly,
for each secure transmission scheme, we define the gap between the achievable secrecy
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Figure 5.7: Comparison between the achievable secrecy rates of various schemes in asymmetric two-hop chan-
nels using destination as jammer (Continued).

rate and the capacity without secrecy consideration as

G = lim
P A→∞

[min(C (P A),C (PR ))− limsup
N→∞

Rs ], (5.69)

where Rs is the achievable secrecy rate of the scheme.
When PR ≥ P A , both our schemes achieve any rate satisfying (5.39), in which the

RHS equals the RHS of (5.41). It can be calculated that we have G =G0 =C (1/α), which
reflects that our schemes are upper bound achieving in this case. Then, when PR < P A ,
the LC scheme still achieves the upper bound, which in this case is the channel capacity
without secrecy consideration, i.e., G =G0 = 0.

The G0 value as well as the G values of various secure transmission schemes are
shown in Table 5.1 for some channel configurations. Here, γ is defined as a positive real
number. Is is shown that the LC scheme is the only upper bound achieving scheme in all
the three cases considered in the table. For all other existing schemes, there are always
gaps of at least a constant between the achievable secrecy rate and the upper bound in
one or more cases.

In Fig. 5.6(d) and 5.7(a), the cases of γ = 1,α = 10 and γ = 1,α = 0.1 are illustrated,
respectively. In Fig. 5.7(b), Pi is fixed to PR = 20dB,PB = 0.1P A and the performance of
various schemes when PR is limited is shown.

5.5.3. EXTERNAL JAMMER
Since the external jammer case is only considered by He et al. in [14], we compare our
schemes to their scheme in Fig. 5.8(a) and Fig. 5.8(b) for differentσ2 and PR . In Fig. 5.8(a)
it can be observed that our schemes perform better when σ is small. When the channel
between B and C is too noisy, the scheme of He et al. achieves a better rate. In Fig. 5.8(b),
it is shown that our schemes have better performance in the limited relay power case. In
particular, if the relay power is very low, the LC scheme is upper bound achieving even
for large σ.
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PR = γP A PR fixed
γ< 1 γ≥ 1

G0 (Upper bound [14]) 0 C ( 1
α ) 0

G (RB scheme) C (PR )
C (P A )C ( 1

α ) C ( 1
α ) 0

G (LC scheme) 0 C ( 1
α ) 0

G (He’s scheme [14]) C ( 1
α )+C (γ) [C ( 1

α ),C ( 1
α )+C ( 1

γ )] a 0

G (Zhang’s scheme [48]) C ( 1
α )+C (γ) C ( 1

α )+C ( 1
γ ) C ( 1

α )

G (Sun’s scheme [37]) C ( 1
α )+C (γ+α) C ( 1

α )+C (α+1
γ ) C ( 1

α )+C ( αPR
PR+α+1 )

a If α≥ 1, the G value is C ( 1
α )+C ( 1

γ ). However, if α< 1, the G value can be smaller than C ( 1
α )+C ( 1

γ )

depending on α. Hence, we only show the interval for the rate here.

Table 5.1: The G0 and G values for various schemes when PB =αP A and P A →∞.
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Figure 5.8: Comparison between the achievable secrecy rates of various schemes in two-hop channels with an
external jammer.

5.6. TWO-HOP CHANNEL WITH AN EAVESDROPPER
In this section, we propose another channel model, in which we consider the case that
the relay is honest and cooperative, but there is an external eavesdropper.

5.6.1. MODEL

We firstly consider a two-hop channel in which node A wants to transmit information to
node B using a relay node R to forward the information. During the process an eaves-
dropper is trying to obtain the information transmitted by node A. In this model we
assume that the destination B also functions as a cooperative jammer. We also assume
that the communication takes places over two phases, each including N channel uses.
We use X A , X B , X R ∈RN for the transmissions of node A, the destination B , and the relay
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R, respectively. We use Y R ,Y E
1 ,Y E

2 ,Y B ∈ RN for the receptions of the relay, the eaves-
dropper in the two phases, and node B , respectively. In the first phase, node A transmits
to the relay R and this transmission is eavesdropped by the eavesdropper E . The desti-
nation B simultaneously transmits a jamming signal to confuse the eavesdropper, which
is also superimposed with the transmission of node A at the relay R. Hence, we have

Y R = h1X A +h2X B +Z R , (5.70)

Y E
1 = h′

1X A +h′
2X B +Z E

1 , (5.71)

where Z R and Z E
1 are N -dimensional independent Gaussian noise vectors and h1,h2,h′

1,h′
2 ∈

R+ are the channel coefficients. We further denote h = (h1,h2) and h′ = (h′
1,h′

2).
In the second phase, the relay transmits to node B , which is also overheard by the

eavesdropper.

Y B = h2X R +Z B , (5.72)

Y E
2 = h3X R +Z E

2 , (5.73)

where channel coefficient h3 ∈R+ and Z B , Z E
2 are also N -dimensional independent Gaus-

sian noise vectors. The model is illustrated in Fig. 5.9.

A R B

E

h1

h′
1 h′

2

h2
X A Y R

Y E
1

X B

(a) Phase 1

A R B

E

h3
h2

X R

Y E
2

Y B

(b) Phase 2

Figure 5.9: Two-hop channel with an eavesdropper.

The power constraints for the transmission of node A,B , and R are given in (5.4).
W.l.o.g., we let all noise vectors have unit variance in each dimension. We assume the
power constraints as well as all channel coefficients are revealed to all nodes. In this
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model, the reliability constraint is still (5.5). However, the secrecy constraint becomes

lim
N→∞

1

N
I (W A ;Y E

1 ,Y E
2 ) ≤ δ (5.74)

for any chosen δ> 0.

Remark 5.6.1. This problem is essentially different from the normal wire-tap type of
problems or the problem we introduced in Subsection 5.2.1. The main difference is that
the information is leaked to the eavesdropper twice from the source and the relay, re-
spectively. Most of the existing secure transmission problems only focus on preventing
the eavesdropper from getting information from one source.

5.6.2. CODING SCHEME
Here, we show that the RB scheme can be straightforwardly applied to achieve a positive
secrecy rate if the transmit rate of the (a,β) SCF code is set appropriately. The key for the
deployment of the RB scheme is that the transmit rate should be chosen such that the
eavesdropper can decode the same linear combination that the relay decodes. Then, the
reception of the eavesdropper in the second phase will be a degraded version of the first
phase, i.e., H(Y E

2 |Y E
1 ) = 0.

Before setting the transmit rate, we first give the definition of the computation rate
in this model. Note that the expression of the computation rate is different from (2.16),
which is due to the non-unit channel coefficients. The code and the transmit process are
essentially the same. We define the computation rate in this model for i ∈ {A,B} as

R̃ i
CF(a,β,h∗) = 1

2
log(

β2
i h2

i Pi

N (a,β,h∗)
), (5.75)

where

N (a,β,h∗) = h2
Ah2

B P APB (a1βA −a2βB )2 + (a1hAβA)2P A + (a2hBβB )2PB

h2
AP A +h2

B PB +1
. (5.76)

Here, h∗ = (hA ,hB ) ∈ R+. Note that N (a,β,h∗) is simply N (a,β) in (2.17) with all Pi

substituted by h2
i Pi .

Now we set the value for the transmit rate R i
t (a,β), i ∈ {A,B}. Firstly, to guarantee

H(Y E
2 |Y E

1 ) = 0, we let the relay decode a linear combination a1X A + a2X B which the
eavesdropper can also decode. In this case, the transmission of the relay at Phase 2 will
not leak more information since we have a Markov chain Y 1

E → a1X A + a2X B → X R →
Y E

2 . By the data processing inequality we have H(Y E
2 |Y E

1 ) = 0 and

I (W A ;Y E
1 ,Y E

2 ) = I (W A ;Y E
1 ). (5.77)

By [50], there exists a sequence of lattice codes with which the relay and the eavesdrop-
per are both able to decode a1X A +a2X B if the transmit rate of node i ∈ {A,B} satisfies

R i
t (a,β) < min(R̃ i

CF(a,β,h), R̃ i
CF(a,β,h′)). (5.78)
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Similarly to (5.31), the information leakage rate of this code can be bounded by

Ro(a,β) <C (h′
1

2P A +h′
2

2PB )−RB
t (a,β). (5.79)

Now, using the RB scheme with the transmit rate of the (a,β) SCF code set accord-
ingly to (5.78) and the random binning code generated w.r.t. (5.79), the reliable and se-
cure transmission is guaranteed. The proof for the reliability and security are identical
to the proof we given in Subsection 5.4.1. We thus have the following theorem for the
achievable secrecy rate.

Theorem 5.6.1 (Achievable secrecy rate on two-hop channels with an eavesdropper). In
a two-hop channel with an eavesdropper, any secrecy rate satisfying

Rs < max
a,β

∑
i∈{A,B}

(
min(R̃ i

CF(a,β,h), R̃ i
CF(a,β,h′))

)
−C (h′

1
2P A +h′

2
2PB ) (5.80)

is achievable if PR ≥ h2
1

h2
2

P A and any secrecy rate satisfying

Rs < max
a,β

{[ ∑
i∈{A,B}

(
min(R̃ i

CF(a,β,h), R̃ i
CF(a,β,h′))

)
−C (h′

1
2P A +h′

2
2PB )

]
C (h2

2PR )

min(R̃ A
CF(a,β,h), R̃ A

CF(a,β,h′))

}
(5.81)

is achievable if PR < h2
1

h2
2

P A .

Remark 5.6.2. When h′
1 = h1, h′

2 = h2, and PR ≥ h2
1

h2
2

P A , Theorem 5.6.1 mimics our re-

sult in Corollary 5.4.1. However, when the eavesdropper has a bad channel, e.g., h′
1 → 0

and h′
2 → 0, the achievable rate in Theorem 5.6.1 tends to zero, which reflect the sub-

optimality of this scheme.

Remark 5.6.3. As long as the sum computation rate w.r.t. the relay is larger than the MAC
capacity of the eavesdropper C (h′

1
2P A +h′

2
2PB ), our scheme achieves a positive secrecy

rate. This is an interesting observation since the decode-and-forward based scheme [18]
requires the MAC capacity of the relay to be higher than the eavesdropper to achieve
a positive secrecy rate. In other words, SCF based schemes can sometimes achieve a
positive secrecy rate even when the eavesdropper has a better channel than the relay,
which is not feasible for decode-and-forward based schemes.

In Fig. 5.10 we show an example in which the RB scheme achieves a positive rate on
a two-hop channel with an eavesdropper. The achievable secrecy rate is identical to the
untrusted relay case when h1 = h2 = h′

1 = h′
2 = 1 and decreases if the h′

2 increases. With
our scheme, a large h′

1 or a large h2 will both result in small or even no secrecy rate at all.
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Figure 5.10: Achievable secrecy rate in a two-hop channel with an eavesdropper when h1 = h2 = h′
1 = 1 as a

function of h′
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5.7. CONCLUSION
In this chapter, we proposed two novel reliable and secure transmission schemes for
the two-hop channel with an untrusted relay. These are the first secure transmission
schemes that use the SCF technique. It has been shown that when the cooperative jam-
mer and the destination are collocated, both of our schemes achieve relatively good se-
crecy rates in the high SNR region. Especially, for PB = αP A ,PR = γP A ,α,γ ∈ R+, and
P A → ∞, our schemes are the first upper bound achieving schemes for any α and γ.
Moreover, the LC scheme is the first upper bound achieving scheme if PR is limited and
P A is not unbounded. In summary, our schemes significantly improve the achievable
secrecy rate lower bound and achieve the upper bound in two cases: 1, PR is limited and
P A does not go to infinity. 2, P A ,PB ,PR are linearly related and go to infinity.

Also, we proposed another two-hop channel model in which the relay is trusted but
there exists an external eavesdropper. It has been shown that our RB scheme can also be
exploited in this model and achieves a positive secrecy rate.
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In this thesis, the benefit of compute-and-forward (CF) has been studied in three aspects:
throughput, energy, and security. For the throughput and energy benefit, the focus is
put on the multiple unicasts scenario in which CF is compared with other transmission
schemes like traditional routing and network coding (NC). For security, the focus is on the
problem of secure transmission on a two-hop channel with an untrusted relay.

6.1. THROUGHPUT BENEFIT
The throughput for multiple unicasts is recognized by many researches as one of the
most difficult problems to solve amongst all communication problems. In this thesis,
this problem has been studied with multiple transmission schemes to show the funda-
mental limit of the throughput benefit of CF. A generalized version of the model in [10]
has been used, which abstracts two basic features of wireless networks: broadcast and
superposition. The improvement factor of CF over traditional routing has been upper
bounded by 3K , where K is the number of sessions. Then, it has been shown that this
upper bound gives a good insight of this problem since networks in which the improve-
ment factor is at least K /2 are given. On the other hand, some networks in which CF is
not beneficial have also been shown. These results revealed the fact that the throughput
benefit of CF over traditional routing can be ranged from 1 to the order of K , depending
on the types of networks.

Since it seemed that deriving tight bounds of the throughput benefit for general net-
works is not feasible, we studied a less complicated case: line networks with multiple
bidirectional sessions, where the improvement factors of CF over traditional routing
and NC are upper bounded by 2 and 1.5, respectively (or constants which are smaller
than 2 or 1.5 depending on the session placements, respectively). Moreover, coding
schemes have been proposed to achieve this improvement, which provide matching
lower bounds. Our line network model can be seen as an extension to the two-way re-
lay channel (TWRC) model in which the throughput benefit of CF is firstly put forward
[42], and the multiple bidirectional sessions case can be seen as an extension of the line
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networks with one bidirectional session case considered in [48]. Hence, the problem of
the throughput of multiple bidirectional sessions on line networks has been extensively
studied and a complete answer for the question of “how much can CF benefit in line net-
works over other schemes” is given with matching upper and lower bounds. The results
turned to be very similar to that in the TWRC.

One step further, this problem has been studied with the “bidirectional” constraint
dropped. For arbitrarily placed sessions, upper and lower bounds on the benefit have
been derived which are asymptotically tight when the number of the sessions involved
by each of the “bottleneck” nodes is large. For the large session number case, if the ses-
sions are distributed uniformly at random and the traffic is balanced, the improvement
factors of CF over traditional routing and NC are 2 or 1.5, respectively, which are exactly
the same as the bidirectional session case as expected. Also, if the traffic is very imbal-
anced, CF can still provide an improvement factor of around 1.5 over traditional routing,
while the improvement of NC over traditional routing is very limited.

Also, besides fixed centralized scheduling, the scenario that only decentralized sche-
duling is applied on line networks has also been considered. Line networks with all
nodes applying the plain random access mechanism have been studied. It turned out
that the throughput benefit of CF can be even higher since the improvement factors
of CF over traditional routing and NC are upper bounded by 2

1−p and 1
1−p , where p is

the probability for each node to transmit. Also, a coding scheme which achieves these
bounds has been proposed for the single bidirectional session scenario. This result did
not come as a surprise since it has already been shown in many studies that CF can sig-
nificantly improve the throughput while random access is used, e.g., [11]. Note that cod-
ing schemes have not yet been considered for multiple session scenarios, which remains
as one of the last pieces of the puzzle for the throughput benefit study on line networks.

6.2. ENERGY BENEFIT
The same network and transmission model as the throughput benefit study have been
used to study the energy benefit of CF in wireless networks with multiple unicast ses-
sions, which has not been studied extensively in the existing literature. Firstly, the energy
benefit on general networks has been considered. It turned out that the upper bound of
the energy improvement factor is min(d̄ ,K ,12

p
K ), where d̄ is the average distance. This

is very different from the throughput improvement factor. Firstly, the energy improve-
ment is upper bounded by not only a function of K , but also the average distance. Sec-
ondly, it has been shown that there exists networks with the throughput improvement
factors of at least K /2. However, this improvement is not feasible for the energy improve-
ment factor when K is large since the energy improvement factor is upper bounded by
12

p
K . Note that this upper bound also applies to the energy benefit of NC, which is the

first result indicating that the energy benefit of NC is upper bounded by a factor of
p

K .
The energy benefit of CF over traditional routing has also been studied in some spe-

cific networks, namely star networks, line networks, and lattice networks. It has been
derived that the energy improvement factors are upper bounded by some constants in
all of these networks. In particular, for the star networks in which a node separates all
sources from all destinations, CF is not beneficial at all. Furthermore, for line networks,
2-D and 3-D rectangular lattice networks, and hexagonal lattice networks, the energy
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improvement factors are upper bounded by 2, 4, 6, and 3, respectively.
The lower bounds on the energy benefit of CF over traditional routing has also been

studied by giving coding schemes which achieve these upper bounds. For line networks,
the schemes proposed in Section 3.4 can achieve the factor of 2 improvement in energy
for one long bidirectional session. For hexagonal lattice networks with a specific session
placement, two novel coding schemes have been proposed which give energy improve-
ment factors of between 2 and 3 depending on the ratio between the transmit and the
receive power. For the cases that the transmit or receive power is negligible, our schemes
achieve the upper bound of the energy benefit in hexagonal lattice networks.

6.3. SECURITY BENEFIT
The secure transmission on a two-hop channel with an untrusted (curious-but-honest)
relay and the destination used as the cooperative jammer has been studied in many lit-
erature, in which various transmission schemes have been proposed [14, 15, 33, 37, 39,
40, 47] to achieve different levels of secrecy. For weak secrecy, an upper bound on se-
crecy rate has been derived in [14], which has not yet been achieved by any existing
schemes in general. We proposed two secure transmission schemes based on a novel
relaying technique, namely scaled CF (SCF). In terms of the secrecy rate w.r.t. weak se-
crecy, our schemes outperform all other existing schemes and achieve the upper bound
in the high signal-to-noise-ratio (SNR) region. Our schemes can also be used in some
other related channels, e.g., the two-hop channel with an untrusted relay and an exter-
nal jammer (the destination is not used as the jammer) or the two-hop channel with
an external eavesdropper (the relay is trusted in this case). It has been shown that our
schemes outperform all existing schemes in some channel configurations. In particular,
if the power of the relay is limited, one of our schemes achieves a secrecy rate as high as
the channel capacity, while the achievable secrecy rates of all other schemes are strictly
smaller than the channel capacity. Furthermore, for the external eavesdropper case, one
of our schemes can sometimes achieve a positive secrecy rate even if the eavesdropper
has a better channel than the relay, which is not feasible by the traditional decode-and-
forward based secure transmission scheme [18].

6.4. SUGGESTIONS
Of course, this thesis leaves several unsolved problems and questions that are yet to be
answered. Here, we list a few of them which we think are the most interesting ones.

• Matching lower bounds.

It has already been shown that both the throughput benefit and the energy benefit
are highly situational, which means that they differ from networks to networks.
Hence, we believe that it is more promising and practical to find the matching
lower bounds of the throughput and energy benefit in some specific networks, e.g.,
lattice networks, rather than to seek universal matching upper and lower bounds
in general networks.

• The gap between
p

K and constant for the energy benefit
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As shown in Chapter 4, the energy improvement factor is upper bounded by 12
p

K .
However, for all the cases that have been considered so far, the energy improve-
ment factors are no larger than constants. This leads to two possible explanations:
either the upper bound can be proved to be a constant, or there exists a network
in which the energy benefit is a factor at the order of

p
K . In our opinion, either of

them could be true.

• Other secure transmission problems with SCF based schemes

In this thesis, we proposed SCF based schemes which significantly improve the
secrecy rate on the two-hop channel with an untrusted relay or an external eaves-
dropper. It has already been shown that it is beneficial to use CF in wireless net-
works in the sense of hiding individual messages from the untrusted parties, since
it allows nodes to directly decode linear combinations of messages. Therefore,
because SCF improves the rate for computing linear combinations in many asym-
metric channel configurations, we believe that SCF has the potential of improving
the achievable secrecy rate for many other secure transmission problems.
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