Identification of a dynamical model of a thermally actuated deformable mirror
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Using the subspace identification technique, we identify a finite dimensional, dynamical model of a recently developed prototype of a thermally actuated deformable mirror (TADM). The main advantage of the identified model over the models described by partial differential equations is its low complexity and low dimensionality. Consequently, the identified model can be easily used for high-performance feedback or feed-forward control. The experimental results show good agreement between the dynamical response predicted by the model and the measured response of the TADM. © 2013 Optical Society of America
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In a large variety of adaptive optics (AO) applications [1–7], slowly varying or static wavefront aberrations must be corrected accurately. Thermally actuated deformable mirrors (TADMs) are suitable for these AO applications because they have a high position resolution with high reproducibility [8]. Furthermore, they are less expensive than other types of deformable mirrors (DMs), like membrane or piezoelectric DMs [6,7].

In [4], a TADM has been used to correct static wavefront aberrations. In the above cited paper, a static (steady-state) model of the TADM has been identified and, on the basis of this model, a control action for the TADM has been derived as the solution of a constrained least-squares problem. However, this control strategy requires that the time between two consecutive control iterations is approximately equal to the settling time (or the rise time) of the TADM. Consequently, this wavefront correction strategy is relatively slow and its performance might be additionally degraded in the case of time-varying wavefront aberrations.

To achieve fast correction of both static and time-varying wavefront aberrations, the time between control iterations has to be significantly smaller than the TADM’s settling time. In such cases, a dynamical model of a TADM has to be developed to accurately correct wavefront aberrations [9,10]. Once this dynamical model has been obtained, model-based control strategies [11,12] can be employed to maximize the performance of the wavefront correction. Apart from the control perspective, a dynamical model of a TADM is important because it can be used to simulate the dynamical behavior of the AO system before the real system has been built.

A dynamical model of a TADM must meet two requirements. First, it must accurately capture the TADM’s dynamics. Second, to be used for control, it must be relatively simple [13,14] and preferably low dimensional (i.e., it must have a relatively small number of states). However, the dynamics of TADMs are governed by the thermoelastic system of partial differential equations (PDEs) [15]. Furthermore, in the case of the TADMs that have been proposed in [3,7], the thermoelastic system of PDEs must be coupled with the biharmonic plate equation [16]. The dynamical model based on these PDEs is infinite-dimensional and as such is too complex to be used for control. To apply the model-based control strategies of [11,12], a more compact, finite-dimensional model must be developed. One way to develop such a model would be to discretize the system of PDEs and corresponding boundary conditions using the finite element method (FEM) [17]. However, the FEM can be applied only if all physical parameters of the TADM are known. Furthermore, the FEM model is usually high dimensional and thus is still relatively complex to be used for control.

In this Letter, we follow another way of model building that is based on system identification techniques [18]. Accordingly, from experimental data, we identify a low-order, state-space model of a recently developed TADM prototype. This device has been developed by Eindhoven University of Technology [3,8]. We have identified the dynamical model of the TADM using the subspace identification technique [18,19]. Due to its low dimensionality, the identified model can be easily used to design feed-forward or feed-back model-based controllers. As we will show later, the experimental results show a good match between the identified state-space model and the response of the TADM.

Figure 1 shows the TADM sketch. The mirror B and the backplate A, are connected with 19 thermomechanical actuators C. The mirror diameter is 30 mm and the
19 actuators are placed inside of a circle with a diameter of 25 mm. The actuators consist of aluminum rods with heating coils warped around them. When voltage is applied to an actuator it heats up and elongates. As it elongates, it exerts a mechanical force that deforms the mirror and a supporting back plate A. To identify the model of the TADM, we built an experimental setup where the surface of the TADM is illuminated by coherent light coming from a semiconductor laser of wavelength $\lambda = 638$ nm. The wavefront reflected by TADM is measured by a Shack–Hartmann Wavefront Sensor (S-H WFS) (Thorlabs WFS S300-14AR, 1.3 Mpixel, $\lambda/50$ rms accuracy). The mirror and the S-H WFS optically conjugate through a relay system consisting of two spherical lenses.

In general, the sampling period should be 5–10 times shorter than the rise time of the TADM [18]. Our experimental results show that the TADM rise time is approximately 15 s, which is in agreement with the results reported in [3]. Consequently, we chose a control and measurement sampling period of 2 s [18]. In this Letter, $k$ will denote a discrete time instant corresponding to this sampling period. The wavefront produced by the TADM, at the time instant $k$, and that is sensed by the S-H WFS, is represented using a Zernike polynomial expansion (Noll [20]): $\Phi(x, y, k) = \sum_{i=1}^{36} a_i(k) Z_i(x, y)$, where $\Phi(x, y, k)$ is the spatial distribution of the wavefront, $a_i(k)$ is the $i$th coefficient of the Zernike polynomial expansion, and $Z_i(x, y)$ is the $i$th Zernike polynomial. All static wavefront aberrations that originate from the initial non-flatness of the TADM and from imperfections and misalignments of the optical components in the system, are subtracted from the measured wavefront.

The model of the TADM was identified using the following procedure [18]. First, we determined which Zernike coefficients were excited when we randomly actuated the TADM. It helped us to define the outputs of the model. Next, we investigated the TADM’s linearity. On the basis of this analysis, we postulated a state-space model of the TADM. In the final step, we identified the state-space model and assessed its quality.

To constrain the outputs of the model, we randomly actuated all 19 actuators over a time period of two minutes and recorded the amplitudes of all 36 measured Zernike coefficients. By analyzing this measurement data, we concluded that during the random actuation of the TADM, the first 10 Zernike coefficients were excited while others did not show a significant contribution to the measured wavefront. Therefore, the output of the model should consist of the first 10 Zernike coefficients: $y(k) = [a_2(k) a_3(k) \ldots a_{10}(k)]^T$ (where we neglect the first coefficient; i.e., piston). The voltage applied to the $i$th actuator (input of the model) will be denoted by $v_i$ (expressed as between 0% and 100% of the maximum voltage).

To analyze the step response, we applied the step functions of different magnitudes to the actuators and measured each response. Figure 2 shows the measured responses of the third actuator.

Figure 2(b) shows that the steady-state deformation of the TADM is a quadratic function of inputs. This is an experimental confirmation that the heat generated at the actuator is a quadratic function of the applied voltages [3]. As we show later, this nonlinearity can be eliminated from the model by defining new inputs that are squares of the voltages applied to the actuators.

Next, we tested the superposition principle between several actuators. Figure 3 shows the results of the superposition test between actuators 2 and 4. We applied a 40% voltage step to actuator 2 and measured the response ($v_2$ in Fig. 3). Next, we applied a 40% voltage step to actuator 4 and measured the response. Finally, we actuated actuators 2 and 4 together ($v_2 \land v_4$ in Fig. 3) and measured the response.

The experimental results shown in Figs. 2 and 3 indicate that the TADM can be modeled as a linear state-space model where the inputs are squares of the voltages:

$$x(k + 1) = Ax(k) + Bu(k)$$

and

$$y(k) = Cx(k) + e(k),$$

where $x(k) \in \mathbb{R}^n$ is the state, $n$ is the system order, $u(k) = [(v_1(k))^2 (v_2(k))^2 \ldots (v_{19}(k))^2]$ is the input vector of the squared voltages, $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times 10}$ and $C \in \mathbb{R}^{b \times n}$ are the system matrices and $e(k) \in \mathbb{R}^b$ is a S-H WFS measurement noise.

The identification problem of the state-space model (1) and (2), can be formulated as follows. From the sequence of the input–output data: $\{y(k), u(k)\}$, $k = 0, 1, \ldots, N$, estimate the system order $n$ and the system matrices $A$, and $C$ of the state-space model (1) and (2). The length $N$ of the data sequence $\{y(k), u(k)\}$ should be chosen so the total measurement time is at least 10 times longer than
the time constant (or roughly the rise time) of the TADM [18]. In general, the larger the length of the data sequence, the better the quality of the identified model. We chose $N = 450$. The estimates of $A$, $B$, and $C$ will be denoted by $\hat{A}$, $\hat{B}$ and $\hat{C}$, respectively. To identify the state-space model we used the predictor-based subspace identification method [10, 19]. Similar identification results can be obtained using other subspace identification techniques [18].

We use the following strategy to assess the quality of the identified model. First, we generated an input sequence that is different from the input sequence that has been used for identification. Let such an input sequence be denoted by $\{u_2(k)\}$. Then, using this input we actuated the TADM and generated the output data sequence $\{y_2(k)\}$. From this input–output data, we estimate the initial state of (1) and (2) using the following methodology. By substituting the system matrices with their estimates, from (1) and (2) we obtain:

$$y_2 = \hat{\mathbf{O}}x(0) + \hat{D}u_2 + e_2,$$

where

$$\begin{bmatrix} y_2(0) \\ y_2(1) \\ \vdots \\ y_2(M) \end{bmatrix}, \quad u_2 = \begin{bmatrix} u_2(0) \\ u_2(1) \\ \vdots \\ u_2(M) \end{bmatrix},$$

$$\begin{bmatrix} e_2(0) \\ e_2(1) \\ \vdots \\ e_2(M) \end{bmatrix}, \quad \hat{\mathbf{O}} = \begin{bmatrix} \hat{C} \\ \hat{C}A \\ \hat{C}A^2 \\ \vdots \\ \hat{C}A^{M-1} \end{bmatrix},$$

$$\hat{D} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 \\ \hat{C}B & 0 & 0 & \cdots & 0 \\ \hat{C}A\hat{B} & \hat{C}B & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \hat{C}A^{M-1}\hat{B} & \hat{C}A^{M-2}\hat{B} & \hat{C}A^{M-3}\hat{B} & \cdots & \hat{C}B \end{bmatrix},$$

and where $M$ should be chosen such that $\hat{\mathbf{O}}$ has full column rank. The initial state $x(0)$ is estimated by solving the following least-squares problem:

$$\min_{x(0)} \|z - \hat{\mathbf{O}}x(0)\|_2^2.$$

where $z = y_2 - \hat{D}u_2$. The solution of (5) is $\hat{x}(0) = \hat{\mathbf{O}}^+z$, where $\hat{\mathbf{O}}^+ = (\hat{\mathbf{O}}^T\hat{\mathbf{O}})^{-1}\hat{\mathbf{O}}^T$ denotes the matrix pseudo-inverse. Starting from $\hat{x}(0)$ and using $\{u_2(k)\}$, we simulate the identified version of the state–space model (1) and (2). This way, we generate the predicted output sequence $\{\hat{y}_2(k)\}$. The quality of the identified model is assessed by comparing the predicted output sequence with the measured one. This quality is expressed using the Variance Accounted For VAF [18]:

$$\text{VAF} = \max \left\{ 0, \left( 1 - \frac{\text{var}(y_2) \text{var}(\hat{y}_2)}{\text{var}(y_2)} \right) \times 100\% \right\}. \tag{6}$$

If VAF is equal to 100% it means a perfect match between the output that is predicted by the model and the TADM’s actual response.

As a first validation, we identified the state-space model when only the central actuator 3 is active (Fig. 1). The input used for identification and the corresponding output are given in Fig. 5(a). The order of the state-space model (1) and (2) is estimated from the singular values and VAF plots given in Fig. 4. By identifying the gaps between the singular values that are shown in Fig. 4(a), we concluded that a relatively good state order estimate is $n = 4$ [18]. Figure 4(b) also confirms this conclusion, where we see that the value of the VAF for $n = 4$ is 93%. On the basis of the identified state-space model, we calculated the transfer function (11) from $v_3$ to $a_3$. Figure 5(b) shows a Bode plot (11) of this transfer function. In Figs. 5(c) and 5(d), we compared the TADM’s dynamical response and the output of the identified state-space model. As it can be seen from these figures, the identified model of
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the 4th order is able to predict the behavior of the DM with a relatively good accuracy.

Next, we identified the state-space model when all 19 actuators are active (the inputs used for identification were similar to the one that shown in Fig. 5(a)). The order selection is performed on the basis of the singular values and VAF plots shown in Figs. 6(a) and 6(b). From these figures we concluded that a relatively good state order estimate is \( n = 40 \). The value of VAF corresponding to this state order estimate is roughly 90%. The prediction performance of the identified state-space model (for \( n = 40 \)) is illustrated in Figs. 6(c) and 6(d). As can be observed from these figures, the state-space model (1) and (2) of the 40th order can predict relatively well the TADM’s dynamic response.

In conclusion, we have used the subspace identification technique to identify a low-order dynamical model of a TADM prototype. We have demonstrated that the identified state-space model of the 40th order can accurately describe the dynamical behavior of the mirror (90% match). This contrasts to other modeling approaches where the dynamics of the TADM are described by infinite-dimensional system of partial differential equations. Furthermore, the order of the identified model can be additionally decreased using model reduction techniques [10]. The proposed identification procedure is general and can be used to identify dynamical models of other types of TADMs (for example, the types of TADMs proposed in [4,6,7]). Due to its low-dimensionality, the identified model can be used to develop efficient and simple model-based controllers. We are currently working on the implementation of the presented model in an AO system for predictive control of thermally induced aberrations in lithographic systems.
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