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SUMMARY

Whether we are talking about our research at a conference, making a speech at a friend’s
wedding, or presenting a proposal in a business meeting, we have to speak in public from
time to time. How well we deliver a presentation affects the way people think about us
and our message. To deliver a well-received speech, preparation is necessary. Among
various speech preparation activities, practicing with an audience is regarded as an ef-
fective way for enhancing speech performance. However, it is often impractical to or-
ganize an audience to practice a presentation and to arrange the diverse set of audience
behaviours that are tailored to trainee’s individual skills and learning goals. Virtual reality
can provide a solution by practicing with a virtual audience. Although virtual audiences
have been used in many domains, e.g., evoking social stress, therapy for social phobia,
and improving teaching performance, little research has been reported on the impact of
virtual audiences on public speakers’ belief and performance. Therefore, this thesis aims
to create a virtual audience which generates flexible expressive behaviours for a public
speaking scenario and examines how public speaking experiences in front of such an
audience affect the speakers’ belief and speech performance.

To create an expressive virtual audience, the audience’s body language should convey
their affective and characteristic connotations, e.g., moods, attitudes, and personalities.
To generate expressive audience behaviour adjustable at runtime, a parameterized audi-
ence model is proposed so that the audience’s behaviour is controlled by model param-
eters that define virtual humans’ moods, attitudes, and personalities. Due to the lack of
a common, comprehensive and univocal knowledge-base on audiences’ expressive be-
haviour, the parameterized behavioural model was created based on statistical models
abstracted from observations of real audiences. Perception studies of the virtual audi-
ence were conducted. The results showed that people could recognize different attitudes
expressed by the virtual audience, and they could also perceive the changes in some of
the mood, personality, and attitude parameters of the virtual audience. Thus, the pa-
rameterized audience model could generate expressive behaviour of a virtual audience
that can be recognized accurately by humans.

To design an expressive virtual audience used for a certain purpose, e.g., scientific
research or skills training, developers need to know how specific audience behaviours
are associated with certain characteristics of an audience, such as attitude, and how well
people can recognize these characteristics. To contribute to such knowledge, this thesis
explored the potential of constructing audience variations using the parameters of the
behavioural model and people’s understanding on audience behavioural styles. People
were firstly invited to design various audience scenarios and, subsequently, the design
was validated in a perception study. The results showed that individuals had consistent
conception on audience behaviour and recognized audience styles for a variety of audi-
ence scenarios. To gain further insight about people’s perception of the audience styles,
the audience behaviour was investigated for different audience types. By examining the

xi
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statistical models for generating audience behaviour, specific behaviours for different
audience styles were identified, e.g., an attentive audience tended to look forward, criti-
cal audience often showed a more closed posture, and a bored, impatient audience fid-
geted in their seats. . These findings provided insight on the behavioural design of virtual
audiences.

To investigate whether public speaking experiences obtained in virtual environments
could affect speakers’ beliefs and performance, two empirical studies were conducted
respectively on direct experiences and indirect or vicarious experiences of public speak-
ing in virtual reality. While practicing with a real audience is suggested to be effective in
enhancing speech performance, such practice is not commonly followed due to many
practical problems. Those problems can be solved by the direct experience of public
speaking in virtual reality, i.e., speaking in front of a virtual audience. This thesis sets out
to study this practicing technique for enhancing public speaking performance, focusing
especially on its effectiveness and people’s training satisfaction. This practicing tech-
nique was investigated in a course for public speaking skills training and was compared
with speaking in front of an imaginary audience. The results showed that individuals
seemed to benefit more from a virtual audience than an imaginary audience in reducing
speech anxiety. They were also more positive towards training with a virtual audience
regarding both the training process and its effect on their presentation ability.

This thesis also explored an indirect experience in virtual reality. The indirect ex-
perience, which mixed the features of both direct experience and traditional vicarious
experience, enabled individuals to observe one’s experience from a first person per-
spective without performing by themselves. Although direct experiences are consid-
ered more influential than vicarious experiences in affecting individuals, an individual
who holds a weak efficacy belief may have difficulty to experience directly. As the ex-
perience is from a first person perspective, such an experience may help individuals
enhance self-efficacy better than a traditional vicarious experience. In another aspect,
such experiences may share similarities with traditional vicarious experiences, regard-
ing the moderating effect of the observed model or performer’s identity during the ex-
perience. Therefore, this thesis investigated the effect of the first-person-perspective vi-
carious experience and the moderating effect of self-identification in such experiences.
An empirical study was carried out by comparing experiences of public speaking with
a high level of self-identification and experiences with a low level of self-identification.
The findings indicate that the first-person-perspective experiences with a higher level
of self-identification are more effective in modifying individuals’ self-efficacy beliefs in
public speaking than experiences with a lower level of self-identification. Additionally,
the moderating effect of self-identification was found on the relationship between self-
efficacy after the vicarious experience and the model’s performance in the experience.
The moderating effect also existed on the association between the vicarious experience
and a direct experience. Only when a high level of self-identification was present, was
the vicarious experience similar to a direct experience with regard to the experienced
presence and their effects on self-efficacy scores.

In short, this thesis demonstrates the possibility of generating virtual audiences with
adjustable and recognizable expressive behavioural styles. The experience, either direct
or indirect, of presenting in front of a virtual audience can affect the presenters’ effi-
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cacy beliefs. Moreover, practicing in front of the virtual audience helps to reduce speech
anxiety, and the satisfaction this method provides may motivate individuals to practice
their presentation. The effects are important, as well-delivered presentations can have
personal benefits, or, in the case of the iconic speeches, change the course of history.





SAMENVATTING

Of we nu ons onderzoek presenteren bij een conferentie, een speech geven bij het hu-
welijk van een vriend of een voorstel toelichten in een zakelijke vergadering, velen van
ons moeten nu en dan in het openbaar spreken. Hoe goed we een presentatie brengen
heeft invloed op de manier waarop mensen over ons en onze boodschap denken. Om
een goede speech te kunnen geven is voorbereiding nodig. Van de verschillende manie-
ren om je voor te bereiden wordt oefenen met publiek gezien als een effectieve manier
om een betere presentatie te geven. Het is echter vaak onpraktisch om publiek te regelen
om je presentatie te oefenen en ervoor te zorgen dat het publiek zich zo gedraagt dat het
past bij wat je kunt en wat je wilt oefenen.

Virtual reality kan een oplossing bieden hiervoor doordat het de mogelijkheid biedt
te oefenen met een virtueel publiek. Virtuele karakters worden al in veel domeinen in
virtual reality ingezet, zoals voor het opwekken van sociale stress, voor de behandeling
van sociale fobie en voor het verbeteren van vaardigheden in lesgeven. Echter, er is nog
weinig onderzoek gedaan naar de impact van een virtueel publiek op de presentatievaar-
digheden en het zelfeffectiviteitsbeeld van iemand met betrekking tot het geven van een
presentatie. Met "zelfeffectiviteitsbeeld"bedoelen we het vertrouwen dat iemand heeft
in het eigen kunnen met betrekking tot het uitvoeren van een specifieke taak, in dit ge-
val spreken in het openbaar. Dit proefschrift stelt als doel het creëren van een virtueel
publiek dat flexibel expressief gedrag kan vertonen om spreken in het openbaar met ver-
schillende soorten publiek te oefenen. Daarnaast wordt onderzocht hoe spreken voor
een dergelijk virtueel publiek het zelfeffectiviteitsbeeld en de presentatievaardigheden
beïnvloedt.

Om een expressief virtueel publiek te creëren moet de lichaamstaal van de virtu-
ele karakters in het publiek verschillende soorten emoties, attitudes (zoals een kritische
houding) en persoonlijkheden kunnen laten zien. Om dit soort gedrag automatisch te
kunnen genereren en varieren tijdens het oefenen in de virtuele omgeving, hebben we
een gedragsmodel ontwikkeld met verschillende parameters. Het gedrag van het pu-
bliek wordt gecontroleerd door parameters die emoties, attitudes en persoonlijkheid
definiëren. Omdat er geen algemeen beschikbare volledige set van gegevens met ex-
pressief publieksgedrag was, hebben we observaties uitgevoerd van “echt” publiek en
een gedragsmodel gecreëerd op basis van statistische modellen van de observatiegege-
vens. Vervolgens hebben we perceptiestudies uitgevoerd om te onderzoeken hoe men-
sen dit expressieve virtuele publiek waarnemen. De resultaten laten zien dat mensen
de verschillende attitudes van het virtuele publiek konden herkennen, evenals een aan-
tal veranderingen in de emotie-, persoonlijkheids- en attitude-parameters. Oftewel, het
parametrische gedragsmodel kan expressief gedrag genereren voor een virtueel publiek
dat correct herkend kan worden door mensen.

Om een expressief virtueel publiek te ontwerpen dat gebruikt kan worden voor een
specifiek doel, zoals wetenschappelijk onderzoek of training, moeten we weten hoe spe-

xv
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cifiek publieksgedrag geassocieerd is met eigenschappen van een publiek, zoals attitude,
en hoe goed mensen deze verschillende soorten publiek kunnen herkennen. Om dit te
onderzoeken hebben we bestudeerd of het mogelijk is om verschillende publieksstijlen
te simuleren met behulp van het gedragsmodel, en in hoeverre mensen deze stijlen her-
kennen. Dit onderzoek is uitgevoerd in verschillende stappen. Allereerst hebben we
mensen gevraagd om verscheidene scenario’s van spreken in het openbaar te ontwer-
pen. Vervolgens is het ontwerp van deze scenario’s gevalideerd in een perceptiestudie.
De resultaten laten zien dat mensen consistent dachten over het publieksgedrag en dat
ze de publieksstijlen herkenden in de verschillende scenario’s. Om meer inzicht te krij-
gen in de perceptie van publieksstijlen hebben we het (uiterlijke) gedrag van het virtu-
ele publiek onderzocht voor de verschillende publieksstijlen. Door het gedragsmodel te
bestuderen werden specifieke gedragingen voor verschillende publieksstijlen geïdenti-
ficeerd. Zo kijkt een aandachtig publiek meer naar voren, laat een kritisch publiek vaak
een gesloten houding zien, en wiebelt een verveeld ongeduldig publiek vaker met de
handen en benen. Deze resultaten geven inzicht in de mogelijkheden die de technologie
biedt in het vormgeven van gedrag van virtueel publiek.

Om te onderzoeken of de ervaring met het spreken voor virtueel publiek invloed kan
hebben op het zelfeffectiviteitsbeeld en de prestatie in het geven van een presentatie
zijn twee empirische studies uitgevoerd. Hierbij is een onderscheid gemaakt tussen de
directe ervaring met het actief zelf spreken voor een publiek, en de indirecte passieve er-
varing met een door computer gesimuleerde beleving van het spreken voor een publiek.
Dit proefschrift bestudeert deze directe oefentechniek voor het verbeteren van spreken
in het openbaar en focust specifiek op de effectiviteit en tevredenheid van mensen met
de training. Deze oefentechniek is onderzocht in een cursus voor openbaar spreken en
vergeleken met spreken voor een denkbeeldig publiek waarbij sprekers zich in gedach-
ten voorstellen dat ze voor een publiek staan. De resultaten laten zien dat mensen meer
baat hadden van een virtueel publiek dan een denkbeeldig publiek als het gaat om het
verlagen van spreekangst. Ze waren ook positiever over het trainen met een virtueel pu-
bliek wat betreft het trainingsproces en het effect op hun presentatiecapaciteiten.

Een probleem met het opdoen van een directe ervaring van spreken voor publiek is
dat mensen een laag zelfeffectiviteitsbeeld hier erg tegenop kunnen zien. Daarom wordt
in dit proefschrift ook de indirecte ervaring van het gesimuleerd spreken in een virtu-
ele omgeving onderzocht. Deze indirecte ervaring heeft eigenschappen van zowel een
directe ervaring als een plaatsvervangende ervaring, een ervaring die mensen opdoen
door bijvoorbeeld te kijken hoe andere personen het doen. De indirecte ervaring stelt
personen in staat om de eigen ervaring te observeren vanuit een eerste-persoons per-
spectief zonder zelf iets te doen. Deze ervaring is gecreeerd door de proefpersoon in de
virtuele omgeving in de huid van een virtueel karakter te laten kruipen, waarbij de per-
soon beleeft hoe dit karakter een presentatie geeft voor een virtueel publiek. De mate
waarmee een persoon zich identificeerde met dit karakter kan een modererende invloed
hebben op een dergelijke ervaring. Om deze reden bestudeert dit proefschrift het ef-
fect van de indirecte ervaring in het eerste-persoons perspectief en de modererende in-
vloed van zelfidentificatie bij zulke ervaringen. Een empirische studie is gedaan door
de ervaring van spreken in het openbaar te vergelijken bij een hoog en een laag niveau
van zelfidentificatie. De resultaten wijzen erop dat het gevoel van bekwaamheid meer
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beinvloed werd als de zelfidentificatie hoger was. Bovendien werd de modererende in-
vloed van zelfidentificatie gevonden op de relatie tussen het zelfeffectiviteitsbeeld na de
indirecte ervaring en de perceptie over hoe goed de presentatie uitgevoerd was. Enkel
wanneer een hoog niveau van zelfidentificatie aanwezig was, was de indirecte ervaring
vergelijkbaar met een directe ervaring wat betreft de ervaren aanwezigheid in de virtuele
wereld en de invloed op het zelfeffectiviteitsbeeld.

Samengevat demonstreert dit proefschrift de mogelijkheid van het genereren van vir-
tueel publiek met aanpasbare en herkenbare expressieve gedragsstijlen. De ervaring,
direct of indirect, van het presenteren voor een virtueel publiek kan het zelfeffectiviteits-
beeld van de presentator beïnvloeden. Bovendien helpt het oefenen voor een virtueel
publiek om spreekangst te verminderen. Bovendien oefenen mensen liever met een vir-
tueel publiek dan met een denkbeeldig publiek. Gebruik maken van een virtueel publiek
kan mensen dus motiveren om meer te oefenen, en oefenen verbetert de prestatie. Deze
effecten zijn belangrijk omdat een goede presentatie persoonlijke voordelen kan hebben
of, in het geval van iconische speeches, de loop van de geschiedenis kunnen veranderen.
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INTRODUCTION

Four score and seven years ago our fathers brought forth on this continent, a new nation,
conceived in liberty, and dedicated to the proposition that all men are created equal.

– “The Gettysburg Address” by Abraham Lincoln, 19 November, 1863

You ask, what is our aim? I can answer in one word. It is victory. Victory at all costs
– Victory in spite of all terrors – Victory, however long and hard the road may be,

for without victory there is no survival.

- “Their Finest Hour” by Winston Churchill, 18 June, 1940

I have a dream that one day down in Alabama, with its vicious racists, with its governor
having his lips dripping with the words of interposition and nullification

– one day right there in Alabama little black boys and black girls will be able to join
hands with little white boys and white girls as sisters and brothers.

- “I Have a Dream” by Martin Luther King Jr., 28 August, 1963

1
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1.1. MOTIVATION

G REAT speeches change our world. The Gettysburg Address by Abraham Lincoln
changed the way people thought about the Constitution and has become an author-

itative expression of the American spirit. These 273 words have remade America. When
confronted with the threat of invasion from Nazi-occupied France, Winston Churchill
rallied the nation for the Battle of Britain to come and showed their resolve to fight. The
hope, courage, and determination from the speech saved Great Britain. Martin Luther
King’s speech advanced the civil rights legislation of America and brought his messages
worldwide. The messages set off a worldwide movement for equal rights.

Although those famous public addresses are iconic and rare, almost everyone has to
speak in public from time to time, e.g., talking about research at a conference, making a
speech at a friend’s wedding, or presenting a proposal in a team meeting. Although not
necessarily as influential as those greatest speeches, how well we present affects the way
people think about us. For example, people tend to regard presenters as more credible
and intellectual when they have more eye contact with their audience during presen-
tations [1], [2], and people are more likely to believe the presenters and be persuaded
when the speech is fluent and well organized [3]. People’s attitudes change more in the
direction of persuasive messages when supported by strong arguments instead of weak
arguments [4].

To deliver a well-received speech, a good preparation is first of all needed. Among
all the speech preparation activities, Menzel and Carrell [5] specifically found that more
rehearsals in front of an audience and less anxiety are associated to better speech perfor-
mance. Moreover, the study by Ayres et al. [6] indicated that practicing with an audience
helps to decrease public speaking anxiety and increase the willingness to speak. Smith
and Frymier [7] further found that students who had practiced with an audience per-
formed better than those who had practiced without an audience. Hence, practicing in
front of an audience can be an effective method to improve the performance.

However, it is often impractical to organize an audience to practice a presentation.
Moreover, some people with high levels of speech anxiety may be reluctant or even un-
able to present in front of an audience. Virtual reality may provide a solution, e.g., prac-
ticing with a virtual audience, which are made up of a group of virtual humans. Besides
the logistic advantage of not needing to arrange audience members and a suitable lo-
cation, virtual reality also offers a unique ability to control the members of the virtual
audience. For example, to study the effects of a virtual audience on anxiety, virtual au-
diences have been manipulated to be supportive or unsupportive [8]. In contrast, it is
often impossible for real humans to replicate exactly a certain scenario. Because of these
benefits, exposure in virtual reality is also being used as part of a treatment for anxiety
disorders. Here patients are exposed to situations they fear. Exposure in virtual reality
was found more acceptable for the patients than exposure in real situations [9]. Further-
more, virtual reality exposure has also been found to be an effective treatment method
for anxiety disorders [10–13]. Therefore, this thesis aims to explore the design and cre-
ation of a virtual audience which can be manipulated to meet the momentary individual
needs of patients or trainees.

Many applications may benefit from an expressive virtual audience. For example,
treatment manuals of exposure therapy for social anxiety [14], [15] suggest controlling
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the audience attitude as an effective means of controlling anxiety in a public speaking
scenario; studies on stress responses explored variations of stress tests using supportive
and non-supportive audiences [8], [16]; the virtual audience in a public speaking train-
ing system manifested different attitudes as feedback for the speech performance [17].
Currently expressive virtual audiences are often represented by 3D models animated by
a predefined script [18], or videos of actual people embedded in Virtual Environments
(VEs) [19]. To control the audience’s behaviour, different animations or videos should
be prepared so that operators can switch between these clips. However, preparations
may require considerable effort and thus are usually made in advance because explicit
behaviours need to be scripted along the timeline for each audience member. Due to
the effort involved, these pre-scripted animations and videos are often relatively short,
causing the virtual audience to behave in repeating loops. This repetition may reduce
the behavioural realism, thereby lowering the desired effect, e.g., lowering treatment ef-
ficacy [20]. Therefore, from an engineering perspective, a more flexible and efficient
system needs to be developed for the virtual audience to generate expressive behaviours
automatically. In this way, the audience’s behavioural styles can be adapted in real time
to meet the users’ needs.

Once an expressive virtual audience is created, the question how the virtual audience
can be used to affect humans becomes essential. Like real human audiences, virtual au-
diences have the ability to elicit responses in humans. When individuals are exposed
to a virtual environment and perform in front of a virtual audience, their anxiety and
performance can be affected. For example, Wallergard et al. [21] suggested that virtual
audiences, as part of a stress test, can indeed, like human audiences, induce stress. Much
research [22–24] has already focused on giving people the experience of performing in
front of an audience as part of exposure therapy for individuals with social anxiety disor-
der. This experience has also benefited non-clinical applications. For example, Bautista
and Boone [25] let teachers be trained with virtual students to master their skills of con-
tent delivery and student management. Likewise, Bissonnette et al. [26] trained per-
formance arts students, in this case, young musicians, to overcome their performance
anxiety by performing in front of a virtual audience. Therefore, because of its generic
application, this thesis focuses specifically on the context of public speaking and inves-
tigates how experiences with a virtual audience affect the presenter.

1.2. MAIN RESEARCH QUESTION AND HYPOTHESIS

T HE following main question has driven the research presented in this thesis:

Within public speaking scenarios, how can an expressive virtual audience be
created and how do the experiences with a virtual audience affect the presen-
ter?

As illustrated in Figure 1.1, to study this question it required the implementation of
an expressive virtual audience. Only then, it is possible to address the second part of
the research question as how people perceive such expressive virtual audience, i.e., what
attitude, mood, personality etc a virtual audience can convey and whether people can
recognize variations in these audience characteristics. It then becomes possible to fo-
cus on the presenters’ experience, their satisfaction of presenting for such an audience,
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Figure 1.1: Illustration of the topic of this thesis

but also how it impacts their performance, and their belief about their ability to give
a talk, i.e. their self-efficacy. Thus, the first objective of this thesis is to develop a pa-
rameterized audience model that can generate and adapt the expressive behaviours of
virtual audiences in real time. Support for this idea can be found in work of Wang et al.
[27]. They showed that a model of virtual listeners’ feedback behaviour in a multiparty
conversation was able to take into account several factors which affect the listeners’ be-
haviour, such as their conversational roles and goals, understanding, and attitudes. Fur-
thermore, Busso et al. [28] demonstrated the possibility of computational models to
predict a speaker’s head motion for different emotions, and their evaluations suggested
that these models successfully emphasized the emotional content and improved the vir-
tual speaker’s behavioural naturalness. These examples show the potential of a parame-
terized model to generate expressive behaviours for a virtual audience. Additionally, as
suggested by Allwood [29], human’s nonverbal behaviour exhibits clues about a person’s
mental and physiological states, such as moods, attitudes, and personality. Thus, this
thesis proposes a parameterized agent model for the audience to generate expressive
listening behaviour, i.e. behavioural styles. These styles can be modulated by adjusting
the agent’s attributes such as mood, attitude, personality, and energy level. Virtual char-
acters’ behaviour can be generated autonomously mainly in two ways: (1) computed by
crafted rules that specify which behaviour should be generated in a certain context based
on psychological knowledge and literature [30], or (2) generated by statistical models
that predict body postures based on observation [31]. Whereas the statistical approach
needs real-life observations of a certain phenomenon to build a model, the theoretical
approach requires more broad and general knowledge of the phenomena. At this mo-
ment, complete, coherent, and formal specifications of audience behaviour cannot be
derived from theories; hence, the statistical approach was applied in this thesis to gen-
erate the virtual audience’s behaviour.

An important objective for the generation of expressive virtual audiences is that peo-
ple can notice variations in the generated behavioural styles, and furthermore, can rec-
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ognize distinct styles. When it comes to people’s ability to recognize the mental and
physiological states simulated by a single virtual human, considerable work has been
done. For example, individuals can recognize affective states from simulated facial ex-
pressions [32]. Besides emotions, Chollet et al. [31] and Hu, Walker, Neff, and Tree [33]
demonstrated that people can recognize a virtual human’s attitude and even personal-
ity expressed by full body postures. Besides work that focuses on recognition based on
the behaviour of a single virtual human, some work also focuses on groups of virtual hu-
mans. For example, Prada and Paiva [34] developed a model supporting group dynamics
for autonomous agents to perform in groups with human users. Group behaviour of vir-
tual agents has also been modeled based on the agents’ interpersonal relationship [35].
Ravenet et al. [36] modeled nonverbal behaviour of virtual agents in a conversational
group and demonstrated that individuals recognized the expressed interpersonal atti-
tudes of the agents. Some research specifically focuses on behaviour of virtual audiences
in a public speaking scenario. Poeschl and Doering [37] and Tudor et al. [38] provided
initial guidelines for behavioural design of realistic virtual audiences. They observed the
behaviour of a typical audience in a lecture and explored the behavioural patterns such
as frequency, duration, and postural sequence of certain behaviour categories, e.g. pay-
ing attention.

In addition to the perception and recognition of group attitude and an overall men-
tal state, a virtual audience can have an effect on presenters’ experience when delivering
their talks. The effect can manifest itself in several ways. Most noticeable and funda-
mental is the reported feeling of being present in front of a virtual human or a virtual
audience. Studies have shown that people can experience a sense of presence when in-
teracting with a virtual human [39], exposed to a group of virtual classmates [40], and
speaking in front of a virtual audience [41]. Another effect presenters can experience is a
heightened level of anxiety, stress, or arousal. For example, people have reported anxiety
when speaking to a virtual character [39], [42], [43], speaking among a group of virtual
characters [40], or giving a presentation in front of a virtual audience [44]. The pres-
ence of a virtual audience has also been found to affect people as a real audience did.
For example, individuals were found inhibited when performing a complex task with the
presence of either a real or virtual audience [45]. When musicians performed in front of
a virtual audience, their anxiety responses were similar to those elicited by a real audi-
ence. Other than an emotion impact, exposure to virtual humans has also been found
to affect beliefs such as self-efficacy [40]. Besides the immediate effect during exposure,
exposure might also have long lasting impact. This is of course essential for educational
and therapeutic use. Morina et al. [24] and Anderson et al. [22] found that the treatment
gains were maintained months after exposure.

It should be noted that, without a visible audience, an imaginary audience can also
affect people’s emotion and performance. For example, imaginary audiences and virtual
audiences were found similarly effective in evoking social anxiety [16]. Both methods
may help to reduce people’s anxiety during presentation and improve public speaking
performance. However, practicing with an imaginary audience holds a number of draw-
backs when comparing practicing with a virtual audience, e.g., the limitations of an im-
agery task such as requiring considerable attentional resources and lack of control [46],
which potentially makes it less satisfying, efficient and effective for some individuals.
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For some phobic individuals, it might initially still be very challenging to practice
directly in front of a virtual audience. Passively observing initially someone else speak-
ing would however be more attainable. This thesis argues that even observing a public
speaking experience from the presenter’s perspective in virtual reality, can still affect the
observer. Several studies have shown that indirect or vicarious experiences obtained in
virtual reality may affect one’s belief and behaviour. For example, a person’s self-efficacy
can be weakened when he is observing virtual classmates praising other virtual class-
mates but negatively criticizing him when he answers questions in a virtual classroom
[40]. People were also found doing more physical exercises after observing a jogging
virtual lookalike, i.e., a virtual-self, than observing a dissimilar virtual character jogging
[47]. The work in this thesis goes one step further, by creating a first-person-perspective
vicarious experience. This experience mixes the features of direct experiences and tra-
ditional vicarious experiences. As individuals experience a scenario from a first person
perspective without actively performing the behaviour in question, the vicarious expe-
rience gives them the experience of accomplishment and thereby influencing their fu-
ture performance. On the other hand, this experience is in some aspects also similar to
a traditional vicarious experience. A person only experiences passively a scenario that
unfolds automatically, i.e., the person only observes and does not need to act during
the experience. When learning from traditional vicarious experiences, besides modelled
performance, people may also evaluate their own capability by comparing themselves to
the model on personal characteristics such as age and gender, when they are assumed
to be predictive of performance capabilities. For example, children have been reported
to derive a stronger self-efficacy from peer modelling than observing adult models ex-
emplifying the same task [48]. Thus, learning can be more effective, or the modelled
performance is more relevant to a person, if the person perceives more similarity be-
tween oneself and the model [49]. Thus, the identification of the model of the first-
person-perspective vicarious experience, i.e., how individuals relate the experience to
themselves, can be a moderator on the effects of such an experience. In other words, a
higher sense of self-identification during the experience can be more effective in modi-
fying one’s efficacy belief.

In conclusion, the thesis distinguishes the following four hypotheses:
H1. A parameterized audience model can generate a virtual audience with expressive

behaviour.
H2. People can recognize different styles of the expressive behaviours generated by

the audience model.
H3. People prefer practicing with a virtual audience over practicing with an imagi-

nary audience.
H4. The level of self-identification affects self-efficacy after a first-person-perspective

vicarious experience.

1.3. RESEARCH APPROACH

T O test the first hypothesis, a parameterized agent model for virtual audiences was
first created with the ability to generate expressive behaviours. The model provided

control over the audience behaviour by setting parameters such as attitude, mood, and
personality of virtual audience members. For this, real audiences were observed in four
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different presentations, designed to elicit various attitudes, moods, and physical states
of the audiences. During the observation of audiences’ behaviour, the audiences’ states,
e.g., attitude and mood, were collected by questionnaires. To establish the connec-
tion between the audiences’ states and specific behaviours, statistical models were ab-
stracted from the observed data, with the audience states as predictor parameters and
audience behaviour as response variables. To investigate whether individuals could rec-
ognize the generated expressive behaviour, two perception studies were conducted. In
the first experiment, 22 participants were exposed for 12 minutes to a virtual audience
while every minute the model’s parameter setting was systematically changed. Through-
out the exposure, participants were asked to describe orally the states of the audience
without restrictions. In the second experiment, another 22 participants were exposed to
the virtual audience in the same sequence of 12 conditions. After watching the audience
in each condition, participants were asked to rate the virtual audience by scoring param-
eter dimensions used by the model, e.g. attitude, and mood. The model and empirical
study are described in Chapter 2.

Examination of the second hypothesis centred on the perception validation of the
virtual audience expressiveness. Two questions were at the core of the validation: when
changing the model parameters, are people able to notice variation in audience be-
haviour, and can people recognize distinct behavioural audience styles? Four studies
were conducted. The first study aimed to investigate individuals’ perception on audi-
ence characteristics, in particular, mood, personality, and attitude, which result in vari-
ations in audience behaviour. Hence, a paired comparison perception experiment was
conducted. In the experiment, pairs of virtual audiences with different parameter set-
tings were shown to participants, who were required to judge a specific quantitative
difference in an audience property, e.g. higher or lower arousal. In the following two
studies, people’s understanding on audience behavioural styles was explored. Thus, two
experiments respectively explored the design and the perception of various audience
scenarios. In the first experiment, people were invited to use the noticeable audience
parameters earlier identified to design audience behaviour for a set of public speaking
scenarios, such as giving a best man’s speech at a wedding, or presenting a business
proposal to a number of potential investors. Based on the parameter settings made, au-
dience scenarios were clustered on their similarity into general behavioural audience
styles. To validate that people indeed recognise these general behavioural audience
styles, the second experiment invited people to match videos of virtual audiences ex-
hibiting these styles with descriptions of these behavioural audience style. The last step
in perception validation was to go back to the original underlying model and determine
what specific audience postures and behaviours made up these general behavioural au-
dience styles. The four studies and corresponding results are presented in detail in Chap-
ter 3.

Using the described virtual audience with its recognizable behavioural styles, vari-
ous public speaking scenarios could be constructed, which provided opportunities for
individuals to obtain a variation of public speaking experiences. It also provided a basis
for testing the third hypothesis, regarding the effect a virtual audience has on presen-
ters. A public speaking training course was organized on the university campus, which
included three training sessions followed by a closing presentation where participants



1

8 REFERENCES

gave their presentation to a human audience. To acquire direct experiences as a public
speaker, participants were asked to practice their own presentations in front of a virtual
audience in three training sessions. This experiment employed a between-subjects de-
sign, which meant that another participant group received the same training content but
were required to practice with an imaginary audience in the training sessions. In all ses-
sions, participants’ heart rate, subjective anxiety level, and self-efficacy in public speak-
ing were collected. In the final presentation, two human audience members also scored
the participants’ speech performance. Furthermore, participants scored their satisfac-
tion with the practicing techniques. The results of the experiment gave an insight into
the practicing technique’s effectiveness and people’s satisfaction. A detailed description
of the study is presented in Chapter 4.

The fourth hypothesis was also tested in an empirical study. Vicarious experiences
were constructed from a public speaker’s perspective where the speaker was giving lec-
tures on elementary arithmetic in front of a virtual audience. To exploit the moderat-
ing effect of self-identification on the experience, experiences with a high level of self-
identification were compared with experiences with a low level of self-identification in
a between-subjects experiment (n = 60). After being exposed to the vicarious experi-
ence, participants from both conditions actively gave another lecture on elementary
arithmetic. Here the vicarious experiences’ effect was compared between the two levels
of self-identification. The investigation analysed individuals’ experience, such as self-
efficacy, presence response, and anxiety level, which were collected by questionnaires
in both vicarious experience and direct experience of the experiment. To investigate
the moderating effect of self-identification on such vicarious experiences, correlation
was examined between self-efficacy after the vicarious experience and the performance
of the model in the experience. Besides, the moderating effect of self-identification
was also examined on the association between the vicarious experiences and direct lec-
ture experiences regarding the experienced presence and the experiences’ effect on self-
efficacy. This study and its findings are presented in detail in Chapter 5.

The conclusions that can be drawn from the various studies presented in this thesis
are discussed in chapter 6. The main contributions of the research and suggestions for
future research are also put forward here.
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2
AN EXPRESSIVE VIRTUAL

AUDIENCE WITH FLEXIBLE

BEHAVIORAL STYLES

Currently, expressive virtual humans are used in psychological research, training, and
psychotherapy. However, the behavior of these virtual humans is usually scripted and
therefore cannot be modified freely at run time. To address this, we created a virtual audi-
ence with parameterized behavioral styles. This paper presents a parameterized audience
model based on probabilistic models abstracted from the observation of real human au-
diences (n = 16). The audience’s behavioral style is controlled by model parameters that
define virtual humans’ moods, attitudes, and personalities. Employing these parameters
as predictors, the audience model significantly predicts audience behavior. To investigate
if people can recognize the designed behavioral styles generated by this model, 12 audi-
ence styles were evaluated by two groups of participants. One group (n = 22) was asked to
describe the virtual audience freely, and the other group (n = 22) was asked to rate the au-
diences on eight dimensions. The results indicated that people could recognize different
audience attitudes and even perceive the different degrees of certain audience attitudes.
In conclusion, the audience model can generate expressive behavior to show different at-
titudes by modulating model parameters.

This chapter has been published in IEEE Transactions on Affective Computing 4, 326 (2013).
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2.1. INTRODUCTION

L IKE a human audience, an audience of virtual humans has the ability to elicit re-
sponses in humans, e.g., [1], [2]. This ability makes a virtual audience beneficial

when it comes to training, psychotherapy, or psychological stress testing. For example, it
can help musicians to practice performing in front of an audience [3]. Virtual audiences
are also being used as part of exposure therapy for individuals with social anxiety disor-
der [4] by exposing them to situations they fear. Instead of learning to cope with anxiety,
some studies (e.g.,[5]) suggest that virtual audiences may also be used in the Trier Social
Stress Test (TSST) [6] to induce stress in an individual with the aim of studying the effect
of stress.

Besides the logistic advantage of not needing to arrange audience members and a
suitable location, a virtual audience also offers the ability of control over the audience.
For example, although the procedure for the standard TSST aims for a neutral audience,
some have also explored variations with supportive or non-supportive audiences [7].
For exposure therapy, control of the fear stimuli is also desirable, as therapists aim to
gradually expose patients to more fear-eliciting situations. Besides switching between
different situations, e.g., an audience of fewer or more people [8], Emmelkamp [9] also
suggests that treatment of social anxiety can also benefit from control over the fear stim-
uli within a virtual reality session, e.g., the behavior of the audience, as patients need to
experience a certain amount of anxiety. Some treatment manuals [8] even give specific
instructions on the desired anxiety level. Therefore, these manuals [8], [10] suggest us-
ing the attitude of an audience (e.g., negative or positive audience) as an effective means
of controlling anxiety in a public speaking scenario. Currently virtual audiences are of-
ten represented by 3D models animated by a predefined script, e.g., [2], or videos of
actual people embedded in Virtual Environments (VE)s, e.g., [11]. To control the audi-
ence’s behavior, different animations or videos should be prepared so that operators can
switch between these clips. However, the preparations may require considerable effort
and thus are usually made in advance because explicit behaviors need to be scripted
along the timeline for each audience member. Due to the effort involved, these pre-
scripted animations and videos are often relatively short, causing the virtual audience to
behave in repeating loops. This repetition may reduce the behavioral realism, thereby
lowering the desired effect, e.g., lowering treatment efficacy [12]. From an engineering
perspective, a more flexible and efficient system can be developed by applying software
agents for the virtual audience to generate expressive behaviors automatically. Instead
of specifying individual audience behavior, operators can adjust the agent parameters,
e.g., attitude or personality, at run time to change the audience behavioral style. Con-
trolling the audience on this higher level of abstraction reduces workload, as low-level
audience behaviors no longer need to be controlled manually.

We therefore propose to use a statistical model, i.e., a model based on a corpus of
audience behavior instead of theories of audience behaviors, to generate expressive be-
havior of virtual audience members. This method allows a human operator (e.g., re-
searcher, therapist, or trainer) to control the virtual audience’s behavioral styles by set-
ting the agents’ attributes (e.g., attitude and mood) and environment settings (e.g., inter-
rupting events). This paper describes the creation of such a virtual audience, set within
a public speaking scenario, as this is a commonly used laboratory procedure to elicit
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stress, e.g., as part of TSST, and as this is also one of the most common social situations
that people with social anxiety fear [13]. Since the audience in public speaking situations
usually shows their attitudes through body expressions, the design focuses on the gener-
ation of bodily responses of the virtual audience. To create such an audience, the main
contributions of this study are: (1) a parameterized audience model which generates ex-
pressive behaviors based on statistical models, and (2) a corpus of audience behavior in
public speaking situations.

2.2. DESIGN OF THE VIRTUAL AUDIENCE

A S already mentioned, the behavior of the virtual audience should be realistic, flex-
ible and expressive to display different attitudes. Thus, this paper proposes a pa-

rameterized agent model for the audience to generate expressive listening behavior. The
behavioral styles can be modulated by adjusting agent attributes such as mood, attitude,
personality, and energy level. The models for behavior generation are realized through a
statistical approach.

2.2.1. REALISTIC AND FLEXIBLE EXPRESSIVE BEHAVIOR

Behavioral realism can be achieved by using autonomous agents. Although few stud-
ies have reported on the behavior of an autonomous audience, the potential for natural
behavior has already been shown in recent studies of Embodied Conversational Agents
(ECA). For example, a speaking agent can generate natural head movements [14], and a
listening agent with simulated backchannel (head nod and smile) can improve the rap-
port in the human-agent interaction [15].

Adjustable expressive behavior can be implemented by a parameterized agent model.
The parameters should affect the virtual humans’ behavior so that they can behave ex-
pressively. For example, a model of listeners’ feedback behavior in a multiparty con-
versation [16] was able to take into account several factors which affect agents’ behavior,
such as their conversational roles and goals, understanding, and attitudes. Furthermore,
Busso et al. [17] shows the possibility of computational models to predict a speaker’s
head motion for different emotions, and their evaluations suggested that these models
successfully emphasized the emotional content and improved the virtual speaker’s be-
havioral naturalness.

Using such a parameterized model, operators can adjust the virtual audience’s be-
havioral style by modifying its parameters. To convey affective connotations via body
language, the parameters were selected from attributes that can affect and can be ex-
pressed in a person’s nonverbal behavior. These attributes include moods, attitudes,
personality, and physiological states [18].

2.2.2. BEHAVIOR GENERATION

Behavior generation of autonomous agents is often implemented by two main approaches:
the theoretical and the statistical approach. The theoretical approach is to craft the
rules that specify which behavior should be generated in a certain context based on psy-
chological knowledge and literature. Examples using this approach include the listener
model by Bevacqua et al. [19]. The statistical approach has also been widely used. It
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Figure 2.1: The framework of the virtual audience simulator. The arrows (→) in the diagram illustrate the
direction of information flow.

uses statistical models taken from observations or corpora of human behavior to pre-
dict virtual agents’ behavior. For example, a speaking agent [14] was developed using a
machine learning approach, and listener’s backchannel behavior (head nod and smile)
[15] was generated by a probabilistic prediction model. Whereas the statistical approach
needs real-life observations of a certain phe-nomenon to build a model, the theoreti-
cal approach requires more broad and general knowledge of the phenomena. At this
moment, complete, coherent, and formal specifications of audience behavior cannot be
derived from current theories; hence the statistical approach was applied in this study
to generate the virtual audience’s behavior.

2.3. SYSTEM OVERVIEW

T HIS section describes the high-level design of the audience model based on the im-
plementation methods discussed in Section 2.1. Figure 2.1 illustrates the framework

of the integrated system and the architecture of the members of the autonomous audi-
ence. The overall structure of the agent architecture is based on common components of
autonomous agents that should be able to perceive and act in the environment in which
they are operating (see [20]). That is, the agent model includes a mind module for mak-
ing decisions, a behavior module for translating the input from the mind into actions in
the VE, and a perception module for perceiving the world (consisting of the VE and the
user). Percepts work as input for the agent’s decision making. In this way, the architec-
ture implements a sense-reason-act cycle. This structure has also been widely used in
ECAs, e.g., [15], [19]. Each module of this system is described in more detail later on,
illustrating how they are composed to target the application of generating virtual audi-
ence behavior.

The mind module stores the values of the agent attributes. These attributes affect
agent behavior and can be set by the operator. The agent attributes comprising per-
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sonality, attitude (i.e., whether the agent is interested and positive towards the speech),
mood, and energy level are assigned to two categories: the exogenous parameters and
the endogenous parameters. Attributes regarded as static factors in a scenario such as
personality and attitude belong to the exogenous parameters. These parameters can be
set directly by the operator and remain constant unless they are modified by the opera-
tor. Dynamic attributes such as energy and mood belong to the endogenous parameters.
As some ECA studies show, humans can perceive [21] and be affected by [22] virtual hu-
mans’ affective states. Manipulation of the dynamic factors over time may be needed
to regulate the user’s state. Therefore, the endogenous parameters not only need initial
values but are also influenced by the agent’s mental resource manager. The mental re-
source manager stores emotional and physiological models, which can be defined by the
operator and specify how the parameters change over time. According to the setting, the
parameters will change automatically during the audience simulation. The parameters
then feed into the decision module. Together with the perceived events such as a phone
ringing or a fellow virtual human talking, the decision module will decide whether or not
to react to these events. When the decision is made, the decision module will pass on the
parameters to the behavior module to generate behavior.

The behavior module has two sub-modules: a listening posture module and an event
reaction module. If the agent decides to react to a perceived event, it will output this
decision to the event-reaction sub-module of the behavior module. The event-reaction
sub-module will then generate an event response. If it decides not to respond or no
event is perceived, it will directly pass the parameter values to the listening posture sub-
module of the behavior module to generate a listening posture. The behavior module
will generate a posture or movement every two seconds using one of its sub-modules
(i.e., event reaction or listening posture). This posture or movement will then be used to
animate the embodied agent in the VE.

While the user is giving a talk and the virtual agents are being animated, the agent
perceives the world through the perception module. The world consists of the VE and
the user, who is immersed in the VE. The perception module acquires the information
from the world abstraction module, which works as an interface between the world and
the agent. It provides abstracted information about the world such as a door slam (VE
event), agent-agent interactions (agent event), and user events, e.g., a user’s performance
obtained by evaluating the user’s speech using voice detection technology [23]. These
events are passed on as percepts to the mind module, which can use the event informa-
tion in its decision making. For example, when an agent perceives a door slam, it can
decide to turn around and look at the door.

Besides the perception-mind-behavior model in this system, the operator has direct
control over certain aspects of the VE, in particular, the appearances of the virtual agents
and the occurrence of VE events to meet the audience simulation requirements.

2.4. DATA COLLECTION FOR THE AGENT MODEL

A S the autonomous audience’s behavior was generated based on statistical models
abstracted from real-life observations, we observed and analyzed real audiences’ be-

havior in different conditions. Pertaub et al. [24] found that the speakers’ anxiety levels
differ when they faced respectively a neutral static audience, a positive audience, and a
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negative audience (which exhibited bored and hostile expressions). To create an audi-
ence with more flexibility, besides the positive and neutral audiences, our observation
data included two additional negative types: a critical audience and a bored audience.
The critical audience was concerned about the speech topic but also critical of the talk.
The bored audience was impatient and tired due to the boring speech. In summary, the
virtual audience was designed to show at least four attitudes: positive, neutral, bored,
and critical. Additionally, audiences’ personality and mood data were included in the
model to add realism and variety. Personality affects listening behavior [25] and can be
perceived from virtual human’s behavior (e.g., [19]). Studies (e.g., [26]) have also shown
that mood can be expressed and perceived in several ways, e.g., postures and facial ex-
pressions. To achieve such a design, real audience’s behavior was observed, and data of
their personality, mood, attitude, and energy level was collected in four conditions: pos-
itive presentation, neutral presentation, boring presentation, and critical presentation.
The audience behavior was then coded for the preparation of modeling the behavioral
patterns.

2.4.1. OBSERVATION

MEASURES

The following measures were used to assess the personality, mood, attitudes, and energy
levels of each audience member.

International Personality Item Pool (IPIP-NEO [27]). The IPIP-NEO is a public do-
main collection of items for per-sonality tests of adults. This study used a short inventory
containing 120 items measuring the Big Five personality traits: Extraversion, Agreeable-
ness, Conscientiousness, Neuroticism, and Openness to Experience. Each trait is scored
on a scale of 0 to 99.

Self-Assessment Manikin (SAM [28]). SAM is a nonverbal pictorial assessment tech-
nique that directly measures three dimensions of mood: valence, arousal, and domi-
nance. Each dimension has a 5-point rating scale.

Measure of Energy Levels (ME) and Measure of Attitudes (MA). Self-designed ques-
tionnaires were used to assess the audience members’ energy levels and attitudes to-
wards the presentations. The items of ME and MA were all rated on a scale of seven
points, specified in Table 2.1.

PROCEDURE

16 participants (seven females, nine males) were recruited from fellow PhD students
studying computer science. The participants’ ages ranged from 24 to 33 years (M = 27.6,
SD = 2.9). All the participants signed the informed consent form. None of them knew the
speaker beforehand. The participants were split into two eight-person groups. The be-
havior of participants in one group was video-recorded while they acted as an audience
listening to four different presentations. Right before the first presentation, the audience
was asked to complete the SAM questionnaire to assess their emotional states and the
ME for energy levels. After each presentation, lasting around seven minutes, they were
asked again to fill in the SAM and ME to track their emotional and energy states, and
MA to acquire audience’s attitudes towards the presentation. In each presentation, an
interrupting event (i.e., a door slam or a telephone ring) was arranged randomly.
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Table 2.1: Questionnaire items for measuring energy level and audience attitudesAUTHOR ET AL.:  TITLE 1 

TABLE 1 
Questionnaire Items for Measuring Energy Level and Audience Attitudes 

  

Questionnaire  Item 
Label 

0 6 
ME Energy How is your current physical 

state? 
Tired  Energetic 

     
MA Interest What do you think of the topic? Boring Interesting 

Approval 
How is your attitude towards the 
content? 

Negative Positive 

Eagerness 
for 
information 

I was eager to get information and 
remember facts from the speech. 

Extremely 
disagree 

Extremely 
agree 

Criticism 
I was critical to the speech and 
wanted to find flaws. 

Extremely 
disagree 

Extremely 
agree 

Impatience I was impatient and hoped to 
finish as soon as possible during 
the speech. 

Extremely 
disagree 

Extremely 
agree 

 

The whole process was repeated with the other group of participants, but this time
the presentations were given in a reverted order to avoid the potential order effects.
Thus, a set of videos consisting of four conditions for 16 participants was obtained. All 16
participants completed the IPIP-NEO personality inventory afterwards. Ethical approval
for this study was obtained from the university ethics committee.

MATERIALS

The settings of the four presentations designed to evoke the four attitudes were as fol-
lows.

Positive presentation. To obtain the audience’s interest, the audience was told at
the beginning that they would win a small prize if they listened carefully and got a high
score in the quiz afterwards. The topic was a novel invention of a robot gripper which
was much more advantageous than traditional ones to evoke a positive attitude.

Neutral presentation. The topic was a software design method and there were no
additional instructions for the audience.

Boring presentation. The speaker read aloud some text from the book of Nico-
machean Ethics by Aristotle. However, the order of paragraphs had been rearranged so
that the talk no longer contained a clear story line and therefore was no longer under-
standable for the listeners.

Critical presentation. The presentation criticized all the PhD students in the audi-
ence, saying that they did worst comparing with PhD students in other departments and
in computer science departments at other universities. To address this, statistics were
shown that only four out of 108 PhDs graduated on time over the last eight years and the
average time needed for a PhD in the department to graduate was 5.5 years, which was a
half year more than the average time needed for a PhD in computer science to graduate
in the Netherlands. Additionally, a number of provocative policies were argued for, e.g.,
working hours from 9:00am to 6:00pm with only a half hour for lunch, and salary reduc-
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Table 2.2: MA questionnaire results, Mean±SD
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TABLE 2 
MA Questionnaire Results, Mean±SD 

Questionnaire item 
Presentation condition 

Positive Critical Boring Neutral  
Interest 5.06±1.18H  4.19±1.68H  0.69±1.08L  3.94±1.34 
Approval 4.94±0.77H 2.44±1.86L 1.44±1.75L 4.50±1.03 
Eagerness for 
information 4.75±1.61H 4.50±1.37H 1.88±1.71L 3.00±1.63 

Criticism 0.75±1.00L  3.50±2.37H  0.88±1.93L 1.63± 1.67 
Impatience 1.00±1.03L 0.75±1.24L 4.12±2.13H 1.25±1.24 

Note: a mean with H indication is significantly (p < 0.01) higher than a mean with L indication within 
one questionnaire item. 

tion if the research progress was slow. The speaker said that this presentation would also
be given to the head of the department.

CONDITION VERIFICATION

To confirm that the audience attitudes were respectively positive, neutral, bored, or crit-
ical towards the presentations, the MA questionnaire results reflecting their attitudes
were analyzed. The results (Table 2.2) show that the positive audience was significantly
more interested (t(15) = 10.02, p < 0.001), more positive (i.e. high ratings in Approval,
t(15) = 7.12, p < 0.001), more eager to get information (t(15) = 4.37, p = 0.001), and less
impatient (t(15) = -7.01, p < 0.001) than the bored audience. The critical condition was
similar to the positive condition but significantly less positive (t(15) = -5.00, p < 0.001)
and more critical (t(15) = 4.79, p < 0.001) than the positive condition. The questionnaire
results of the neutral condition were always between the high-level and low-level results.
Therefore, the audience was respectively positive, neutral, bored, and critical in the cor-
responding conditions.

The questionnaire results were used as agent attributes in the agent modeling. As the
attributes were rated on different scales (Table 2.3), all the attribute data was normalized
by subtracting the minimum of each attribute from the raw value and then dividing the
difference by the difference between the maximum and the minimum of the raw value.
Hence the data for each attribute covered the whole scale. This result was then mul-
tiplied by 10 so that these attributes were rated on a common scale ranging from 0 to
10.

2.4.2. CODING POSTURES

To annotate the recorded video and characterize the audience’s behavioral patterns, a
posture-coding scheme was developed. The coding scheme describes how a certain
part of the body moves in three-dimensional space using both anatomical and exter-
nal reference frames [29]. A posture code consists of five sub-codes to convey position
or movement information of the following parts: head, gaze, arms and hands, torso, and
legs. Table 2.4 shows the posture-coding scheme for each part. That is, a sitting posture
can be noted as a combination of the five sub-codes, i.e., HxGxAxTxLx. For example,
if a person turns the head to the right (H2) and looks at the right side (G4), sitting up
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Table 2.3: Statistics of audience data used as agent attributes

AUTHOR ET AL.:  TITLE 3 

 

 
  

TABLE 3 
Statistics of Audience Data Used as Agent Attributes 

Dimension/ 
measures Parameters 

Measuring scale Raw data 
Min Max Mean SD 

Mood/ SAM Valence 1 - 5 1 5 2.46 0.93 
Arousal 1 - 5 1 5 3.55 1.01 

 Dominance 1 - 5 1 5 2.86 0.92 
       
Energy/ME Energy 0 - 6 0 6 3.61 1.38 
       
Attitude/ MA Interest 0 - 6 0 6 3.47 2.12 

Approval  0 - 6 0 6 3.58 1.99 
Eagerness for information 0 - 6 0 6 3.53 1.94 
Criticism 0 - 6 0 6 1.69 2.09 
Impatience 0 - 6 0 6 1.78 1.99 

       
Personality/ IPIP-
NEO 

Openness to Experience 
0 - 99 0 77 36.81 24.02 

 Conscientiousness 0 - 99 1 99 60.56 29.78 
 Extraversion  0 - 99 0 96 46.00 28.08 
 Agreeableness 0 - 99 7 88 58.13 25.41 
 Neuroticism 0 - 99 1 64 28.50 20.37 

 

Figure 2.2: A video screenshot of an observed audience.

straight (T1) with a hand tapping on the desk (A17) and twisted ankles (L2), the pos-
ture will be annotated as H2G4A17T1L2. Although the coding scheme includes the au-
dience’s gaze information, the gaze has not been implemented in the behavioral model
currently. Hence the postures that are mentioned below are combinations of positions
or movements of the four parts: head, arms and hands, torso, and legs.

Figure 2.2 shows a video screenshot of an observed audience. To determine the sam-
pling interval [30], the codable behaviors in the videos were analyzed. The shortest du-
ration of a codable state was 2 seconds. Thus, with an interval of two seconds, a coder
coded each audience member’s postures with the posture-coding scheme. The postures
were coded by recording four position variables: head, arms and hands, torso, and legs.
Taking the coding of leg positions for example, the coder had a choice out of three po-
sition codes (i.e., L1, L2, and L3) for each coding unit. Moreover, when an interrupting
event occurred, additional information was recorded, specifically the reaction of each
participant (i.e., turning angle of the head and reaction duration) and the event infor-
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Table 2.4: The posture coding scheme

AUTHOR ET AL.:  TITLE 5 

 
 

TABLE 4 
The Posture Coding Scheme 

 
 
 
 
 

Part of body Behavior category Short description 
Head H1: Head up The head keeps the neutral position. 

H2: Head turn The head turns right or left. 
H3: Head down The head is lowered. 
H4: Head tilt The head tilts right or left. 
H5: Head nod Nod the head: the head moves down and then up again 

quickly. 
H6: Head shake Shake the head: the head turns from side to side. 

   
Gaze G1: Towards the speaker The gaze is directed towards the speaker. 

 G2: Upwards The gaze is directed above the speaker position. 
 G3: Downwards The gaze is directed below the speaker position. 
 G4: Averted sideways The gaze is directed away from the speaker 
   

Arms and 
hands 

A01: Hands on legs Both hands are on the legs. 
A02: Open arms on desk Both arms rest on the desk without touching each other. 
A03: Arms crossed The arms are crossed in front of the body. 
A04: Catapult The hands are holding behind the head like a catapult. 
A05: Hands steeple The fingers of one hand lightly press against those of the 

other hand to form a church steeple. 
A06: Hands clenched The hands are clenched, and the elbows rest on the desk. 
A07: Chin/ cheek touch One hand touches the chin or cheek, and the other arm 

rests in front of the body. 
A08: Supporting head One or two arms support the head and the elbows rest on 

the desk. 
A09: Desk and chair back One arm rests on the desk and the other rests on the chair 

back. 
A10: Self-hold One arm swings across the body to hold or touch the other 

arm. 
A11: Desk and leg One arm rests on the desk and the other rests on one leg. 
A12: Nose touch One hand touches the nose, and the other arm rests on the 

front torso. 
A13: Eye rub One hand rubs the eyes, and the other arm rests on the 

front torso. 
A14: Ear touch One hand touches the ear, and the other arm rests on the 

front torso. 
A15: Neck touch One hand touches the neck, and the other arm rests on the 

front torso. 
A16: Mouth touch One hand touches the mouth, and the other arm rests on the 

front torso. 
A17: Hand tap One or two hands tap the desk continuously. 

   
Torso T1: Torso upright The torso keeps upright. 

T2: Torso forward The torso leans forward and the spine keeps straight. 
T3: Torso backward The torso leans backward and the spine keeps straight. 
T4: Torso back in the chair The torso leans back in the chair and the spine is relaxed. 
T5: Torso bent forward The torso leans forward, and the spine is bent forward. 

   
Legs L1: Standard position The knees are bent at a right angle with both feet flat on the 

ground, and the legs are not crossed. 
L2: Legs crossed/ twisted The legs are crossed or the ankles are twisted. 
L3: Leg joggle/ tap The upper leg joggles or the lower leg taps the floor when 

the legs are crossed, or one or two feet tap the floor when 
both feet rest flat on the floor. 

 



2.5. THE MIND MODULE

2

23

mation (i.e., the direction and the duration of the event). To assess the coding reliability,
an additional coder was trained and independently coded an eight-minute video sam-
ple of one audience member according to the coding scheme. The sample consisting
of 240 units was coded out of a total length of 320 minutes (i.e., 9600 units). To avoid a
biased sample, a representative sample was selected with similar frequencies of posture
shifts as observed on average in the whole corpus, i.e., 1.25, 1.50, 0.63, and 0.38 behavior
shifts per minute for head, arms and hands, torso, and legs respectively for the sam-
ple, and 1.26 (SD = 1.66), 1.19 (SD = 1.27), 0.40 (SD = 0.76), and 0.34 (SD = 0.88) for the
whole corpus. Like the first coder, the second coder coded the four position variables
at two-second intervals from the same starting point. The coding agreement between
the two coders was assessed by computing Cohen’s kappa [31] for each variable. The
agreement coefficients for the four position variables were respectively 0.85, 0.85, 0.94,
and 0.93, which shows an acceptable level of agreement [32]. Note that the combination
of relatively few behavioral shifts and the relatively short two-second sampling intervals
created large sequences without variations, which might cause relatively high agreement
level.

From the recorded videos lasting around 320 minutes, over 300 unique postures (pre-
sented by unique combinations of the four sub-codes, HxAxTxLx) were observed. To
simplify the analysis and system implementation, the postures which occurred less than
6 times (an occurrence of a posture was counted only when the posture changed to an-
other) in the whole observation were removed, resulting in 59 postures. The remaining
coding still accounted for 80% of the 9600 coding units.

The collected data was used to build statistical models of audience behavior. The
next two sections explain the statistical models and how the mind module and the be-
havior module use these models to generate the virtual agent’s behavior.

2.5. THE MIND MODULE

T HE mind module stores the agent attributes that affect the virtual agent’s behavioral
style and includes a decision module for event response. The agent attributes, in-

cluding personality, attitude, energy and mood, are presented by parameters listed in
Table 2.3. Before passing the parameters to the behavior module, the decision module
will first decide whether or not the agent should respond in case of interrupting events.

To mimic the probabilities with which real persons would respond to the events, the
decision model was trained using the observed data. A supervised classification method,
logistic regression, was applied. The agent parameters (Table 2.3) and event information
(i.e., event duration and event location) were used as predictors. The training and test
data used the normalized questionnaire results and the coding information of the ob-
servations. For the endogenous parameters, such as energy level and mood, data was
collected before and after each presentation. To simplify the model, the values of these
parameters were assumed to change linearly during the presentation. Hence the miss-
ing data during each talk for mood and energy level were linearly interpolated using the
results of ME and SAM before and after each presentation.

A sample of 39 cases was drawn from the original data set with an almost equal num-
ber of cases where a person did or did not respond to an event. This avoided a biased
function caused by an imbalanced data set where the sizes of classes are not similar. The
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logistic regression model can be expressed by the following formulae:

p = 1/1+exp[−(b0 +b1x1 +b2x2 + ...+bk xk )]

Y =
{

1 p ≥ 0.5
0 p < 0.5

(2.1)

where b0, b1, b2, . . . , and bk are regression coefficients for predictor variables, x1, x2, . . . ,
and xk, p presents the probability for the agent to respond, and Y is the prediction out-
put. The model selected a cutoff point of 0.5, i.e., the prediction is to respond to events (Y
= 1) when p is no less than 0.5, otherwise the prediction is not to respond (Y = 0). A test of
the full model versus a model with intercept only was statistically significant, χ2(3, N =
39) = 18.92, p < 0.001, with an overall correct prediction of 81.2% (85.0% for non-response
and 78.9% for response cases). This model was also tested on 11 cases (five response and
six non-response cases) that had not been used for training. The overall correct predic-
tion was 90.9% (i.e., five response and five non-response cases were correctly classified).
This result was significantly (binomial test, p = 0.01) above a case allocation of 54.54%
(i.e., 6 out of 11 cases).

2.6. THE BEHAVIOR MODULE

T HE behavior module generates listening postures using the parameters from the mind
module and generates head turns as an event reaction if the mind has decided to re-

act.

2.6.1. GENERATION OF LISTENING POSTURES
To derive listening postures from agent parameters, a relationship between the param-
eters and listening behavior was established in the module. To do this, the 59 observed
postures (see Section 2.4.2) were first categorized so that the agent attributes could be
used to predict a category, from which a posture would be selected afterwards.

The 59 postures were clustered according to their transition probabilities to other
postures. The posture sequences were transformed to a 59×59 transition matrix, i.e.,

P =



p1,1 · · · p1, j · · · p1,59
...

. . .
...

. . .
...

pi ,1 · · · pi , j · · · pi ,59
...

. . .
...

. . .
...

p59,1 · · · p59, j · · · p59,59

 (2.2)

where pi,j is the probability of transitioning from posture i to posture j within two suc-
cessive observations, i.e., every two seconds. The postures with similar transition prob-
abilities were clustered into one category. Take Table 2.5 for example, each row presents
the probabilities for one posture to transition to Posture 1, 2, and 3 respectively. As the
probabilities for Posture 1 and 2 are very similar, i.e., all around 0.71, 0.29, and 0.00, the
two postures were clustered together. This also means that the postures in one category
were always followed by postures from a certain posture set (here in this example the set
consists of Posture 1 and 2). Therefore, each row of the transition matrix shown in (2),
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Table 2.5: An example of the posture transition matrix with accumulative probability intervals
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TABLE 5 
An Example of the Posture Transition Matrix With Accumulative Probability 
Intervals 

 
 
 
 
 
 
 
 
 

  

  Category 1 Category 2 
Posture 1 Posture 2 Posture 3 

Category 1 Posture 1 0.73 
[0, 0.73) 

0.27 
[0.73, 1] 

0.00 
(1, 1] 

 Posture 2 0.69 
[0, 0.69) 

0.31 
[0.69, 1] 

0.00 
(1, 1] 

Category 2 Posture 3 0.02 
[0, 0.02) 

0.03 
[0.02, 0.05) 

0.95 
[0.05, 1] 

 
presenting the probabilities of transition from one posture to others, was used as a clus-
tering feature. An agglomerative hierarchical clustering method with Ward linkage was
then employed to group the postures using a Euclidean distance measurement. A dis-
tance threshold of 20 on a scale from 0 to 25 was set to seek an optimum in the maximum
number of categories and a maximum number of similar postures within each category.
Thus, 15 categories were identified with each containing 3 to 7 similar postures, which
often differ only in one of four coding parts, e.g., H1A08T5L3 and H4A08T5L3.

The second step was to create a logistic regression prediction model using agent pa-
rameters (i.e., mood, energy, attitude, and personality) as predictors. Since logistic re-
gression predicts a dichotomous outcome, i.e., whether the parameter set belongs to
a certain category or not, the models were trained separately to predict each category.
Like the training data for event reaction, this training data was also randomly sampled
so that the data for each category was distributed equally. 15 prediction functions were
established using the following form:

pi = 1/1+exp[−(b0i +b1i x1 +b2i x2 + ...+bki xk )] (2.3)

where pi represents the probability of being category i, x1, x2, . . . , and xk are the predictor
variables, and b0i, b1i, . . . , and bki are the regression coefficients for category i. To predict
the exact category using a set of agent attributes, x1, x2, . . . , and xk, one probability was
calculated for each of the 15 categories by (3) respectively, and eventually based on this
set of probabilities the predicted category n would be selected that satisfies

pn = max
{

p1, p2, · · · , p15
}

(2.4)

The overall correct prediction of the training set was 66.4%, ranging from 48.2% to 88.6%
for individual categories.

As 20% of the balanced observed data had not been used for training, it was possible
to conduct a holdout validation for the model. The test data included 50 cases of each
category, i.e., 750 cases in total. The results of the test set showed an overall correct pre-
diction of 64.4% for the 15 categories, which was significantly (binomial test, p < 0.001)
above the random allocation threshold of 6.7% (i.e. 1 out of 15). For the 15 individual
categories, correct prediction ranged from 48.0% to 94.0%, which were all significantly
(binomial test, p < 0.001) above the random allocation threshold of 6.7%. Interestingly,
we compared the effect of exogenous parameters (i.e., personality and attitude) and en-
dogenous parameters (i.e., energy and mood) on the prediction of a category by ana-
lyzing the odds ratios of the regression coefficients, i.e., exp(bki). The absolute value of
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bki was examined so that odds ratios exp(bki) and exp(-bki) can reflect the same impact
on the category selection. For each function, the sums of the absolute coefficients for
exogenous and endogenous parameters were calculated, i.e., and where m and n are
the numbers of exogenous and endogenous parameters in the ith function. By compar-
ing the sums of all 15 functions, the effect of exogenous parameters (M∑

|b(exo)| = 19.22,
SD∑

|b(exo)| = 25.32) was found to be greater than that of endogenous ones (M∑
|b(end)| =

1.98, SD∑
|b(end)| = 2.82), t(14) = -2.87, p = 0.01. Compared with the endogenous parame-

ters, the exogenous had more effect on the category selection on average. Still all param-
eters contributed to the model significantly (p < 0.05) according to the Wald statistics.

After a behavior category is determined, a posture will be selected within this cat-
egory. Since the behavior module updates the embodied agents’ behavior every two
seconds, the category is very likely to remain unchanged. When the category does not
change, the posture will be selected according to the transition matrix to keep the se-
quential pattern of the behavior. For example, supposing that the current posture cat-
egory is 1 and the current posture code is 1, the following posture should be selected
within Category 1. According to the transition probabilities in Table 2.5, the next pos-
ture has a chance of 0.73 to be Posture 1 and 0.27 to be Posture 2. To select a posture, a
random number between 0 and 1.00 is generated as the accumulative probability. If the
number is 0.96, which is within the range of [0.73, 1], Posture 2 will be selected.

2.6.2. GENERATION OF EVENT RESPONSES
Since turning one’s head was the only event response considered in the observation data,
the module only determines how many degrees an agent turns its head (turning angle
TA) and how many seconds the response takes (response duration DUR). In the audience
observation, information of interrupting events and audience responses was recorded.
This information as well as the audience attributes was used to predict the turning angle
of a virtual human’s head TA and its response duration DUR.

Linear regression results indicated that only the event direction, which is a degrees (-
180◦< a ≤ 180◦) relative to the front direction of the virtual agent, significantly predicted
the agent’s turning angle TA (R2 = 0.78, F(1, 18) = 63.03,β = 0.88, p < 0.01) by the following
model:

T A = 0.517a (2.5)

The event direction also significantly predicted the agent’s response duration DUR
in seconds (R2 = 0.80, F(1, 18) = 73.65, β = 0.90, p < 0.01), in the following form:

DU R = 0.013|a| (2.6)

As indicated by the two models, when an event occurs right behind the virtual human
(i.e., a = 180◦), the virtual human would turn its head about 90 degrees, and the response
duration lasts about 2.3 seconds at maximum. Contrarily, if an event is in front of the
agent, assuming that a < 20◦, the reaction duration would be very short according to
the rules, i.e. DUR < 0.26s. In practice, this short head turn would not be acted out,
which coincides with our observation: when an event occurs in front, the head turn was
unnecessary because the event was still in the audience member’s field of view.
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2.7. THE WORLD AND THE PERCEPTION MODULE

A S explained in Section 3, the agent perceives the world through the perception mod-
ule. The information about what is happening in the world needs to be abstracted

into events to be usable for the decision module. The interrupting events in the world
include VE events, agent events, and user events. The VE event is evoked by the “physical”
objects in the VE, such as door slam and telephone ring, and can be set in the therapy
settings. The agent event refers to the agent’s behavior which may evoke interaction with
another agent. For example, a head turn is generated by the behavior module so that an
agent look at another agent for a while, which may cause another agent to turn the head
back. The user event relates to the user’s performance which may evoke the agents to
change their behavior, e.g., the user stops talking for a moment, which may result in the
distraction of the agents.

The way in which information is abstracted depends on what is needed at the level
of decision making. For example, concerning the user speaking, it may be enough to
generate an event to indicate whether she is speaking or not. However, if this system en-
ables speech interaction with the human speaker, e.g., asking questions about the talk,
the world abstraction module needs to pass on more detailed information about it, such
as the topic and key words. Thus, the world abstraction module also works as an infor-
mation provider and makes the system easy to be extended.

While the agents perceive the world, the operator should be aware of the informa-
tion from the world too. The user’s response feedback may include information such as
gaze direction [33] and anxiety or stress level by measuring anxiety such as subjective
unit of discomfort and psychophysiological data [34]. Additionally, information on the
interrupting events in the VE could be recorded with response measurement in a log file
so that the user’s response can be analyzed afterwards.

Moreover, the operator has direct control over certain aspects of the VE, e.g., the vir-
tual human’s appearances which can be determined by static appearance parameters
like gender and age, and the occurrence of VE events defined by parameters such as
event location and event duration. Other controllable appearance elements could also
be added such as ethnicity and clothes to construct a more realistic environment [35].

2.8. PERCEPTION EVALUATION OF A VIRTUAL AUDIENCE

T HIS study proposes a framework for a public speaking simulation system in which
an operator can control the behavioral styles of an autonomous virtual audience.

Among the components of this system, this study mainly focused on the audience model
and the creation of such an audience. Since the previous sections already show that the
audience model fits well with the corpus data, a next step was to examine how peo-
ple perceive the audience. To do this, an autonomous audience in a public speaking
situation was created using this model so that individuals could evaluate the model by
watching the audience’s behavior.
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2.8.1. METHOD

HYPOTHESES AND EXPERIMENT DESIGN

The hypotheses for this evaluation were that people could perceive the different audi-
ence’s attitudes (H1), moods (H2), and personalities (H3) from the behavioural styles
modulated by corresponding parameters.

To test H1, the evaluation mainly examined the perception of the four designed at-
titudes: critical, positive, neutral, and bored. To further investigate whether people can
recognize the different degrees of a certain attitude, the positive and bored attitudes re-
spectively included two conditions: an extremely positive condition and a positive con-
dition, and, an extremely bored condition and a bored condition. Hence there were six
attitude conditions: a critical attitude, an extremely positive attitude, a positive attitude,
a neutral attitude, a bored attitude, and an extremely bored attitude.

Concerning H2 and H3, the study only explored some of the mood and personal-
ity dimensions, namely, valence, arousal, and extraversion. These dimensions were se-
lected because these dimensions may be perceived more easily than others, e.g., neu-
roticism [36]. Thus, the study also includes six additional audience conditions labeled
as follows: extrovert, introvert, high arousal, low arousal, positive valence, and negative
valence.

To test these hypotheses, the evaluation was conducted in two ways with different
participants. One group of participants was asked to describe the audience’s state freely.
This open-question avoided framing their observations or biasing the participants’ re-
sponse towards a specific factor. Therefore, the audience description should reflect their
natural thoughts. The second group was asked to rate their observation with a question-
naire to obtain information on the factors to be examined.

MATERIALS

An executable program was made to display the simulation of a public speaking situa-
tion in which a 12-person audience was seated in a classroom. The executable program
generated the audience’s behavior in real time so that participants watched different au-
dience animations due to the random element in the simulation. The viewpoint was set
from the perspective of an outsider in front of this audience slightly on the right (Figure
2.3). The speech the audience listened to was selected from the news report in Uygur
language so that participants could not understand the speech and therefore would not
be affected by the speech content.

12 audience conditions of one minute each were created to show different attitudes,
moods, and personalities. These 12 conditions were created by setting each agent’s at-
tributes as Table 2.6. The attitude conditions were made by modulating the attitude
parameters. Specifically, the four conditions, namely critical, extremely positive, neu-
tral, and extremely bored, were created according to the results of attitude question-
naire (MA) obtained in the four observed situations (see Table 2.2). The positive and
the bored conditions employed moderated settings of the extremely positive and the ex-
tremely bored conditions by adjusting one or two parameters from the extremities to a
medium level. Figure 2.3 shows the snapshots of the audience in six attitude conditions.

Instead of using the observed audience conditions, the effects of the mood and per-
sonality parameters were explored by setting extremities in the examined dimensions,
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(a) Neutral (b) Critical

(c) Positive (d) Extremely positive

(e) Bored (f) Extremely bored

Figure 2.3: Snapshots of the autonomous audience in six attitude conditions.

e.g., the extrovert condition only set the parameter Extraversion as high.

MEASURES

A questionnaire about the virtual audience was designed to quantitatively measure the
perceived audience’s attributes, including attitude, mood, and personality. The attitude
and mood questions were adapted from MA and SAM (section 2.4.1 Measures) to refer to
the virtual audience’s state. For example, the criticism item in the questionnaire became:

The audience was critical towards the speech and wanted to find flaws.

Additionally, the questionnaire did not include the dimensions that were not evaluated
in the 12 conditions, e.g., the dominance item in SAM. Thus, the questionnaire included
five attitude items and two mood items. It also included a personality item, formulated
as follows:

Most audience members scored high on extraversion
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Table 2.6: Parameter settings for the audience conditions

AUTHOR ET AL.:  TITLE 9 

 
 

TABLE 6
Parameter Settings for the Audience Conditions 

Condition Parameter setting 
Critical Attitude parameter: Interest (H), Approval (L), Eagerness for information 

(H), Criticism (H), Impatience (L).* 
Extremely Positive Attitude parameter: Interest (H), Approval (H), Eagerness for information 

(H), Criticism (L), Impatience (L). 
Positive Attitude parameter: Interest (H), Approval (H), Criticism (L). 
Neutral This condition was set as baseline: all parameters were set at the medium 

level. 
Bored Attitude parameter: Interest (L), Eagerness for information (L), Criticism 

(L), Impatience (H). 
Extremely Bored Attitude parameter: Interest (L), Approval (L), Eagerness for information 

(L), Criticism (L), Impatience (H). 
Extrovert Personality parameter: Extraversion (H). 
Introvert Personality parameter: Extraversion (L). 
Positive Valence Mood parameter: Valence (H). 
Negative Valence Mood parameter: Valence (L). 
High Arousal Mood parameter: Arousal (H). 
Low Arousal Mood parameter: Arousal (L). 

* Each condition was set up by attitude (MA), mood (SAM), and personality (IPIP-NEO) parameters. 
This table only specifies the parameters which were set as High (9) or Low (1). All the other 
parameters were set at the neutral level (5).  

This item was rated on a 7-point scale, from “extremely disagree” (i.e., 0) to “extremely
agree” (i.e., 6).

Therefore, the hypotheses could be tested by comparing these measurements with
the parameter settings of the evaluation conditions.

PROCEDURE

The evaluation included two parts: free description and factor rating. For the first part,
22 participants (10 females, 12 males) were recruited throughout the university campus
to evaluate the virtual audience. Their ages ranged from 22 to 38 years with a mean of
28.1 (SD = 3.2) years. Each participant was asked to watch a 12-minute audience simu-
lation using a Sony HMZ-T1 head-mounted display (HMD) with an orientation tracker
to track the participant’s head orientation. The HMD displayed a virtual image compa-
rable to viewing a 720-inch display at 20 meters and the visual field spanned 45 degrees
diagonally. The resolution of the right and left display was 1280*720 (horizontal*vertical)
pixels with a refresh rate of 60Hz.

While watching the simulation, the participant was asked to observe and describe
orally the state of the audience. To avoid framing or biasing the participants’ descrip-
tion, no examples of audience description were given to the participants. Their descrip-
tion was audio recorded. Among the 22 participants, 16 participants were Chinese and
reported in standard Chinese in the experiment, and six other participants were Dutch
and Iraqi and they reported in English. The order of those 12 conditions was randomly
given to each participant to avoid the potential order effects.

For the factor rating part of the evaluation, another 22 participants (13 females, 9
males) were recruited. Their ages ranged from 23 to 44 years with a mean of 28.5 (SD
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Table 2.7: The coding scheme for the recorded description and reliability assessment

AUTHOR ET AL.:  TITLE 7 

 
 
 
  

TABLE 7
The Coding Scheme for the Recorded Description and Reliability Assessment 

Description 
category 

Short description and utterance examples Cohen’s 
kappa 

Attentive The audience pay attention to the speech and may be attracted: “paying 
attention”, “attentive”, “interested”, “thoughtful about the speech 
content”, “curious”, “concentrate”, “focus”, “pleased with the speech”, 
“positive attitude” 

0.94 

Neutral The audience do not show any interest or negative attitude towards the 
speech: “neutral”, “neutrality” 

* 

Distracted The audience do not pay attention to the speech: “distracted”, “looking 
away”, “inattentive”, “day-dreaming” 

0.88 

Bored The audience are bored with the speech and impatient to wait to the end: 
“bored and tapping the desk/ floor”, “frustrated about being there”, 
“impatient”, “lose interest”, “unhappy to be there” 

0.87 

Critical The audience show disapproval towards the speech: “disagree”, “critical”, 
“try to find flaws”, “ angry with what is talking about”, “ skeptical” 

1.00 

Active The audience are active and aware of the surroundings: “active”, 
“awake”, “conscious”, “alert” 

* 

Sleepy The audience almost fall asleep or show a state of low energy level: 
“sleepy”, “slouching”, “tired” 

1.00 

Relaxed The audience are physically relaxed, instead of sitting straight up: 
“relaxed” 

0.87 

* No statistics were computed because no rater had coded the sample recordings using this category, 
resulting in two constant coding sequences. 

= 5.5) years. The participants included four therapists and four psychology master stu-
dents who all had experience in using virtual reality exposure system [37] to treat pa-
tients with social anxiety disorder. The other 14 participants, with no such experience,
were recruited throughout the university campus. Like the first part, each participant
was asked to watch the 12 audience conditions using the HMD in a random order. How-
ever this time, the participants were asked to rate the factors with the questionnaire after
watching each condition.

2.8.2. ANALYSIS AND RESULTS

FREE DESCRIPTION

To statistically investigate whether the participants could recognize the different condi-
tions, a coding scheme for their description was developed, shown in Table 2.7. Each
participant’s comments for each minute were analyzed afterwards by a coder. The coder
recorded whether or not the comments in a condition included terms that would fall into
one or more of the eight description categories. In this way, a set of eight binary digits
was obtained per participant per condition.

To assess the reliability of the coding, another coder was trained to code the audio
recordings according to the coding definitions. The additional coder coded indepen-
dently a sample of 36 minutes out of a total length of 264 minutes. The coding agree-
ment between the two coders was assessed by computing the Cohen’s kappa [31]. Table
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Table 2.8: Number of participants who used certain description categories and results of Wilcoxon signed
rank tests (n = 22)
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TABLE 8 
Number of Participants Who Used Certain Description Categories and Results of Wilcoxon Signed 

Rank Tests (n = 22) 
 

 
 
 
 
 

 Description category 

Condition Attentive Neutral  Distracted Bored Critical Active Sleepy Relaxed  
 Neutral 12 1 16 8 2 1 5 2 
          
Comparison 
with Neutral 
condition 

Critical  11 0 7* 4 2 0 4 1 
Extremely 
Positive  

18* 0 7* 4 0 2 5 4 

Positive  15 0 12 4 1 2 5 2 
Bored  8 0 9 12 1 1 3 2 
Extremely 
Bored 

4* 0 16 15* 0 0 6 0 

          
Comparison 
with its 
opposite 
condition 

Extrovert  
vs Introvert  
 

13 
16 

2 
2 

6 
6 

6 
8 

4 
3 

0 
2 

3 
0 

3 
2 

Positive 
vs Negative 
Valence 

14 
13 

2 
0 

3 
9 

10 
7 

2 
4 

3 
1 

3 
4 

1 
3 

High  
vs Low 
Arousal 

13 
15 

3 
0 

9 
9 

6 
6 

1 
0 

0 
2 

7 
4 

2 
1 

*p < 0.05 

2.7 also presents the agreement coefficients varying from 0.87 to 1.00, showing an ac-
ceptable agreement level [32].

After coding all the recordings, 22 sets of binary data were obtained from all the par-
ticipants for each condition. The data sets were then added up to count how many par-
ticipants have mentioned a certain category in one condition (Table 2.8) to establish an
overview of the differences across those conditions.

To examine if participants’ utterance responses differed among the conditions, Wilcoxon
signed rank tests for two related samples were conducted on each description category.
The attitude conditions were respectively compared with the neutral condition, which
was regarded as the baseline condition. Other conditions were respectively compared
with their opposite conditions, e.g., Positive Valence versus Negative Valence. The re-
sults are also presented in Table 2.8.

The participants described the audience as distracted significantly (z = -2.32, p =
0.02) more often in the Neutral condition than the Critical condition. Furthermore, they
described the audience as attentive more often (z = -2.12, p = 0.03) and as distracted
less often (z = -2.32, p = 0.02) in the Extremely Positive condition than in the Neutral
condition. Finally, compared with the Neutral condition, the audience in the Extremely
Bored condition was described as less attentive (z = -2.14, p = 0.03) and more bored (z =
-2.65, p = 0.008). This suggested that the participants could significantly differentiate an
extremely positive or extremely bored audience from a neutral audience.

No significant difference was found in comparisons between Positive and Neutral
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Figure 2.4: The frequency of Attentive and Bored in audience description against audience attitude
conditions.

and between Bored and Neutral conditions. However, when positioning the description
results in the order of Extremely Positive, Positive, Neutral, Bored, and Extremely Bored
condition, a trend seems to appear for the Attentive and Bored categories, as shown in
Figure 2.4. This suggested that the participants may even perceive the different degrees
of a certain attitude, e.g., differentiating extremely positive attitude from positive atti-
tude.

For the exploratory conditions, it seems that the participants did not make any ref-
erence with regard to the moods and personalities.

FACTOR RATING

Nonparametric tests were also conducted on rated items for the audience conditions be-
cause the ratings were not normally distributed. The analysis results of ratings are shown
in Table 2.9. To investigate whether the perceptions of therapists and non-therapists
were consistent with each other, Spearman’s correlations were calculated between the
medians of eight (students-)therapists and 14 non-therapists for the different items. The
correlations ranged from weak positive (0.23) to very strong positive relationships (0.77)
with an average strong positive relationship (0.52), which suggests a reasonable level of
agreement between the two groups across the items. Therefore, the analysis was con-
ducted on the data from all participants.
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Table 2.9: Median and test results of factor ratings for therapists (T, n =8), non-therapists (NT, n =14), and all participants (A, n =22)
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TABLE 9 
MEDIAN AND TEST RESULTS OF FACTOR RATINGS FOR THERAPISTS (T, N=8), NON-THERAPISTS (NT, N=14), AND ALL PARTICI-

PANTS (A, N=22) 

Condition 

Questionnaire item 

Interest Criticism Approval 
Eagerness for 
information Impatience Valence Arousal Extraversion 

NT T A NT T A NT T A NT T A NT T A NT T A NT T A NT T A 

Neutral 3.0 3.5 3.0 3.0 3.0 3.0 3.0 3.5 3.0 3.0 2.5 3.0 3.0 2.5 3.0 4.0 4.0 4.0 4.0 2.0 4.0 3.0 3.0 3.0 
Critical 4.0 4.0 4.0ு 3.5 3.0 3.0ுଶ

ுଵ 3.5 4.0 4.0ு 4.0 4.0 4.0ுଵ3.0 2.5 3.0௅ 4.0 4.0 4.0ு  3.5 2.5 3.0 3.0 3.5 3.0ு

Extremely Positive 4.5 4.0 4.0ு 3.0 1.0 1.5௅ଶ 3.5 4.0 4.0ு 5.0 4.0 4.0ுଶ
ுଵ1.0 2.0 1.0௅ 4.0 4.0 4.0ு  4.0 3.0 3.0 3.0 3.0 3.0ு

Positive 4.0 2.5 4.0ு 2.0 1.0 2.0 3.0 2.5 3.0 3.0 2.5 3.0 2.0 2.5 2.0௅ 4.0 4.5 4.0ு  3.0 3.0 3.0 3.0 3.5 3.0ு

Bored 4.5 3.5 4.0 3.0 2.0 3.0 3.0 3.5 3.0 4.0 2.5 3.0௅ଶ 2.5 2.5 2.5 3.5 4.0 4.0 3.5 2.0 2.0 3.0 3.0 3.0 
Extremely Bored 1.0 0.5 1.0௅ 1.5 1.0 1.0௅ଵ 1.5 1.0 1.0௅ 1.0 1.0 1.0௅ଵ 4.5 5.0 5.0ு 2.0 2.5 2.0௅  2.0 1.5 2.0 2.0 1.5 2.0௅

Extrovert 4.0 3.0 4.0 2.5 2.0 2.0 3.5 3.0 3.0 4.0 3.0 4.0 2.0 2.5 2.0 4.0 4.0 4.0 4.0 2.0 2.5 4.0 3.5 4.0 
Introvert 2.5 2.5 2.5 3.0 1.5 3.0 2.5 2.5 2.5 3.0 1.5 2.0 3.0 3.5 3.5 2.5 4.0 3.0 3.5 2.0 2.0 3.0 2.5 3.0 
Positive Valence 5.0 4.5 5.0 3.5 1.0 3.0 4.0 4.0 4.0 5.0 3.5 4.5 1.5 2.5 2.0 4.0 4.0 4.0 4.0 3.0 4.0ு 3.0 3.5 3.0 
Negative Valence 4.5 4.0 4.0 3.0 1.5 2.5 3.5 3.5 3.5 4.0 3.0 4.0 2.0 2.0 2.0 4.0 4.0 4.0 2.5 2.0 2.0௅ 3.5 1.5 3.0 
High Arousal 3.0 3.0 3.0 3.0 1.5 2.5 3.0 3.0 3.0 3.0 2.0 3.0 3.0 4.0 3.5 4.0 4.0 4.0 3.0 2.0 2.5 3.0 2.5 3.0 
Low Arousal 4.0 2.5 4.0 4.0 2.0 3.0 3.5 2.0 3.0 4.0 1.5 4.0 1.5 3.5 2.0 4.0 3.0 4.0 4.0 2.0 2.0 3.0 3.0 3.0 

Corrrelation be-
tween NT and T 

0.76** 0.38 0.63* 0.77** 0.59* 0.40 0.36 0.23 

*p<0.05; **p<0.01.   
Note: a median with H or Hx indication is significantly (p < .05) higher than a median with L or Lx indication in the same column whereby indices refers 
to the specific pair which was compared. For example, the median of Eagerness for Information in the Critical condition was 4.0ுଵ which was significantly 
higher than 1.0௅ଵ, the median in the Extremely Bored condition. 
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To verify whether the differences across the conditions correspond to the condition
settings as hypothesized, all the conditions were compared with baseline conditions.
The Extremely Bored condition was selected as the baseline for attitude conditions, hy-
pothesized to receive a lower score for the five attitude items with the exception of the
impatience item which was hypothesized to get a higher score in the Extremely Bored
condition (Table 6). The mood and personality conditions were compared with their
opposite conditions, e.g., Positive Valence versus Negative Valence. To investigate these
differences, Wilcoxon signed rank tests were conducted on each questionnaire item.

The extremely positive audience was perceived to be significantly more interested (z
= -3.41, p = 0.001) in the talk, more positive (z = -2.25, p = 0.03) towards the talk, more
eager to get information (z = -3.12, p = 0.002), and less impatient (z = -3.10, p = 0.002) than
the extremely bored one. This finding completely matches with the parameter settings of
the Extremely Positive and Extremely Bored conditions (Table 6). The Critical condition
was perceived to be similar to the Extremely Positive condition, with one exception that
the audience was significantly more critical (z = -2.18, p = 0.03) than the extremely bored
audience while the extremely positive audience was not. This result also matches with
the parameter settings of Critical condition, except for the Approval item. The Positive
condition was also perceived to be similar to the Extremely Positive condition, but the
positive audience was not significantly more positive or more eager to get information
than the extremely bored audience was. This result is consistent with the parameter
settings of the Positive condition except again for the Approval item.

To further investigate the attitude conditions, the items of Interest, Approval, Eager-
ness for Information, and Impatience in these conditions were compared with those in
the Extremely Positive condition that were all set at high levels. The Criticism items in
these conditions were compared with that in the Critical condition which was also set
high. The bored audience was found to be significantly less eager (z = -2.13, p = 0.03) to
get information than the extremely positive audience. This suggests that the Bored con-
dition differentiated from the Neutral condition, which showed no significant difference
from this high-level condition. Additionally, the extreme positive audience was found to
be significantly less critical (z = -2.33, p = 0.02) than the critical audience.

For the mood and personality conditions, no significant difference was found to sup-
port the second and third hypotheses. Still, the audience with a positive valence parame-
ter setting was perceived to be more aroused (z = -1.97, p = 0.049) than the audience with
a negative valence parameter setting. Also the audience in Extremely Bored condition
was rated as less extrovert than audience in the Critical (z = -2.54, p = 0.01), Extremely
Positive (z = -2.28, p = 0.02), and Positive (z = -2.12, p = 0.03) conditions.

2.9. DISCUSSION AND CONCLUSIONS
This study has built an audience model that significantly predicts audience behavior
using the agent parameters of mood, attitude, and personality. The audience model
can generate expressive behavior by setting the model parameters. Both results of free-
description and factor rating evaluation show that people can perceive variations in the
attitude of the virtual audience that are caused by manipulation of the corresponding
agent attitude parameters, which supports the first hypothesis. The results did not find
similar matching between agent parameter manipulation and individual’s perceptions



2

36 2. AN EXPRESSIVE VIRTUAL AUDIENCE WITH FLEXIBLE BEHAVIORAL STYLES

of the virtual audience when it came to audience’s mood (H2) and personality (H3). How-
ever, manipulation of the agent’s valence parameter had an effect on perceived level of
audience’s arousal. This may be caused by a correlation between valence and arousal,
suggested by many studies on the affective space, e.g., [38]. Furthermore, the virtual
audience’s expressiveness of moods might have been limited. Adding facial expressions
might enhance this as various reports confirm that virtual characters express emotion
better when using multi-modal expressions, e.g., [26]. Likewise, variation in audience’s
personality, in this case extraversion, was observed in the extremely bored, positive and
critical attitude conditions. In other words, personality trait variation was only perceived
in the attitude conditions that were more complex, i.e., created by multi-parameter ma-
nipulation. These conditions might enable more behavioral variations of the audience,
which exhibited the personality traits. This is essential as the ability to express and per-
ceive a person’s individuality is situation dependent [39]. For example, someone’s per-
sonality might be easier to assess when observed at a neighborhood party than as a sol-
dier in a military parade. Furthermore, the expressiveness of the personality parameters
could also have been constrained by the scope of the corpus. Although already exten-
sive with 9600 coding units, the corpus was obtained by observing 16 individuals with
personalities that did not cover the entire spectrum of personality trait combinations.

This study can be extended in many directions. First, control over the simulation en-
vironment can be added to easily construct different scenarios. For example, the class-
room could be adjusted to a business meeting with fewer people sitting around a table
or to a large podium with a larger audience, or the scenario can be changed from public
speaking to musical performance. Second, the model could be extended by including
social influence among individuals, as suggested by Poeschl and Doering [40]. Third, the
functionality of the perception module in the model could be extended by adopting the
Perception Markup Language (PML) [41] standard so that new perception technology by
other researchers can be integrated. Fourth, the effect of changes in the settings of indi-
viduals’ parameters on the output behavior and perceptions of this could be studied. Be-
sides providing insight into which changes result in noticeable behavioral changes, this
might also inform theories about audience behavior. Finally, potential operators (e.g.,
therapists) could be involved in the design of specific audiences to meet their needs.

Although the behavioral model for the autonomous agents was designed to create
a virtual audience, a similar model might also be applied to VR systems that need au-
tonomous virtual humans in other social situations. This could be for psychotherapy
concerning disorders such as paranoia [42] and agoraphobia [43].

The evaluation presented in this paper focuses only on how people perceive the vir-
tual audience behavior. This is an important validation step before claims can be made
that a specific virtual audience setting (e.g., critical attitude) has a specific effect on users’
emotional state in the future.

In conclusion, the main contributions of this work are as follows: (1) an audience
model for public speaking simulation systems that generates expressive behavioral styles
flexibly by adjusting agent parameters of mood, attitude, and personality, and (2) a cor-
pus1 of audience behavior showing different attitudes in public speaking situations and
a coding scheme for posture observation. This audience model was built using a statisti-

1The corpus is available at http://dx.doi.org/10.4121/uuid:d613cc9c-c10b-4c50-be50-ba8ef7885dc5
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cal approach based on observations of real audiences in public speaking situations. Us-
ing the parameters of attitude, mood, and personality as predictors, the audience model
significantly predicted the audience behavior. This model was applied to an audience
simulation, and the evaluation results showed that the virtual audience can behave ex-
pressively with regard to their attitude, and the behavioral styles can be controlled by
modifying the model parameters. This is an important step towards providing users
with a flexible and dynamic virtual environment in which they can be exposed to a vir-
tual audience, for example, as part of a psychological stress test procedure, training, or
psychotherapy.
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3
THE DESIGN OF VIRTUAL

AUDIENCES: NOTICEABLE AND

RECOGNIZABLE BEHAVIORAL

STYLES

Expressive virtual audiences are used in scientific research, psychotherapy, and training.
To create an expressive virtual audience, developers need to know how specific audience
behaviors are associated with certain characteristics of an audience, such as attitude, and
how well people can recognize these characteristics. To examine this, four studies were
conducted on a virtual audience and its behavioral models: (I) a perception study of a vir-
tual audience showed that people (n = 24) could perceive changes in some of the mood,
personality, and attitude parameters of the virtual audience; (II) a design experiment
whereby individuals (n = 24) constructed 23 different audience scenarios indicated that
the understanding of audience styles was consistent across individuals, and the clustering
of similar settings of the virtual audience parameters revealed five distinct generic audi-
ence styles; (III) a perception validation study of these five audience styles showed that
people (n = 100) could differentiate between some of the styles, and the audience’s atten-
tiveness was the most dominating audience characteristic that people perceived; (IV) the
examination of the behavioral model of the virtual audience identified several typical au-
dience behaviors for each style. We anticipate that future developers can use these findings
to create distinct virtual audiences with recognizable behaviors.

This chapter has been published in Computers in Human Behavior 55, 680 (2016).
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3.1. INTRODUCTION

V IRTUAL audiences can elicit responses in humans similar to those that are elicited
by real human audiences [1], [2]. This is used in scientific research (e.g., [3]), psy-

chotherapy (e.g., [4]), and training (e.g., [5]), because virtual environments are easier to
configure and control than the real world. While some applications aim for a neutral au-
dience (e.g., [6]), others may benefit more from an expressive audience. For example, the
treatment manuals of exposure therapy [7], [8] suggest controlling the audience attitude
as an effective means of controlling anxiety in a public speaking scenario; studies on
stress responses explored variations of stress tests using supportive and non-supportive
audiences [3], [9]. As virtual audiences in public speaking scenario are becoming more
widely used, e.g., as part of the Trier Social Stress Test (TSST) [10], and in exposure ther-
apy for social anxiety disorder, an empirically validated expressive virtual audience ap-
propriate for these applications is needed.

When individuals are exposed to a virtual environment and perform in front of a
group of virtual humans, their belief, anxiety, and performance can be affected. For ex-
ample, Wallergard et al. [6] suggested that virtual audiences as part of a stress test can
indeed, like human audiences, induce stress. Aymerich-Franch, Kizilcec, and Bailenson
[11] used a virtual audience to study the effects of self-representation on public speak-
ing anxiety. When presenting in front of a virtual audience, the individuals could see
in a virtual mirror their virtual reflection which was manipulated to be similar or dis-
similar to themselves. Others [12–14] focused on giving people the experience of per-
forming in front of an audience as part of exposure therapy for individuals with social
anxiety disorder. This experience has also benefited non-clinical applications. For ex-
ample, Bautista and Boone [15] let teachers be trained with virtual students to master
their skills of content delivery and student management. Likewise, Bissonnette et al.
[5] trained performance arts students, in this case, young musicians to overcome their
performance anxiety by performing in front of a virtual audience. The information ex-
pressed by virtual audiences can be used for various purposes. For example, the virtual
audience in a public speaking training system manifested different attitudes as feedback
for the speech performance [16]. Supportive and non-supportive audiences have been
used to evoke different levels of anxiety [3], [9]. Thus, the expressiveness of a virtual au-
dience, i.e., what information a virtual audience can express and whether people can
recognize the information, becomes a key question when designing virtual audiences.

As virtual audiences are made up of individual virtual humans, the first step in the
development is the generation of individual virtual humans with believable behavior.
Extensive work has been done in simulating such behavior. This work ranges from facial
expression of emotion [17], head movement [18], to full body posture simulation [19],
[20]. Besides emotions, Chollet et al. [19] and Hu, Walker, Neff, and Tree [21] demon-
strated that attitude and even personality of an individual virtual human can effectively
be expressed by body language. To make the virtual characters believable, dynamic be-
haviors, i.e., displaying sequences of behaviors instead of still images, are often required.
These sequences can be pre-scripted [21], computed by crafted rules that specify which
behavior should be generated in a certain context based on psychological knowledge
and literature [22], or generated by statistical models that predict body postures based
on observation [19].
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Besides the behavior as individual virtual humans, audience members also respond
to each other’s behavior. Although work has been done on crowd behavior [23] such as
path planning and interaction between individuals of pedestrians, Kang et al. [24] specif-
ically had looked at the interaction behavior in an audience. According to their audience
model, when an individual audience member is looking at an audience member in the
neighborhood, the member in the in the neighborhood responds by looking back.

Among various public situations, public speaking is a common scenario occurring in
everybody’s life, e.g., delivering a business proposal, teaching in class, or giving a speech
at a wedding. In public speaking situations, body language is a main channel of expres-
sion for audiences. Knowledge about this is therefore essential for developers to develop
audiences that can be tailored for the need of users at run time. Currently, studies on the
effects of virtual audiences often used three audience styles, described as positive, neu-
tral and negative (e.g., [9], [25]). Their results showed the benefit and potential of vary-
ing audience styles. However, no explicit and unified descriptions or guidelines could
be found for designing such virtual audiences. Therefore, it is still a challenge for future
studies that needs either similar or different audience styles.

Limited research has been devoted to audience behavior in public speaking scenario.
Poeschl and Doering [26] and Tudor et al [27] provided some guidelines for behavioral
design of realistic virtual audiences. They observed the behavior of a typical audience
in a lecture and explored the behavioral patterns such as frequency, duration, and pos-
tural sequence of certain behavior category, e.g. paying attention. Kang, Brinkman, Van
Riemsdijk, and Neerincx [24] proposed a parameterized audience model to generate ex-
pressive audience behavior for public speaking scenarios. The generated behavior was
controlled by model parameters that defined the audience members’ moods, attitudes,
and personalities. They showed that the simulated audience using this model could be-
have expressively with regard to the audience attitude, and that the behavioral styles can
be controlled by modifying the model parameters. Still, it is currently unclear about how
an audience behaves underlying an audience style, e.g., a positive audience or a bored
audience, and let alone which mood, attitude, or personality trait is associated with a
specific audience style.

To simulate audiences for a variety of public speaking scenarios, more understanding
about audience style and the relation with individual audience member characteristics
is needed. These could be scenarios such as business people listening to an investment
proposal pitch, employees assembled to hear the management announcement of po-
tential layoffs, or students attending a Friday afternoon lecture who are eager to leave.
Audiences in these settings clearly behave differently. To simulate these audiences, a key
question is how people differentiate between these audiences. Regardless of the narra-
tive or the way people are dressed, are people able to recognize different audience styles
in a similar way people are able to recognize different facial expression independent of
the context, such as anger or sadness? And what are these audience styles?

To address these issues, the work presented in this paper uses an existing virtual
audience environment [24] to address four questions: (1) what variations in audience
characteristics, in particular, mood, personality, and attitude, result in perceivable vari-
ations in audience behavior? (2) What combination of individual audience members’
characteristics do people use to design prescribed audience styles? (3) What audience
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styles do people recognize and (4) what are the typical audience postures and behaviors
associated with specific audience styles? To answer these questions the paper first de-
scribes a paired comparison perception experiment, which is a classic psychophysical
method that was used to determine peoples’ sensitivity in noticing a specific quantita-
tive difference in an audience characteristic, e.g., higher or lower arousal. After identify-
ing which audience characteristic resulted in noticeable audience behavior differences,
people were invited to use these characteristics to design audiences for a set of pub-
lic speaking scenarios. Clustering the audience scenarios based on the similarity of the
characteristic settings resulted in five audience styles. Videos of virtual audiences were
made for each style, and people were invited to match audience style description to each
video. The last step of the study was to examine the parameterized audience model and
identify specific audience postures and behaviors that were characteristic for the behav-
ioral styles.

3.2. VIRTUAL AUDIENCE MODEL AND SIMULATION

T HE work in this paper revolves around a parameterized audience model (Figure 3.1)
[24] that underlies an audience of virtual humans in a virtual environment. This is

a probabilistic model abstracted from observation of real human audiences. Behaviors
of real audiences were recorded when they were listening to presentations on a topic
they were interested in, were critical about, found boring, and were neutral about. The
audience corpus [28] consists of 9600 coding units with a sampling interval of two sec-
onds, specifying head, gaze, arm, hand, torso, and leg positions. To obtain a param-
eterized model, additional data was also collected about the audience members’ per-
sonality (extroversion, agreeableness, openness, neuroticism, and conscientiousness),
attitude towards the topic (interest, approval, eagerness for information, criticism, and
impatience), mood (valence, arousal, and dominance), and energy level. To generate
audience behaviors, 59 unique postures representing 80% of the corpus were grouped
into 15 posture categories based on the probabilities of postures that would follow the
current one in the observation corpus. The parameter data was used to train a series
of logistic regression prediction functions for these 15 posture categories. Once the cat-
egory is determined, the final posture of the virtual human is determined by random
selection according to transition matrix of postures of the specific posture group. The
full body posture of the virtual audience was updated every two seconds. The audience
model also includes event response, for example, turning head if a phone goes off, or
looking back when another audience member is looking at the virtual human. Full de-
tails about the virtual audience and the parameterized audience model can be found in
the work by Kang et al. [24]. Setting these parameters creates different audience styles.
Kang et al [24] showed that people could recognize different audience attitudes and per-
ceive different degrees of attitudes in the audience simulation. In an attempt to make
the mood of a virtual human more recognizable, the audience model in this paper was
extended with facial emotion expression using the facial expression tool [17], which was
directly controlled by the mood status of the virtual human. The facial expressions were
static unless the mood status changed.
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Figure 3.1: Framework of the virtual audience simulator.

3.3. STUDY I: PERCEPTION OF CHANGES IN PARAMETERS

3.3.1. RESEARCH QUESTIONS AND DESIGN
Kang et al [24] report that when people were asked to describe freely various audiences or
rate their characteristics such as attitude, personality, and mood, no expected difference
were found for manipulations of parameters such as extraversion, valence, or arousal.
Although changes in these parameters led to observable changes of audience behavior, it
was not clear whether people were actually able to recognize the changes in parameters.
Thus, this study addresses the question what audience characteristics people can per-
ceive. To answer this question, pairwise comparison, a classic psychophysical method,
was therefore applied. This method provides more precise results in interval scales than
a direct scaling, because it transforms the scaling task, which is difficult for humans,
into a comparison task [29], [30]. For example, instead of being asked to rate directly
the intensity of a specific characteristic of a virtual audience, participants are presented
with two virtual audiences at the same time and asked which one they perceive to have
a higher intensity of the characteristic.

3.3.2. EXPERIMENT SETTINGS
To determine perceivable audience characteristics, the first study investigated people’s
perception of the individual parameter changes. As some behaviors might only emerge
when multiple parameters were changed, due to the correlation between the parameters
in the observation corpus, the study also investigated people’s perception when multiple
parameters changed together as a group.

The parameter groups were determined by a principal component analysis on all the
parameter data collected in the study by Kang et al [24]. The details of the analysis and
grouping of the parameters are explained in Appendix A. The parameters with similar
factor loadings, which indicated high correlations with each other, were grouped (Table
3.1), namely three independent parameter groups (IG1, IG2, and IG3), two independent
single-parameter groups (IP1 and IP2), and three dependent parameters (DP1, DP2, and
DP3). The independent groups correlated with different single factors, and the depen-
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Table 3.1: Grouping of audience parameters and experiment settingsTable 1  Grouping of audience parameters and experiment settings 

Parameters 
Correlated 

factors 
Grouping 

result 

Number of levels 
for experiment 

individual group

Extraversion 1 

IG1 

3 3 

Agreeableness 1 3 3 

Conscientiousness 1 3 3 

Openness 1, 4 DP1 3 3 

Impatience 2 

IG2 

3 3 

Eagerness for info 2 3 3 

Interest 2 5 4 

Approval 2, 3, 4 DP2 3 3 

Dominance 3 
IG3 

3 3 

Valence 3 7 4 

Neuroticism 1, 3 DP3 3 3 

Criticism 4 IP1 3 * 

Arousal 5 IP2 5 * 
Note: the loadings of the correlated factors are larger than 0.4. 
* This parameter was not manipulated in a separate group condition. 

   

*This parameter was not manipulated in a separate group condition.
Note: the loadings of the correlated factors are larger than 0.4.

dent parameters correlated with multiple factors. Therefore, the value of each parameter
in the experiment was set by its correlated factors, i.e., when the factors were set, the val-
ues of the parameters were set.

The study investigated people’s perceptions of the effects of 13 parameters in the
model (Table 3.1) in two conditions: individual parameter adjustment and grouped pa-
rameter adjustment. Taking the perception of variation in the Interest parameter as
an example here, in the individual parameter condition, only the Interest parameter
was modulated, while in the grouped parameter condition three parameters of IG2 (i.e.
impatience, eagerness for info, and interest) were modulated together. As the single-
parameter groups (IP1 and IP2) only contained one parameter respectively, they were
only included as individual parameters in the experiment. Additionally, in the grouped
parameter condition, a combined question was used for independent parameter groups
to see whether some parameters can be reduced to one control. For example, instead
of only considering Interest, the participants were asked to give their overall opinion on
the audience’s Patience, Eagerness for information, and Interest together. For depen-
dent parameters like Approval, no additional questions were asked. In both individual
and group adjustment conditions, participants were asked to compare a few pairs of sim-
ulations in which the corresponding parameter or parameter group was set at different
levels. Because participants’ task load can be extremely high when the number of stimuli
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is large, the number of stimuli should be set as small as possible. To exclude unnecessary
levels, the number of levels for each parameter or parameter group was determined in
a pilot study. In the pilot study, the first author, who was regarded as the expert of this
model, attempted 12 times to differentiate between pairs of simulations set at ten differ-
ent levels, the maximum supported by the model. Accordingly, the maximum number
of levels that the first author was able to recognize significantly (p < 0.05) was employed
in the real perception experiment (Table 3.1). For the combined question in group ad-
justment condition, the number of levels was determined by the parameter in the group
with the fewest number of levels, e.g., three levels for the Interest group (IG2).

3.3.3. MATERIAL AND MEASURES
An audience simulation was developed using the audience model mentioned in Section
2. To express mood better, facial expressions were added to this simulation using the
facial expression tool [17]. Thus, the mood states of the audience affected not only the
bodily responses, but also the facial expressions. To control the software load, only the
audience members in the first row showed facial expressions in the audience simula-
tion. An executable program was made for the pairwise comparisons, displaying two
audience simulations side by side. The perception evaluation of parameters and param-
eter groups was conducted one by one separately, and the order was randomized. To
evaluate the perceptions of one parameter (group) in N levels, N audience simulations
were prepared with the parameter (group) varying from the lowest level (0) to the highest
level (10) in the model. The program displayed sequentially one of all possible pairs (i.e.,
N(N-1)/2) of N audience simulations. The order of those pairs and the position (i.e. left
or right) of the two audiences in each pair were randomly generated. For the evaluation
of each parameter (group), a corresponding question was always displayed on the top,
in the following form:

Which audience is more X?

According to the examined parameter (group), X was an adjective or a phrase, from
the following list: pleased, aroused, dominant, open, conscientious, extroverted, agree-
able, emotionally stable, positive towards the speech, interested in the talk, eager to get
information, critical, and patient. All these terms corresponded to the audience param-
eters and were explained in an additional paper explanation card that included the def-
initions of the three dimensions of mood [31], the Big Five Factor of personality [32],
and the audience attitude questionnaire (MA) used in the previous study [24]. For the
combined question in the group condition, X was a combination of several terms which
were involved in one group, e.g., “patient, interested, or eager to get information”for the
Interest group.

3.3.4. PROCEDURE
Hall [33] suggested females were better decoders of nonverbal behavior. Thus, the gen-
der of participants was balanced so that gender difference in perception of nonverbal
behavior could be examined. Twenty-four participants (12 females and 12 males) were
recruited throughout the university campus to evaluate the audience model. Their age
ranged from 24 to 41 years with a mean of 28.5 (SD =3.4) years. Each participant was
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asked to watch pairs of the audience simulations displayed on two desktop displays
(iiyama ProLite E4315) respectively. Each pair of audience conditions displayed simul-
taneously for 20 seconds. After the simulations stopped, the participant was asked to
answer the question which audience was more X, and then the next pair was displayed.
When finishing all the comparisons for an individual parameter or a parameter group,
the participant was asked about the rationale for the choices in the comparisons.

3.3.5. ANALYSIS AND RESULTS

The pairwise comparison data was analyzed using the method described in the study by
Rajae-Joordens and Engel [30] (also described in Appendix B). The analysis was based
on the Thurstone model [34], which provides scales on the differences people perceive
among the stimuli. As post hoc analyses, multiple comparisons between simulation
pairs were also conducted to examine whether these differences were significant. Con-
fidence intervals of the differences, corrected by Scheffe’s method, were used as the cri-
terion for significance. Only when there were significant differences between the levels
of a parameter, the adjustment of the parameter (group) was regarded as perceivable.
Figure 3.2 shows the perceptual scales of all parameters and parameter goups. The scale
was transformed that the value for the lowest level is always 0.0. These perceptual scale
values show the relative locations of different levels of a parameter (group) on a psycho-
logical scale. That is, a value can be interpreted in terms of deviations from the values
of other stimuli, and the deviations or differences follow a standard normal distribution.
Taking Level 7 of valence in the individual condition for example (Figure 3.2a), it was
about one standard deviation from Level 4 and about one and a half standard deviations
from Level 2. The parameter levels were grouped by ovals according to the confidence
interval test. Thus, the levels were perceived significantly different if they belong to the
non-overlapping area of two different ovals on one scale. If some ovals are overlapping,
the levels belonging to the overlapping part (e.g. Level 2 and 3 in Figure 3.2a, individual
condition) do not show significant difference.

The results showed that people could differentiate between two levels for the per-
ceivable parameters and parameter groups, with an exception of three levels for the per-
ception of Valence. The mood states were well recognized in both individual adjustment
and group adjustment conditions. For personality dimensions, agreeableness was rec-
ognized in individual adjustment condition, and neuroticism was recognized when ad-
justing the corresponding parameter group. The attitude items (i.e., Interest, Approval,
Eagerness for information, and Impatience) were mostly perceivable in the group ad-
justment condition, while, in the individual adjustment condition, only Eagerness for
information was perceivable. Thus, the audience behavior was more expressive in the
group adjustment condition than in the individual adjustment condition for the attitude
items.

To examine whether gender affects the perception, the Thurstone model of the per-
ception for each parameter or parameter group was extended into a generalized linear
model (GLM), taking both the perceptual scales and gender as the independent vari-
ables. The model fit was compared between the GLM and the Thurstone model (as de-
scribed in the study by Rajae-Joordens and Engel [30]) respectively for each parameter
or parameter group. Although males did not perceive the different levels of Approval as
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Fig. 2. Perceptual scales of different levels of all parameters and parameter groups. The crosses (×) on 
the scales are the results from the individual adjustment conditions; the circles (○) on the scales are the 
results from the group adjustment conditions. The levels are annotated by the numbers above the scales. 
The ovals demonstrate the statistical differences between the levels. Note: The figure for the group 
adjustment condition only includes the data of females instead of the whole sample (males and females). 

a) Valence 
 
 
 

b) Arousal* 
 

 

 

c) Dominance 
 
 
 
 
 

d) Agreeableness 
 

 

 

e) Extraversion 

f) Conscientiousness 
 
 
 
 
 

g) Openness 
 

 
 
 
 

h) Neuroticism 
 
 
 
 
 
 

i) Interest 
 
 
 
 
 

j) ApprovalNote 

i) Eagerness for information 
 
 
 
 
 
 
j) Impatience 
 
 
 
k) Criticism 
 
 
 
 
l) Interest-Patience-Eagerness 
 
 
 
m) Valence-Dominance 
 
 
 
n) Extraversion-Agreeableness-

Conscientiousness 

Figure 3.2: Perceptual scales of different levels of all parameters and parameter groups. The crosses (×) on
the scales are the results from the individual adjustment conditions; the circles (◦) on the scales are the results
from the group adjustment conditions. The levels are annotated by the numbers above the scales. The ovals
demonstrate the statistical differences between the levels. Note: The figure for the group adjustment condition
only includes the data of females instead of the whole sample (males and females).
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the females did in the group adjustment condition (Figure 3.2j), no significant difference
(p values ranging from 0.08 to 0.99, with a mean of 0.52, SD = 0.29) was found between
the results of males and those of females for any parameter (group).

3.4. STUDY II: EXPRESSIVE AUDIENCE DESIGN

E XPRESSIVE virtual audiences are needed in various scenarios for different applica-
tions. Descriptions of audience behavior in these scenarios may provide direct in-

formation for the behavioral design. To this end, a design experiment was conducted to
collect people’s opinion on how audiences behave in different situations.

3.4.1. MATERIAL
A design interface (Figure 3.3) with one audience simulation and parameter controls was
prepared so that participants could see the behavioral change when manipulating the
audience parameters. The audience simulation model was similar to the one used in
Study I. Unlike the study I where the virtual audience sat in a classroom, the audience
for study II were seated in two rows in an arc with a blank background rendered in light
blue. Without a specific background setting, the audience could fit into more scenarios.
Controls of parameters were provided according to the results of the previous perception
experiment (study I). Only the controls of parameters that were recognized in the pre-
vious study were provided so that the effect of parameter adjustment on the audience
behavior was noticeable. In addition, participants could control parameters individu-
ally or as a group (i.e., some parameters increase or decrease together), according to the
conditions in which the parameters were recognized. Thus, there were five controls for
parameters which were recognized individually, namely, valence, arousal, dominance,
eagerness for information, and agreeableness, and four controls for perceivable parame-
ter groups, corresponded with Interest group (IG2), Valence-Dominance (IG3), Approval
(DP2), and Neuroticism (DP3).

All the parameter controls allowed 3-level adjustment, i.e., low, medium, and high,
and 0, 5, and 10 as the parameter value in the model, so that participant could always
set medium level for the parameters. Although the perception experiment showed that
people might only perceive two levels of some parameters, 3-level controls could avoid
forcing participants to choose either high level or low level, thereby avoiding biased re-
sults. A reset button was also provided so that participants can reset all parameters to
the medium level.

Twenty-three different audience scenarios (see appendix C) were described for par-
ticipants to design the audience behaviors. Here are two examples of the scenario de-
scriptions.

1) During a weekly school assembly for high school students,
the administrator is talking about the new rules the students
should obey. The students find the rules much stricter than
before.

2) At a booth of an exhibition, an exhibitor is introducing a
new product. People follow the explanation and find the design
innovative.
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Figure 3.3: A screen shot of the design interface.

3.4.2. PROCEDURE
24 participants (12 females and 12 males) from 24 to 33 years old (M = 27.5, SD = 2.5) were
recruited in the university. They were from seven different countries (14 Asians and 10
Europeans). They were asked to manipulate the audience behavioral styles by regulat-
ing some audience parameters so that the behavior matched the scenario descriptions.
The paper explanation card about audience parameters was also given to the partici-
pants. The stimulated audience and the manipulation interface were shown on a TV (LG
42lm3450) about one meter from the position of participants. Before the experiment,
participants practiced on manipulating the parameters to get some idea on how they
could influence the behavioral styles. The order of scenario descriptions was random-
ized and participants were not allowed to go back to previous description and change the
settings. After saving a setting, a new scenario description was given and all parameters
were reset to the medium level.

3.4.3. ANALYSIS AND RESULTS
The first step of the analysis was to examine whether there was similarity in the way par-
ticipants had designed the audience behavior for each scenario. To check this, the con-
sistency of the settings for each scenario across the 24 participants was investigated. If
the design of one scenario was inconsistent, it was expected that the adjustment options
(i.e., high, medium, and low levels) for each parameter in this scenario were random,
i.e., equally selected by the participants. Hence, the Chi-square tests of goodness-of-fit
were performed for each parameter against an equal distribution of the three options to
determine whether the three options were equally preferred. Besides the five individ-
ually controlled parameters mentioned in Section 3.1, the settings of Interest were also
examined because Interest is affected by both Interest group and Approval so that its
value can be different from that of Eagerness for information. The test results (Table 3.2)
showed that most settings (122 out of 132) were significantly different (p <0.05) from a
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random setting, and each scenario setting had at least three out of six parameters that
were consistent across the participants.

The next step was to analyze how these obtained audience settings varied between
scenarios and how these scenarios could be clustered. To do this, the similarity between
each pair of scenarios was investigated. The setting of each scenario consisted of six pa-
rameters and therefore could be considered as a point in a six-dimensional space. The
setting similarity between a pair of scenarios was calculated by taking the Euclidean dis-
tance between the two points representing the scenario settings in this six-dimensional
space. That is, the shorter the distance was, the more similar the two settings were con-
sidered to each other. To examine whether or not the two settings were similar, the ob-
served distance was compared with the expected distance, i.e., the average distance be-
tween two random points. See Appendix D on how the observed distance and the ex-
pected distance were calculated.

As each scenario was designed by 24 participants, there were 24 observed distances
to examine the similarity between the setting of one scenario and the setting of another
scenario. Thus, these 24 distances were compared with the expected distance between
a pair of scenarios by a one-sample t-test. If the observed distances between a pair of
scenarios were significantly (p <0.05) shorter than the expected distance, the two sce-
narios were regarded as similar to each other. According to the results, the scenarios
were grouped into one category when they were similar to each other by showing signif-
icantly shorter distances between each other than the expected distance. The grouping
results (Table 3.3) show that the scenario settings were grouped into five categories. The
audience settings for scenarios 3 (the impractical business proposal) and 12 (the funeral
eulogy) were excluded from the grouping because they did not show similarity in terms
of short distance with any other scenarios.

The categorization was also inspected by applying a clustering method. An agglom-
erative hierarchical clustering method with complete linkage was employed to group the
audience settings using Euclidean distances between all setting pairs as the measure.
The idea was to build a tree of data that successively merges similar groups of settings.
The similarity between each setting pair was measured using Euclidean distances be-
tween the two settings. According to the dendrogram obtained in the hierarchical clus-
tering process (Figure 3.4), five categories were yielded by setting a distance threshold
of 7.5 on a scale from 0 to 25, and Scenario 3 and 12 were excluded from the five cate-
gories. This categorization, if excluding Scenario 3 and 12, was exactly the same as that
obtained by comparing the distances. Therefore, to obtain consistent setting features
for each category, the audience settings were grouped into five categories, and Scenario
3 and 12 were excluded from the categorization.

The median settings of the five audience categories are shown in Table 3.4. The re-
sults provide an overview of the characteristics of each category. The difference in set-
tings between the scenarios in different categories and similarity within a category sug-
gest the potential existence of five distinct generic audience behavior styles.
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Table 3.2: Results of chi-square tests on each parameter for each scenario, χ2(2, N = 24)

* The Chi-square value is less than 5.99, which is the critical value of Χ2(2) for p = 0.05. Thus, a result less 
than 5.99 indicates that the distribution was not found to deviate significantly from a random distribution. 

  

Table 2  Results of chi-square tests on each parameter for each scenario, χ2(2, N = 24) 

Scenario 
No. 

χ2  values for parameters 

valence arousal dominance interest eager agree 

1 21.00 9.25 9.25 18.25 48.00 9.75 

2 9.75 13.00 6.25 12.25 24.25 16.75 

3 15.75 9.75 5.25* 7.00 3.25* 16.00 

4 42.25 16.00 18.75 13.00 21.00 23.25 

5 7.00 12.25 5.25* 10.75 24.25 14.25 

6 14.25 10.75 1.75* 16.00 48.00 10.75 

7 18.25 4.75* 6.75 13.00 32.25 12.25 

8 18.25 19.75 18.75 18.25 13.00 9.00 

9 12.25 24.25 24.25 14.25 48.00 12.25 

10 42.25 28.00 12.25 12.00 16.00 15.75 

11 21.00 19.75 0.75* 14.25 32.25 10.75 

12 23.25 4.75* 5.25* 6.25 4.00* 12.25 

13 14.25 12.25 3.25* 21.00 42.25 10.75 

14 32.25 21.00 19.75 18.25 32.25 14.25 

15 13.00 16.00 7.75 16.75 31.75 16.00 

16 16.75 4.75* 1.00* 13.00 9.00 24.25 

17 31.75 7.00 3.25* 12.00 21.00 14.25 

18 21.00 12.25 21.00 18.25 37.00 7.75 

19 19.00 4.00* 9.25 6.25 4.75* 5.25* 

20 19.00 12.25 16.75 12.00 10.75 9.75 

21 27.00 31.75 7.75 19.75 13.00 7.00 

22 21.00 14.25 13.00 14.25 21.00 7.00 

23 19.75 15.75 12.25 37.00 19.75 27.25 

*The Chi-square value is less than 5.99, which is the critical value of χ2(2) for p = 0.05. Thus, a
result less than 5.99 indicates that the distribution was not found to deviate significantly from a
random distribution.
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Table 3.3: Grouping of the 21* audience scenario settings

   

Table 3  Grouping of the 21* audience scenario settings 

Categor
y 

Scenario 

A 1 (Promising business proposal), 4 (Best man’s talk), 6 (Tuesday morning lecture 
about exam), 7 (Attractive Tuesday morning lecture), 9 (Related Monday 
morning meeting), 10 (Funny show), 14 (Positive corporate report), 18 
(Innovative design), 20 (A qualified interviewee) 

B 2 (Potential business proposal), 21 (A not very satisfactory interviewee), 22 
(Training plan), 23 (Hobby talk) 

C 16 (Announcement of stricter rules), 17 (Budget cut) 

D 11 (Not funny show), 13 (Souvenir introduction), 15 (Repeated rule 
announcement) 

E 5 (Friday afternoon lecture), 8 (Unrelated Monday morning meeting), 19 
(Looking around in an exhibition) 

* Scenario 3 (Impractical business proposal) and 12 (Funeral eulogy) were excluded.  *Scenario 3 (Impractical business proposal) and 12 (Funeral eulogy) were excluded.

Table 3.4: Median settings of the five audience categories

   

Table 4  Median settings of the five audience categories 

Parameter 
Audience category 

A B C D E 

Valence H M L L M 

Arousal H M H L L 

Dominance M M M M M 

Interest H M M L M 

Eagerness H H H L L 

Agreeableness H M L L M 

L=0;M=5;H=10 L=0; M=5; H=10.
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Figure 3.4: The dendrogram using complete linkage. The dash line specifies the threshold distance of 7.5.
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3.5. STUDY III: PERCEPTION VALIDATION OF AUDIENCE SET-
TINGS

T HE next step was to examine whether people were also able to recognize these five
audience behavior categories. Thus, like other design-perception studies, (e.g., [35]),

the design results need to be validated to ensure that people can recognize the designs.
To validate the audience’s behavior for different scenario descriptions, a perception ex-
periment was conducted.

3.5.1. MATERIAL

The evaluation included the five settings (i.e., A, B, C, D, and E) found in the study II and
a neutral setting as a baseline. To generate the different audience stimuli, the audience
simulations from Study II were used. The five audiences were generated using the me-
dian settings (Table 3.4), and the neutral audience by setting all parameters to M. Three
video clips of 30 seconds each were made for each audience setting from the audience
simulation to avoid biased results, and two videos were randomly selected from the three
and shown to participants. Thus, the evaluation consisted of 12 video clips: six settings
and two clips for each. The 12 clips were displayed to participants in a random order to
avoid the potential order effects.

3.5.2. MEASURES

A questionnaire was used to evaluate how well the virtual audience’s behavior matched
certain descriptions. The scenario descriptions were the same as those in the design
experiment. The questionnaire was formulated as follows:

Which situations describe the audience in the movie best? Type
A, B, C, D, or E? (Only one answer is possible.)

Type A: you may find such audiences in the following situations:

[1] A person wants to start his own company and needs a sizable amount
of investment money for this. He has an opportunity to introduce the
investment proposal within 10 minutes to a number of business peo-
ple, as they will consider whether or not they might invest in this new
business opportunity. While listening, the investors find the proposal
very promising.

[2] The best man is talking about some interesting story about the new
couple at a wedding party. The people in the party are mostly the new
couples’ family members and friends. They are friendly and enjoy very
much the stories.

[3] ...

Type B, you may find such audiences in the following situations:

. . .
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Table 3.5: Labels of different audience types

   

Table 5  Labels of different audience types 

Audience 
type 

Words and phrases collected Label 

A 2Attentive, paying attention, 2happy, 3interested, 
1related to the audience, 3enthusiastic, 1engaged, 
1open to ideas, 1easy, 1positive,1 intrigued, 
1compliant, 1pleased 

Interested and 
enthusiastic 

B 1Hesitant, 2slightly negative, 2concerned, 1topic is 
related to audience,1 uncertain, 2cautious, 2mixed 
opinion, 4critical, 1unclear 

Critical and concerned 

C 2Anxious, 1rebellious, 1fearful, 1not happy, 
1worried, 1angry, 1betrayed, 2negative, 1opposite, 
1tough, 1threatened 

Anxious and threatened 

D 1Inattentive, 1indifferent, 4bored, 2impatient, 
1annoyed, 1fed-up, 1disengaged, 1restless 

Bored and impatient 

E 1Distracted, 1impatient, 1not really interested, 
2bored, 2uninterested, 1disengaged, 3indifferent, 
1restless 

Indifferent and 
uninterested 

Note: the superscript number ahead of a word indicates that the number of people who 
mentioned the word, e.g., for type A, “interested” was mentioned by three people. 

Note: the superscript number ahead of a word indicates that the number of people who mentioned
the word, e.g., for type A, “interested” was mentioned by three people.

The audience situations for each type were explained by listing the full descriptions of
scenarios (Appendix B) that were categorized as that type (Table 3.3).

As the description for each scenario type is very long, short labels might be more
convenient for future use. Thus, several words and short phrases were collected to label
the audience types from nine people (six females and three males, ranging from 25 to 36
years old, M = 29.6, SD = 3.6). Two words were selected to label each type, shown in Table
3.5.

To validate the labels, the participants were also asked to label the audience types by
selecting one answer to the question as follows:

Which audience label describes the audience in the movie best?
(Only one answer possible)

To check whether the participants could read English and take the survey seriously,
the following open question was also included about the participants’ rationale for their
choices.

Please fill in your rationale for your choices above in English.
Please provide specific answers, instead of a generic answer
for all videos.
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Table 3.6: Agreement coefficients between audience descriptions and labels using different audience descrip-
tion scheme

 

   

Table 6  Agreement coefficients between audience descriptions and labels using 
different audience description scheme 

Audience description 
scheme 

A, B, 
C, D, E 

A, B, C, Inattentive 
(D and E) 

Attentive (A, B, and C), 
Inattentive (D and E) 

Kappa 0.48* 0.65* 0.73* 
*p<0.001  *p <0.001.

3.5.3. PROCEDURE

This survey was conducted online through Amazon Mechanical Turk among 101 peo-
ple (51 females, 50 males) from the United States. Their age ranged from 18 to 64 years
old (M = 34.9, SD = 10.9). The survey consisted of 12 parts. Each part contained one
video clip and three questions; the participants were asked to watch the video and then
answer the description and label questions, as well as an open question about their ra-
tionale. The video could be replayed. Once finishing one part and continue with the
next part, participants were not allowed to go back to the previous part. At the start, par-
ticipants were informed that they would only receive their one-dollar reimbursement if
they follow all the instructions.

3.5.4. RESULTS

The result from one person was removed from the analysis because the answers to the
open question were often obviously inconsistent with the choices of description and la-
bel. Before investigating how people perceived the videos, the descriptions and labels
were examined to ensure that people could distinguish between the situation descrip-
tions and between the audience labels. As the descriptions and the labels were expected
to show one-to-one matches as designed, Cohen’s kappa was calculated between the
situation descriptions and audience labels. An agreement coefficient of 0.48 showed
an overall significant (p <0.001) association between the labels and descriptions. Fig-
ure 3.5a shows the overview of the relationship between descriptions and labels. For
descriptions A, B, C, and D, the most chosen label for each description was always the
corresponding one, i.e., A, B, C, and D respectively. However, results did not always show
one-to-one matches, e.g., descriptions D and E respectively matched with both labels D
and E. Therefore, the descriptions and labels generally showed one-to-one matches, but
the participants might not always be able to differentiate between the descriptions or
labels of some types, e.g., type D and E. As people did not agree strongly on the five-type
categorization, different audience description schemes were explored to obtain a more
reliable description scheme. New description schemes were constructed by combining
the types whose descriptions or labels might not be differentiated, e.g., type D and E.
The coefficients (Table 3.6) increased to an acceptable level of 0.73 when audience types
A, B, and C were integrated into one category and D and E into another, creating an at-
tentive and an inattentive audience group. Thus, people showed more agreement on the
two-type categorization. This suggested that most noticeable feature in the audience
behavior was whether or not an audience paid attention to the presenter.

To investigate whether participants distinguished the different audience types, par-
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answer the description and label questions, as well as an open question about their rationale. The video could be 

replayed. Once finishing one part and continue with the next part, participants were not allowed to go back to the 

previous part. At the start, participants were informed that they would only receive their one-dollar reimbursement if 

they follow all the instructions.  

5.4 Results 
The result from one person was removed from the analysis because the answers to the open question were often 

obviously inconsistent with the choices of description and label. Before investigating how people perceived the 

videos, the descriptions and labels were examined to ensure that people could distinguish between the situation 

descriptions and between the audience labels. As the descriptions and the labels were expected to show one-to-one 

matches as designed, Cohen’s kappa was calculated between the situation descriptions and audience labels. An 

agreement coefficient of 0.48 showed an overall significant (p < 0.001) association between the labels and 

descriptions. Fig. 5a shows the overview of the relationship between descriptions and labels. For descriptions A, B, 

C, and D, the most chosen label for each description was always the corresponding one, i.e., A, B, C, and D 

respectively. However, results did not always show one-to-one matches, e.g., descriptions D and E respectively 

matched with both labels D and E. Therefore, the descriptions and labels generally showed one-to-one matches, but 

the participants might not always be able to differentiate between the descriptions or labels of some types, e.g., type 

D and E. As people did not agree strongly on the five-type categorization, different audience description schemes 

were explored to obtain a more reliable description scheme. New description schemes were constructed by 

combining the types whose descriptions or labels might not be differentiated, e.g., type D and E. The coefficients 

 
a) five-type categorization      b) four-type categorization    c) two-type categorization 

Fig. 5. An overview of description-label relationship using different audience categorization schemes. The label 

choice distributions are expressed as a percentage for each description (category), i.e., the percentages of labels for 

one situation description (grouped bars filled with different patterns) should add up to 1. 

Table 6  Agreement coefficients between audience descriptions and labels using different audience description 

scheme 

Audience description 

scheme 

A, B, 

C, D, E 

A, B, C, Inattentive 

(D and E) 

Attentive (A, B, and C), 

Inattentive (D and E) 

Kappa 0.48* 0.65* 0.73* 

*p < 0.001  

Figure 3.5: An overview of description-label relationship using different audience categorization schemes. The
label choice distributions are expressed as a percentage for each description (category), i.e., the percentages of
labels for one situation description (grouped bars filled with different patterns) should add up to 1.

Table 3.7: Number of participants (n = 100) who categorized the audience as Inattentive

 

 

   

Table 7  Number of participants (n = 100) who categorized the 
audience as Inattentive 

Audience 
type 

Sample 1 Sample 2  
Description Label Description Label 

A 17 23 11 14 
B 12 16 14 21 
C 22 29 18 18 
D 75 87 73 86 
E 63* 80 68 82 
*p=0.12, the p value of all other results without notation is p<0.001. *p=0.12, the p value of all other results without notation is p <0.001.

ticipants’ perception was tested across the audience types, using the binominal descrip-
tion scheme, i.e., attentive and inattentive. The numbers of participants who catego-
rized the types as inattentive were tested by binomial tests against a random proportion
of 50%. The test was conducted respectively on the descriptions and the labels for each
sample video. As shown in Table 3.7, audiences A, B, and C were mostly (p <0.001) cate-
gorized as attentive while most (p <0.05) people categorized D and E as inattentive.

Besides the obvious difference between attentive audiences and inattentive audi-
ences, the differences within each group were also investigated. Figure 3.6 shows an
overview of the choice distribution of descriptions and labels for different audience types.
Friedman tests were conducted on each description and label choice to find out whether
the choices varied across the audience types. The results (Table 3.8) show an overall sig-
nificant (p <0.001) difference in the choices of each description and each label among
the audience types. Pairwise comparisons were further conducted using z-test on the
proportions of each description or label between different types. The significance val-
ues of the z-tests had been adjusted using the Bonferroni method. The results are also
shown in Figure 3.6. Description A and label A were most preferred by the participants
for type A, although not significantly more than description B and label B; description
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(Table 6) increased to an acceptable level of 0.73 when audience types A, B, and C were integrated into one category 

and D and E into another, creating an attentive and an inattentive audience group. Thus, people showed more 

agreement on the two-type categorization. This suggested that most noticeable feature in the audience behavior was 

whether or not an audience paid attention to the presenter.  

To investigate whether participants distinguished the different audience types, participants’ perception was tested 

across the audience types, using the binominal description scheme, i.e., attentive and inattentive. The numbers of 

participants who categorized the types as inattentive were tested by binomial tests against a random proportion of 

50%. The test was conducted respectively on the descriptions and the labels for each sample video. As shown in 

Table 7, audiences A, B, and C were mostly (p < 0.001) categorized as attentive while most (p < 0.05) people 

categorized D and E as inattentive.  

Table 7  Number of participants (n = 100) who categorized the audience as Inattentive 

Audience 

type 

Sample 1 Sample 2  

Description Label Description Label 

A 17 23 11 14 

B 12 16 14 21 

C 22 29 18 18 

D 75 87 73 86 

E 63* 80 68 82 

*p = 0.12, the p value of all other results without notation is p < 0.001. 

  
a) Participants’ choices of descriptions  b) Participants’ choices of labels 

Fig. 6.  An overview of participants’ choices of descriptions and labels for different audience types. The 

description and label choice distributions are expressed as a percentage on each condition, i.e., the percentage of each 

description or label in one type (bars filled with the same pattern) should add up to 1. Each letter on top of a bar 

denotes a subset of audience type categories whose proportions for a certain description or label do not differ 

significantly (p < 0.05) from each other.  
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Figure 3.6: An overview of participants’ choices of descriptions and labels for different audience types. The
description and label choice distributions are expressed as a percentage on each condition, i.e., the percentage
of each description or label in one type (bars filled with the same pattern) should add up to 1. Each letter on
top of a bar denotes a subset of audience type categories whose proportions for a certain description or label
do not differ significantly (p <0.05) from each other.

Table 3.8: Results of Friedman tests of description and label choices across the audience types, χ2(4, N = 200)

 Audience type 

 A B C D E 

Description 197.33 60.57 48.51 115.83 120.31 

Label 275.23 62.63 71.87 239.21 56.57 

 

   

Table 8  Results of Friedman tests of description and label choices across the audience types, χ2(4, N = 200) 

Description Label 

A B C D E A B C D E 

197.33 60.57 48.51 115.83 120.31 275.23 62.63 71.87 239.21 56.57 

Note: the p values of all statistics are less than 0.001. 

Note: the p values of all statistics are less than 0.001.

B was significantly (p <0.05) more preferred for type B than other conditions while label
B was preferred for both types B and C; both description and label C were selected by
significantly (p <0.05) more participants in type C; no significant difference was found
between types D and E, with similar preference for descriptions and labels D and E.
Therefore, both description and label results showed the differences within the atten-
tive audiences (A, B, and C), but no difference was found within inattentive audiences
(D and E). However, some labels did not show a one-to-one match for a certain type. For
example, label B was found often chosen for both types B and C, and label D were more
chosen than label E by the participants to describe both types D and E.

In conclusion, the difference between attentive (A, B, and C) and inattentive (D and
E) audiences was perceived to be significant. The descriptions and labels for types A, B,
and C were partially validated: although people could not always perceive the difference
between A, B, and C, there was a trend that the corresponding descriptions and labels
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were often the most preferred. No significant difference was found between types D and
E.

3.6. STUDY IV: THE BEHAVIOR OF THE AUDIENCE TYPES

T O gain some insight about people’s perception of the audience types, the audience
behavior was investigated for the different audience types. The study was conducted

for each audience type on three aspects: (1) the specific postures, (2) the frequency of
body movements, and (3) reactions towards disruptive events.

3.6.1. LISTENING POSTURES OF THE PERCEIVABLE AUDIENCE TYPES
To examine the specific behavior for the perceivable audience types, the statistical model
for the generation of listening postures was used. The median settings of five audience
types obtained in Study II were used as the model input, and thus one posture category
was obtained for each audience type.

Table 3.9 summarizes the audience behavior for each type. Concerning the head po-
sition, a trend of decreasing attention was observed in order of type A, B, C, and D. While
the head for type A was always facing the front, two out of three head positions for type
D were looking downwards. A trend of decreasing openness showed in the position of
arms and hands from type A to C. Compared with type A, type B audience showed more
closed gestures, e.g., clenched hands and folded arms, and the gestures in C are totally
closed. Type C also differed from A and B in the torso position. The upright position
suggested less relaxation in the torso. Apart from the head position, type D also distin-
guished well from A, B, and C in arm and leg position, e.g., the fidgeting hands and legs.
The behaviors for type D and E were almost the same except the facial expression. How-
ever, as the audience’s heads were mostly lowered, it might explain that a difference was
hardly recognized in Study III.
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Table 3.9: Audience behavior in different settings
Table 9  Audience behavior in different settings 

  A B C D E 
  Interested and 

enthusiastic 
Critical and concerned Anxious and 

threatened 
Bored and impatient Indifferent and uninterested  

Mood setting 
[Valence, Arousal, 
Dominance] 

H, H, M M, M, M L, H, M L, L, M M, L, M 

 
       
Listening 
Posture 

Number of 
postures 

2 4 3 3 3 

      
Head Upright 3Upright; 

1tilted position, facing the front 
1Upright; 
1lowered head 
1tilted head 

1Upright; 
2lowered head 
 

1Upright; 
2lowered head 
 

   

Arms and 
hands 

1hands open on 
desk; 
1one hand touching 
or holding the other 
arm 

1clenched hands resting on desk; 
1hands open on desk; 
1one hand touching the neck, with 
the other resting on the front torso; 
1folded arms 

2arms folded; 
1hands on legs 

2suporting the head; 
1one or two hands tap on the 
desk continuously  

2suporting the head; 
1one or two hands on tap the 
desk continuously  

   

Torso 1Torso forward; 
1Torso backward. 

Torso backward  
 

Torso upright Torso forward Torso forward 

      
Legs Crossed or twisted 

legs. 
Crossed or twisted legs. Crossed or 

twisted legs. 
2both feet flat on the floor; 
1leg joggling or feet tapping 

2both feet flat on the floor; 
1leg joggling or feet tapping 

   

Average probability of 
posture shifts 

0.03 0.04 0.11 0.06 0.06 

   

Reaction to an event no 
longer than 4 seconds 

No React React React React 

   

Reaction to an event no 
shorter than 5 seconds 

React React React React React 

Note: the superscript numbers indicate how many postures of the corresponding audience type comprise this position. If a position is not specified, all 
the postures of this audience type comprise this position. 
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3.6.2. BODILY MOVEMENTS

Another factor that affects the perception of audience behavior is the frequency of bodily
movements. The bodily movements include posture shifts and consistently moving be-
haviors such as finger tapping. To study how often the behavior shifted from one posture
to another, the posture transition matrix of the audience behavior model was inspected.
The transition matrix presented the probabilities for each posture to transition to other
postures in the successive time unit, i.e., two seconds in the model. Thus, the probabil-
ities for posture shifts were used as one measure of bodily movement. To judge how the
frequencies differed across the audience types, the average of the probabilities within
one posture category for each audience type was calculated as the measure (also shown
in Table 3.9). The results present an increase in the probability of posture shifts in the
order of audience type A, B, and C. Although type D audience shifted their postures less
often than type C, it actually exhibits much more bodily movements, because two out of
three postures involve consistently moving behaviors such as finger tapping. As type D
and E employed the same posture category, the movement probability was also the same.
This suggested that an inattentive audience might exhibit more bodily movements than
an attentive audience.

3.6.3. EVENT REACTION

Besides listening behavior, the different audience settings may also affect the audience
member reaction to disturbing events, specifically, whether or not to respond to such an
event, such as a door slam. To study the reaction, the audience settings were used as
the input of the reaction decision function [24]. As the reaction was also related to the
event duration, the event duration was set 0.5, 1, 2, 3, 4, and 5 seconds respectively. The
results (shown in Table 3.9) show that when the event duration was short, i.e., no longer
than four seconds, only type A audience would not respond, while all other types would
respond. However, if an event was long enough to be distracting, the most attentive
audience would also respond.

3.7. DISCUSSION AND CONCLUSIONS

I N conclusion, people were able to perceive changes in some of mood, personality, and
attitude parameters by observing a virtual audience’s behavior. Using the perceivable

parameters, several audience scenarios were constructed by a group of individuals who
acted as designers of virtual audiences. Audience parameter settings of individual audi-
ence scenarios showed extensive consistency across these designers. Furthermore, the
list of 21 audience scenarios could be clustered into five underlying generic audience
behavior styles. This led to the creation of five audience styles using the median set-
tings of each cluster group. The perception validation study of these five styles showed a
dominating characteristic of an audience that people perceived was whether or not the
audience was attentive or inattentive. Although weaker, the findings also suggested that
people could distinguish between interested-enthusiastic audience, critical-concerned
audience and anxious-threatened audience. Finally, the findings of study IV gave an
overview of the audience behaviors that made up these five audience styles. We an-
ticipate that future developers can use these to create different recognizable audience
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styles.

As suggested in the previous study [24], facial expressions were added to improve
the virtual audience’s expressiveness. This point was supported by the results of Study
I and Study II. However, according to the rationale provided by participants in the open
question in Study III, it seemed that many participants did not use facial expressions as
a clue to the judgment of audience styles. For example, only 18 out of 100 participants
mentioned facial expression for videos of interested-enthusiastic (type A) audience. This
might be caused by several reasons. First, the facial expressions in Study III were static in
each condition. Without any change or comparison, people might not differentiate be-
tween some expressions, e.g., moderate pleasure and a neutral mood. Second, there was
no control of the display devices the participants used to watch animations in the online
survey. If the screen was small, participants might not have seen the facial expressions
clearly as the scene included 11 characters in total. Nevertheless, Study III also showed
that without any hardware constraints, people could recognize different audience styles.
Besides facial expressions, another explanation of the lack of expressiveness in some sit-
uations is the underlying audience model used in the studies. As it was built based on
observations of only 16 people in a university, the output behavior may lack variations
for some audience types such as D and E.

This study can be extended in many directions. First, behavior of the current audi-
ence corpus was based on observations of normal conditions without extreme moods or
attitudes. The behavioral model can be extended to show more extreme conditions by
observing audiences in more diverse situations other than the classroom setting in the
current corpus, e.g., business meeting and theatre. It is also worth exploring whether
audiences’ social-economic backgrounds or cultures influence their behavioral styles
and whether people from more similar social-economic backgrounds or cultures would
show more agreement about their perception of these audience styles. Second, to make
a clear distinction between different audience styles, the parameter settings were always
similar for all virtual audience members in the presented studies. However, such a ho-
mogeneous audience would hardly exist in real life. Studying a more heterogeneous au-
dience would therefore provide more insights into behaviors and people’s perception of
more complex real life audiences. Third, in the studies there was no interaction between
audience and the presenter. It would therefore be interesting to study a responsive vir-
tual audience that would react according to the speaker’s behavior. In this way, a presen-
ter may perceive a stronger connection with the virtual audience, hence higher social
presence [36]. Besides the perception of a virtual audience from bystanders’ view as
conducted in this paper, speaker’s perception and responses could also be investigated,
involving factors such as speech content, emotions, and the speaker’s confidence.

When virtual audiences take the place of real audiences for various purposes such
as psychotherapy and performance rehearsal, it is important that virtual audiences elicit
similar responses in the users to those elicited by real audiences to ensure the effec-
tiveness. For this, immersion, place illusion, and plausibility illusion are the three key
concepts to understand [37]. Whereas immersion is a description of the characteristics
of the system, e.g. the image quality of virtual audience, presence, i.e. place illusion, is
related to the feeling of ‘being there’, and plausibility illusion refers to the illusion that the
depicted scenario is actually occurring. A recent meta-analysis [38] on the relationship
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between presence and the intended provoked anxiety within virtual environments de-
veloped for psychotherapy of anxiety disorders, however, found no correlation between
anxiety and presence experienced in virtual environments for treatment of social anxiety
such as virtual audiences. Ling et al [38] pointed out that the presence measured in the
studies mainly considered space illusion but not plausibility illusion, which might be a
key issue when it came to social anxiety. In a similar manner, Poeschl and Doering [39]
also stressed the need to understand people’s experience of realism when exposure to
scenario that involved a virtual audience. Future work therefore should focus on mea-
suring the plausibility illusion when studying virtual audience, i.e. the illusion that the
social interaction with the virtual audience is actually happening. For social situations
such as public speaking, this illusion specifically relates to social presence which refers
to users’ perception on the virtual social characters and experience of their relationship
with the virtual characters. Thus, social presence with virtual audiences could also be an
important factor which affects users’ responses to virtual audiences.

In conclusion, this paper explored audience simulation parameters, their settings
and consequent audience styles, and validated them through a series of perception stud-
ies. This contribution is important because virtual audiences often function as key stim-
ulus material. Validation is also vital as it provides the foundation for drawing any valid
conclusions later on about people’s behavior, emotions, and attitudes when they are ex-
posed to these virtual audiences. The work also presents a more practical contribution
by providing developers with guidelines for designing the behavior of virtual audiences.
The potential existence of at least five underlying audience styles among the 21 public
scenarios suggests that the five styles could represent a large variety of audiences which
would occur in various public speaking scenarios. Thus, by implementing only five au-
dience styles, designers would be able to construct many more different social settings
with an audience, and users would have opportunities to experience more variations of
social settings. As the parameter settings of the five audience styles also show consis-
tency in the virtual audience’s moods, attitudes, and personalities, designers should also
consider the expressiveness of a virtual audience as a key factor to construct different
audience styles successfully. Besides, as an audience’s attentiveness is suggested as a
dominating perceivable characteristic, it is an important characteristic to be mentioned
and considered when describing or designing an audience. Additionally, the specific
postures and behavioral patterns found in the five audience styles may help designers
to develop virtual audiences with noticeable and recognizable behavioral styles. The
findings can also be generalized to the design of individual virtual characters acting as
listeners. Specifically, to design expressive virtual listeners, their behavior should variate
in the following aspects: head and gaze direction, facial expression, frequency of bod-
ily movements, reaction to disturbing events, and postural features such as openness,
relaxation, and fidgets. The findings of the last study give designers directions on how
to modulate these behaviors to create listening individuals as well as complete virtual
audiences.
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4
PUBLIC SPEAKING TRAINING IN

FRONT OF AN IMAGINARY OR

VIRTUAL AUDIENCE: A
RANDOMIZED CONTROLLED TRIAL

When preparing for a public speech, practicing with an audience is suggested to be ef-
fective in enhancing speech performance. However, it is often impractical to organize an
audience to practice a presentation. Virtual reality can provide a solution, i.e., practic-
ing with a virtual audience. This paper studied this practicing technique for enhancing
speech performance and people’s training satisfaction. A randomized controlled trial (n
= 40) was conducted to compare practicing in front of a virtual audience with another
practicing technique whereby the presenter had to imagine an audience while practicing.
Individuals practiced their presentations in three training sessions with either a virtual
audience or an imaginary audience. Participants’ performance was assessed in a closing
session where they delivered their speech in front of a human audience. The results showed
that individuals seemed to benefit more from a virtual audience than an imaginary au-
dience in reducing speech anxiety. The clearest benefit of practicing with a virtual audi-
ence was the satisfaction it gave. Participants were more positive towards training with
a virtual audience regarding both the training process and its effect on their presentation
ability. We anticipate that virtual audiences can be beneficial in motivating individuals
to practice their presentation.
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4.1. INTRODUCTION

W HETHER we are talking about our research at a conference, making a speech at a
friend’s wedding, or making a proposal in a business meeting, we have to speak

in public from time to time. How well we have delivered a presentation affects the way
people think about us and the message of the presentation. For example, people tend
to regard presenters as more credible and intellectual when they have more eye con-
tact with their audience during presentations [1], [2], and people are more likely to be-
lieve the presenters and be persuaded when the speech is fluent and well organized [3].
People’s attitudes change more in the direction of message recommendations by strong
arguments than weak arguments [4].

To deliver a well-received speech, preparation is necessary. Among all the speech
preparation activities, Menzel and Carrell [5] specifically found that amount of rehearsals
in front of an audience and the amount of experienced anxiety was associated with qual-
ity of the speech performance, i.e., how an individual deliver a speech in respect of body
language, voice, confidence etc. Although the correlation between the amount of re-
hearsals and speech performance was not confirmed in a study by Smith and Frymier
[6], they found that students who had practiced with an audience performed better than
those who had practiced without an audience. Moreover, a study by Ayres et al [7] in-
dicated that practicing with an audience helps to decrease public speaking anxiety and
increase the willingness to speak.

Although practicing with an audience is suggested to be effective in enhancing speech
performance, it is often impractical to organize an audience to practice a presentation.
This problem can be solved by virtual reality, which can provide presenters with a virtual
audience. The use of virtual audiences has already been suggested for several appli-
cation domains. For example, they have been proposed to replace a human audience
in the Trier Social Stress Test (TSST) [8] to induce stress in an individual with the aim
of studying stress responses [9]. Speaking in front of an audience is also on the list of
anxiety-evoking social situations [10]. Practicing in front of virtual audiences as part of a
therapy for social anxiety is therefore also often studied [11]. Additionally, virtual audi-
ences have been used to improve teachers’ performance [12], [13].

To the best of our knowledge, little research has been reported on the use of vir-
tual audiences in public speaking training. The work reported in this paper addresses
whether practicing with a virtual audience could benefit the public speakers. It sets out
to study this practicing technique for enhancing public speaking performance, focus-
ing especially on its effectiveness and people’s training satisfaction. The empirical study
compared practicing in front of a virtual audience with another practicing technique
whereby the presenter had to imagine an audience while practicing.

4.2. RELATED WORK AND HYPOTHESIS
Interaction with a single or a group of virtual characters can affect people in a manner
similar to that of interaction with real people. For example, people have reported anxiety
when speaking to a virtual character [14], [15], speaking among a group of virtual char-
acters [16], or giving a presentation in front of a virtual audience [17]. The presence of
a virtual audience has also been found to affect people’s performance as a real audience



4.3. METHOD

4

73

did [18].
Without a visible audience, imagination can also affect people’s emotion and per-

formance. For example, imaginary audiences and virtual audiences were found simi-
larly effective in evoking social anxiety [9]. Both practice methods may help to reduce
people’s anxiety during presentation and improve public speaking performance. Virtual
audiences and imaginary audiences have therefore been used to treat social anxiety dis-
order, and were found comparatively effective in reducing social anxiety [19]. Further-
more, similarity in treatment effect for the phobic patients being exposed to a virtual or
real audience has also been reported [20]. Many researchers also found positive correla-
tions between rehearsal in front of audiences and performance [5], [6]. Moreover, some
studies [21], [22] reported that imagination of a performance, or mental rehearsal of the
process, can help to improve the performance. Success in performance can also boost
self-efficacy beliefs [23]. For example, a system for training teaching skills [13] was found
effective in improving teachers’ performance and self-efficacy in teaching by providing
a classroom simulation for teachers to practice with. Likewise, people’s self-efficacy was
influenced by comments made by virtual classmates about answers they gave in the class
[16].

Still, practicing with an imaginary audience holds a number of drawbacks when com-
paring practicing with a virtual audience, which potentially makes it less satisfying, ef-
ficient and effective for the trainees to use. First of all, the imagery task itself has some
limitations [24]. Imagining requires a great deal of attentional resources and most indi-
viduals have problems maintaining concentrated on the imagery task for a long period.
In addition, the imagery is difficult to control because individuals may distract them-
selves from an undesirable image by replacing it with another thought or image which
may weaken the effectiveness of such activities. Additionally, individual’s capability of
imagination may also affect the effectiveness. For example, individuals with no expe-
rience of speaking in front of a large audience may have difficulty in imagining such
a situation. Furthermore, when practicing a presentation with an imaginary audience,
it requires individuals to perform two tasks simultaneously: presenting and imagining.
However, as dual-task performing requires more attentional resources, the problem of
capacity overload may arise, which may deteriorate the performance of both tasks [25],
[26]. Considering the limitations of the imagery task and the relative ease of practicing
with a virtual audience, the following hypotheses are formulated:

People who practiced in front of a virtual audience (H1) perform
better, (H2) are less anxious, (H3) find the practice method
more satisfying, and (H4) hold more positive beliefs of their
self-efficacy than those who practiced with an imaginary audience.

4.3. METHOD

A public speaking training course was organized on the university campus. In this
individual course, participants were instructed to practice their own presentations

in either one of the two ways: practice in front of a virtual audience (i.e., VR condition),
or practice with an imaginary audience (i.e., IM condition). To compare the effects of the
practicing methods, a between-subjects design was employed.
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4.3.1. MATERIAL

In the VR condition, participants could select out of four different virtual environments
to match the presentation setting they were targeting. They were a classroom with nor-
mal seat arrangement, a classroom with U-shaped seat arrangement, a conference hall,
and a setting for a public PhD defence (Figure 4.1). A parameterized expressive audi-
ence behaviour generator [27] was used to create an expressive virtual audience. The
behaviour generator was accomplished based on statistical models abstracted from ob-
servation of real audiences. The audience corpus [28] obtained in the observation con-
sisted of 9600 coding units with a sampling interval of two seconds, specifying head,
gaze, arm, hand, torso, and leg positions. As shown in the audience framework (Fig-
ure 4.2), the generated behaviour was modulated by the audience members’ person-
ality (extroversion, agreeableness, openness, neuroticism, and conscientiousness), at-
titude towards the topic (interest, approval, eagerness for information, criticism, and
impatience), mood (valence, arousal, and dominance), and energy level, which were
also collected in the observation. The virtual audience showed different attitudes by
their postures and facial expressions. In this study, participants could select an audience
type, namely a positive, neutral, critical, or bored looking audience, to practice coping
with the audience. Besides manifesting different listening postures, the virtual audience
also respond to interrupting events within the virtual environment, including VE events
such as loud noises and telephone rings and agent events such as being looked at by
another audience member. For example, a bored audience always responded to such
events by turning their heads whereas an interested audience only responded to events
which lasted long. The perception of the four audience types have been validated in
a previous user study [29]. Besides selecting an audience type, participants could also
select whether an interrupting event would occur during the rehearsal of their presenta-
tion such as drilling noises or mobile phone rings. After the participants rehearsed the
delivery of their talk, members of the audience asked the participants six questions, such
as “What motivated you to carry out this research?” or “What would have improved your
work?”. These questions were randomly selected from a list of 40 questions respectively
related to a specific scenario setting, e.g., academic conference or public thesis defence,
which the participants had selected in advance. The questions were triggered by the use
of voice detection. Three seconds after a participant stopped answering, the audience
would pose the next question. If the participant did not answer, the audience member
repeated the question.

Besides rehearsing the presentation, the course also included the use of a virtual
coaching system both in VR and in IM condition. Using the system, a virtual coach
provided information about presentation structure, body language during speech, and
visual aids. The coach also helped participants to reflect on and improve their presen-
tations. For this, participants entered their reflections into textboxes of the system to
answer specific questions from the coach, which were designed to help participants to
think about ways to prepare and improve their presentations, e.g., “How was your pre-
sentation going?” or “What can you do to improve your introduction part?”. These an-
swers were printed out for participants so they could use them to improve their presen-
tation at home.



4.3. METHOD

4

75

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

3 

 

(Kang, 2013) obtained in the observation consisted of 9600 coding units with a sampling interval of two seconds, specifying 

head, gaze, arm, hand, torso, and leg positions. As shown in the audience framework (Figure 2), the generated behaviour was 

modulated by the audience members’ personality (extroversion, agreeableness, openness, neuroticism, and conscientiousness), 

attitude towards the topic (interest, approval, eagerness for information, criticism, and impatience), mood (valence, arousal, 

and dominance), and energy level, which were also collected in the observation. The virtual audience showed different 

attitudes by their postures and facial expressions. In this study, participants could select an audience type, namely a positive, 

neutral, critical, or bored looking audience, to practice coping with the audience. Besides manifesting different listening 

postures, the virtual audience also respond to interrupting events within the virtual environment, including VE events such as 

loud noises and telephone rings and agent events such as being looked at by another audience member. For example, a bored 

audience always responded to such events by turning their heads whereas an interested audience only responded to events 

which lasted long. The perception of the four audience types have been validated in a previous user study (Kang, Brinkman, 

Van Riemsdijk, & Neerincx, 2016). Besides selecting an audience type, participants could also select whether an interrupting 

event would occur during the rehearsal of their presentation such as drilling noises or mobile phone rings. After the 

participants rehearsed the delivery of their talk, members of the audience asked the participants six questions, such as “What 

motivated you to carry out this research?” or “What would have improved your work?”. These questions were randomly 

selected from a list of 40 questions respectively related to a specific scenario setting, e.g., academic conference or public 

thesis defence, which the participants had selected in advance. The questions were triggered by the use of voice detection. 

Three seconds after a participant stopped answering, the audience would pose the next question. If the participant did not 

answer, the audience member repeated the question.  

 

      

(a) Classroom with U-shaped seat positions           (b) Classroom with normal seat positions  

      

(c) Conference                                                    (d) Public thesis defence 

Figure 1. Screenshots of different scenarios 

 

Besides rehearsing the presentation, the course also included the use of a virtual coaching system both in VR and in IM 

condition. Using the system, a virtual coach provided information about presentation structure, body language during speech, 

and visual aids. The coach also helped participants to reflect on and improve their presentations. For this, participants entered 

their reflections into textboxes of the system to answer specific questions from the coach, which were designed to help 

participants to think about ways to prepare and improve their presentations, e.g., “How was your presentation going?” or 

“What can you do to improve your introduction part?”. These answers were printed out for participants so they could use 

them to improve their presentation at home.  
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Figure 2. Framework of the virtual audience simulator. 

3.2 Measures 

3.2.1 Outcome measures 
Self-efficacy (SE). A one-item self-efficacy assessment was applied to measure self-efficacy in public speaking following the 

suggestions of Bandura (2006). The question was formulated as:  Supposing that now you need to give the presentation you 

are preparing for in the real situation, please rate how certain you are that you can successfully give the presentation. The 

item was rated on a scale from 0 (highly certain cannot do) to 10 (highly certain can do).  

Presentation Performance (PP). The rubric for oral presentations developed by the University of Wisconsin–Madison 

(“Oral presentation rubric”) was used to evaluate people’s speech performance and presentation content after the training. The 

rubric consisted of ten items, which were rated on a four-point scale from 1 (poor) to 4 (excellent). The rubric consisted of 

four items evaluating the presentation content (i.e., subject knowledge, organization, visuals, and mechanics), five delivery-

related items evaluating both nonverbal (eye contact, body language, and poise) and verbal skills (enthusiasm and speaking 

skills), and one timing item. In this study, the timing item was excluded as the presentation lengths and their timing 

requirement varied between participants. 

Table 1. Questionnaire items for measuring presence response and utility. 

Questionnaire and dimension Item 

Presence response 

 

 

Q1 To what extent did you find your emotional response and thoughts during the 

experience similar to those in a real presentation situation? 

Q2 How often did you find yourself almost automatically behaving within the room 

as if it was a real presentation? 

Q3 To what extent did you feel as if you were in a real presentation situation? 

    

Utility 

questionnaire 

Practice process Q1 I like practicing in this way.        

Q2 I find such practice enjoyable.        

Q3 Little additional effort is needed to practice in this way.        

Q4 This method motivates me to practice.        

Q5 It is an efficient way to prepare my presentation.        

   

Presentation 

performance  

Q6 It helps me to get used to speaking in front of an audience.        

Q7 It helps me to cope with different audiences.        

Q8 It helps me to become less nervous.        

Q9 It helps me to have more eye contact with the audience.        

Q10 It helps me to consider the audience.        

Q11 It helps me to consider unexpected events during presentation.        

Q12 It helps me to consider what questions I may get from the audience. 

 

Figure 4.2: Framework of the virtual audience simulator.
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4.3.2. MEASURES

OUTCOME MEASURES

Self-efficacy (SE). A one-item self-efficacy assessment was applied to measure self-efficacy
in public speaking following the suggestions of Bandura [30]. The question was formu-
lated as: Supposing that now you need to give the presentation you are preparing for in
the real situation, please rate how certain you are that you can successfully give the pre-
sentation. The item was rated on a scale from 0 (highly certain cannot do) to 10 (highly
certain can do).
Presentation Performance (PP). The rubric for oral presentations developed by the Uni-
versity of Wisconsin–Madison [31] was used to evaluate people’s speech performance
and presentation content after the training. The rubric consisted of ten items, which
were rated on a four-point scale from 1 (poor) to 4 (excellent). The rubric consisted of
four items evaluating the presentation content (i.e., subject knowledge, organization,
visuals, and mechanics), five delivery-related items evaluating both nonverbal (eye con-
tact, body language, and poise) and verbal skills (enthusiasm and speaking skills), and
one timing item. In this study, the timing item was excluded as the presentation lengths
and their timing requirement varied between participants.
Length of answers (LA). As behavioural assessment for social anxiety [32], [33], the lengths
of the presentation and answers to the questions was taken as a measure for confidence
or avoidance behaviour in the question phase of the closing presentation.
Utility questionnaire (UQ). To investigate how satisfying and useful people found the
practicing methods, a 12-item utility questionnaire was designed consisting of five items
evaluating the practice process and seven items on the effectiveness in improving pre-
sentation performance (Table 4.1). All the items were rated on a seven-point scale from
1 (strongly disagree) to 7 (strongly agree).

PROCESS MEASURES

Heart rate (HR). Heart rate is a physiological measure of experienced anxiety of people
[34]. To measure the elicited fear responses during presentations, participants’ heart rate
was monitored continuously in each session. Besides, heart rate variability (HRV) was
also analysed, which was found associated with mental workload and emotional strain
[35], [36]. Subjective unit of discomfort (SUD) [37]. This item measures the levels of
anxiety experienced by the participants. It is rated on a scale from 0 (no anxiety at all) to
10 (the highest level of anxiety that you can imagine).
Presence response (PR). Recently standard presence questionnaires have been criti-
cized for their ability of measuring social presence [38]. Therefore, instead of measur-
ing general feeling of presence, a three-item questionnaire on presence response was
developed with the focus on how well realistic responses of people were elicited when
practicing presentations. This questionnaire was adapted from the one used in a study
by Pan et al. [39] (Table 4.1). It reflects presence by comparing participants’ responses
to what these would have been in a similar real situation – with respect to their over-
all behaviour, their emotional responses and their thoughts. Thus, compared with the
immersive tendencies questionnaire (ITQ) [40] which measures individuals’ tendency to
be involved in virtual environments, this measure reflects more directly the practice pro-
cess and how well the process can benefit the public speakers. All the items were rated
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Table 4.1: Questionnaire items for measuring presence response and utility

3.2 Measures 
3.2.1 Outcome measures 
Self-efficacy (SE). A one-item self-efficacy assessment was applied to measure self-efficacy in public speaking following 
the suggestions of Bandura [30]. The question was formulated as:  Supposing that now you need to give the presentation you 
are preparing for in the real situation, please rate how certain you are that you can successfully give the presentation. The 
item was rated on a scale from 0 (highly certain cannot do) to 10 (highly certain can do).  

Presentation Performance (PP). The rubric for oral presentations developed by the University of Wisconsin–Madison [31] 
was used to evaluate people’s speech performance and presentation content after the training. The rubric consisted of ten 
items, which were rated on a four-point scale from 1 (poor) to 4 (excellent). The rubric consisted of four items evaluating the 
presentation content (i.e., subject knowledge, organization, visuals, and mechanics), five delivery-related items evaluating 
both nonverbal (eye contact, body language, and poise) and verbal skills (enthusiasm and speaking skills), and one timing 
item. In this study, the timing item was excluded as the presentation lengths and their timing requirement varied between 
participants. 

Length of answers (LA). As behavioural assessment for social anxiety [32], [33], the lengths of the presentation and 
answers to the questions was taken as a measure for confidence or avoidance behaviour in the question phase of the closing 
presentation.  

Utility questionnaire (UQ). To investigate how satisfying and useful people found the practicing methods, a 12-item utility 
questionnaire was designed consisting of five items evaluating the practice process and seven items on the effectiveness in 
improving presentation performance (Table 1). All the items were rated on a seven-point scale from 1 (strongly disagree) to 
7 (strongly agree).  

Table 1. Questionnaire items for measuring presence response and utility. 

Questionnaire and dimension Item 

Presence response 
 

 

Q1 To what extent did you find your emotional response and 
thoughts during the experience similar to those in a real 
presentation situation? 

Q2 How often did you find yourself almost automatically 
behaving within the room as if it was a real presentation? 

Q3 To what extent did you feel as if you were in a real 
presentation situation? 

    

Utility 
questionnaire 

Practice 
process 

Q1 I like practicing in this way.        
Q2 I find such practice enjoyable.        
Q3 Little additional effort is needed to practice in this way.        
Q4 This method motivates me to practice.        
Q5 It is an efficient way to prepare my presentation.        

   
Presentation 
performance  

Q6 It helps me to get used to speaking in front of an audience.      
Q7 It helps me to cope with different audiences.        
Q8 It helps me to become less nervous.        
Q9 It helps me to have more eye contact with the audience.        
Q10 It helps me to consider the audience.        
Q11 It helps me to consider unexpected events during 

presentation.        
Q12 It helps me to consider what questions I may get from the 

audience. 

 

3.2.2 Process measures 
Heart rate (HR). Heart rate is a physiological measure of experienced anxiety of people [34]. To measure the elicited fear 
responses during presentations, participants’ heart rate was monitored continuously in each session. Besides, heart rate 
variability (HRV) was also analysed, which was found associated with mental workload and emotional strain [35], [36].  

Subjective unit of discomfort (SUD) [37]. This item measures the levels of anxiety experienced by the participants. It is 
rated on a scale from 0 (no anxiety at all) to 10 (the highest level of anxiety that you can imagine).  

on a seven-point scale from 1 (not at all) to 7 (very much).

COVARIATES

Personal report of confidence as a speaker (PRCS) [41]. It is a 30-item self-report scale,
which assesses both behavioural and affective responses to public speaking situations.
The questions are answered in a true–false format, and the questionnaire score ranges
from 0 (i.e., no fear of public speaking) to 30 (i.e., highest level of fear). This measure
was used to investigate whether individual characteristic was associated with the effect
of training.

4.3.3. PROCEDURE AND APPARATUS
Forty-eight participants (16 females and 32 males) were recruited throughout the uni-
versity campus. Their ages ranged from 20 to 42 years. Before the individual training
course started, participants were asked to fill in questionnaires on PRCS and SE. To en-
sure the comparability of the participants in the two conditions, a matched pairs design
was employed to assign the participants randomly to either VR condition or IM condi-
tion based on their gender and PRCS scores. The training course includes three training
sessions followed by a session where participants gave their presentation to a human au-
dience. These three sessions were scheduled over three to ten working days, depending
on participants’ availability. Whereas the first training session and presentation in front
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of the human audience were scheduled on separate days, participants were allowed to
schedule the second and the third session on the same day with at least one hour interval
between the sessions so that people had time to reflect on and improve their presenta-
tion.

Each training session included a coaching phase and a practice phase. Figure 4.3
shows the setting for the training sessions. In the first session, the participants first com-
pleted SE, after which they started with interacting with the virtual coach, followed by
rehearsing their presentation. During rehearsal, participants could present their pre-
sentation slides on a 42-inch TV (LG42lm3450). In the VR condition, before the pre-
sentation, participants chose a virtual environment, set the attitude of the virtual audi-
ence, and defined whether an interrupting event would occur during the presentation.
The virtual environment was projected on a projection screen (330*250cm) by an EIKI
EIP-200 projector. The participants then presented their presentations to the projected
virtual audience and answered the questions asked by the virtual audience, standing
with an average distance of 3.5 meters from the projection screen. In the IM condition,
participants were instructed to look at the blank projection screen and to imagine an
audience similar to a real situation. The participants were also instructed to think of
possible reactions of the imaginary audience and possible questions from the audience.
The participants were requested to keep the imaginary audience in mind when rehears-
ing their presentation. For either VR or IM condition, the participants needed to score
their SUD every three minutes starting at the beginning of the presentation. The SUD
scores were asked by the coaching system with a recorded voice automatically, and the
measure procedure was the same in both conditions. Although somewhat disruptive for
the presentation, this procedure is commonly used to obtain subjective anxiety levels
in psychotherapy sessions [42], [43]. After finishing the whole session, the participant
rated SE and PR during the presentation. The participant’s answers to the questions for
preparing and improving the presentation were printed out in a document and sent to
the participant by email. The procedure for the second and third session was similar,
except that rehearsal and coaching phase was reversed.

In the closing session, participants first rated SE and then deliver their speech in
front of an audience of two people. One of the audience member was an experimenter
who not only knew the condition the participants was assigned to but also had assisted
the participants during training sessions, e.g. explain setup, administrated the question-
naires. The other audience member was an experimenter who neither had knowledge
of participant’s condition nor had interacted with participants during training sessions.
Following the presentations, a question-and-answer (Q&A) phase began whereby the au-
dience asked the participants four questions about their presentation. These questions
were the same for all participants. After this, both audience members independently
rated the participants’ speech performance (PP) while the participants rated their SUD
during the presentation, SE, and UQ. The participants’ heart rates were monitored by
a Bluetooth heart rate monitor (Zephyr HxM Smart) both during training sessions and
closing presentation session. The training course was not part of bachelor or master pro-
gram given at university. Participation was voluntary. The experiment was approved by
the university ethics committee.



4.4. DATA PREPARATION AND ANALYSIS

4

79

Figure 4.3: Experiment setting for the training sessions. 1 – TV for showing presentation slides; 2 – virtual
coach; 3 – projection screen for virtual audiences which was left blank in imaginary condition; 4 – participant
wearing a heart rate monitor.

4.4. DATA PREPARATION AND ANALYSIS

T HE ratings of each rater on participants’ speech performance (PP) were calculated
by calculating the mean of delivery items and content items. To measure the rating

consistency between the two raters, Cronbach’s alpha was calculated for the delivery
items (0.85), and content items (0.76). As all the ratings showed acceptable consistency,
the score for delivery, and content dimensions were obtained by averaging the ratings
from the two raters.

Cronbach’s alpha was calculated respectively for presence response (PR), utility ques-
tionnaire on practice process, and utility questionnaire on performance outcome, rang-
ing from 0.84 to 0.95 (Table 4.2). Due to the good consistency between their items, the
mean value of the items within each questionnaire was taken as a single measure of that
questionnaire. For heart rate variability (HRV), SDNN, RMSSD, and LF/HF ratio (i.e., ra-
tio of low frequency and high frequency component) were selected as the measures fol-
lowing the guideline for HRV measurement [35]. The HRV measures were calculated by
Kubios HRV version 2.2. The calculation of LF/HF ratio was based on Fast Fourier Trans-
form (FFT) methods. As measures of individuals’ state during the final presentation,
the HRV measures during presentation and the measures during question-and-answer
(Q&A) phase were respectively examined. All data were statistically analyzed in SPSS ver-
sion 20 with t-tests, correlation analysis, multivariate ANOVA (MANOVA), and repeated
measures ANOVA. For t-tests, bootstrap procedures were used. For repeated measure
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analyses, a Greenhouse-Geisser correction was used when sphericity assumption was
not met.

Table 4.2: Reliability between items within the questionnaires

 
Figure 3. Experiment setting for the training sessions. 1 – TV for showing presentation slides; 2 – virtual coach; 3 – projection screen 
for virtual audiences which was left blank in imaginary condition; 4 – participant wearing a heart rate monitor. 

In the closing session, participants first rated SE and then deliver their speech in front of an audience of two people. One of 
the audience member was an experimenter who not only knew the condition the participants was assigned to but also had 
assisted the participants during training sessions, e.g. explain setup, administrated the questionnaires. The other audience 
member was an experimenter who neither had knowledge of participant’s condition nor had interacted with participants 
during training sessions. Following the presentations, a question-and-answer (Q&A) phase began whereby the audience 
asked the participants four questions about their presentation. These questions were the same for all participants. After this, 
both audience members independently rated the participants’ speech performance (PP) while the participants rated their SUD 
during the presentation, SE, and UQ. The participants’ heart rates were monitored by a Bluetooth heart rate monitor (Zephyr 
HxM Smart) both during training sessions and closing presentation session. The training course was not part of bachelor or 
master program given at university. Participation was voluntary. The experiment was approved by the university ethics 
committee.  

4. Data Preparation and Analysis 
The ratings of each rater on participants’ speech performance (PP) were calculated by calculating the mean of delivery items 
and content items. To measure the rating consistency between the two raters, Cronbach’s alpha was calculated for the 
delivery items (0.85), and content items (0.76). As all the ratings showed acceptable consistency, the score for delivery, and 
content dimensions were obtained by averaging the ratings from the two raters.  

Cronbach’s alpha was calculated respectively for presence response (PR), utility questionnaire on practice process, and 
utility questionnaire on performance outcome, ranging from 0.84 to 0.95 (Table 2). Due to the good consistency between 
their items, the mean value of the items within each questionnaire was taken as a single measure of that questionnaire. For 
heart rate variability (HRV), SDNN, RMSSD, and LF/HF ratio (i.e., ratio of low frequency and high frequency component) 
were selected as the measures following the guideline for HRV measurement [35]. The HRV measures were calculated by 
Kubios HRV version 2.2. The calculation of LF/HF ratio was based on Fast Fourier Transform (FFT) methods. As measures 
of individuals’ state during the final presentation, the HRV measures during presentation and the measures during question-
and-answer (Q&A) phase were respectively examined. All data were statistically analyzed in SPSS version 20 with t-tests, 
correlation analysis, multivariate ANOVA (MANOVA), and repeated measures ANOVA. For t-tests, bootstrap procedures 
were used. For repeated measure analyses, a Greenhouse-Geisser correction was used when sphericity assumption was not 
met.  

Table 2. Reliability between items within the questionnaires 

Questionnaire  Measuring phase / 
dimension 

Cronbach’s alpha 

Presence response Session 1 0.84 
Session 2 0.89 
Session 3 0.92 
Closing presentation 0.90 

   

Utility questionnaire  practice process 0.91 
performance outcome 0.95 

4.5. RESULTS

A S eight participants (5 in VR condition, 3 in IM condition) dropped out during the
experiment, the analysis only included the data of 40 participants (13 females and

27 males) who completed the whole experiment. Each condition involved 20 partici-
pants (7 females and 13 males in VR condition and 6 females and 14 males in IM con-
dition). To check whether pre-experimental differences existed between the conditions,
independent t-tests were performed. The results (Table 4.3) showed no significant dif-
ferences between participants in VR condition and IM condition in PRCS, age, and self-
efficacy before the first training session. Self-efficacy measured before the start of the
course was found significantly correlated with self-efficacy measured at other moments
(r s > 0.48, ps É 0.001), and was therefore included as a covariate in the analysis of self-
efficacy. However, no other measures were found to correlate significantly with either
self-efficacy measured before the start of the course, PRCS or presence response (PR).

Table 4.3 shows a significantly higher presence response rating in the VR condition
than in IM condition in the first training session and a similar trend for closing presen-
tation. A mixed ANOVA on presence response with time of measurement as within-
subjects factor and practicing condition (VR vs IM) as between-subjects factor found
a significant main effect of measuring time (F (3,114) = 34.25, p <0.001) and a marginally
significant main effect of condition (F (1,38) = 3.59, p = 0.07). Detailed comparisons also
showed that presence response in the closing presentation was significantly higher (ps
< 0.001) than presence response in other sessions.

Still, Table 4.3 also shows that no difference was found between the two training con-
ditions with regard to the content and the way the participants presented the presenta-
tion in front of human audience.

4.5.1. ANXIETY

To study how participants’ anxiety changed over the sessions, analyses were conducted
on mean values of heart rates (HR) and mean values of subjective units of discomfort
(SUD) during the three practice phases and the SUD score given after the closing presen-
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Table 4.3: Descriptive statistics of the measures, Mean (SD), and results of independent t-tests.

Table 3. Descriptive statistics of the measures, Mean (SD), and results of independent t-tests. 

Measure and phase/dimension 
Condition Effect size 

Pearson’s correlation, r VR IM 
PRCS  12.85(5.88) 12.85(5.75) 0.00 
Age   26.85(3.38) 28.10(5.56) -0.13 
  

Presence response Session 1 4.68(1.19) 3.83(1.11) 0.35* 
Session 2 4.85(1.23) 4.50(1.45) 0.13 
Session 3 5.02(1.01) 4.35(1.55) 0.25 
Closing presentation 6.15(0.75) 5.63(1.08) 0.27# 

  

HR Session 1 87.55(9.87)   87.34(10.06) 0.01 
Session 2   89.29(10.19) 89.74(9.10) -0.02 
Session 3   88.81(12.14) 89.84(9.90) -0.05 
Closing presentation 101.99(20.68) 101.96(17.08) 0.00 

  

HRV, SDNN Closing presentation, 
presentation 

 91.61(33.68) 82.27(31.14) 
0.14 

 Closing presentation, 
Q&A 

101.77(51.30) 81.76(44.60) 
0.20 

HRV, RMSSD Closing presentation, 
presentation 

112.53(51.84) 96.81(46.77) 
0.16 

 Closing presentation, 
Q&A 

117.18(72.95) 92.66(64.53) 
0.17 

HRV, LF/HF Closing presentation, 
presentation 

0.99(0.47) 0.92(0.43) 
0.08 

 Closing presentation, 
Q&A 

1.79(1.57) 2.04(2.53) 
-0.06 

  

SUD Session 1 3.71(2.24) 3.84(1.78) -0.03 
Session 2 3.85(2.28) 3.78(2.58) 0.01 
Session 3 3.55(2.51) 3.74(2.68) -0.04 
Closing presentation 4.50(2.33) 5.15(2.52) -0.13 

  

Self-efficacy When registered as a 
participant 

6.60(1.14) 6.15(1.95) 
0.14 

 
 

Before Session 1 6.10(2.55) 6.10(2.22) 0.00 
After Session 1 6.63(1.89) 6.40(1.60) 0.07 
Before Session 2 6.40(1.50) 6.30(2.20) 0.03 
After Session 2 6.85(1.35) 6.80(1.85) 0.02 
Before Session 3 7.05(1.00) 6. 08(1.82) 0.31 
After Session 3 7.40(0.94) 6.95(1.43) 0.18 
Before closing 
presentation 

7.45(1.05) 7.00(1.78) 
0.15 

After closing 
presentation 

7.80(0.70) 7.35(1.50) 
0.19 

 

Utility 
questionnaire (UQ) 

Process-related 5.48(0.92) 4.46(1.47) 0.38* 
Outcome-related 5.29(1.09) 3.85(1.65)   0.46** 

  

Presentation 
performance (PP) 

Delivery 3.09(0.42) 3.05(0.35) 0.05 
Content 3.30(0.44) 3.32(0.33) -0.03 

  

Length of answers (LA) in total (seconds) 173.31(56.90) 132.99(60.46) 0.32# 
#p < 0.1, *p < 0.05, **p < 0.01. 
 

5. RESULTS 
As eight participants (5 in VR condition, 3 in IM condition) dropped out during the experiment, the analysis only included 
the data of 40 participants (13 females and 27 males) who completed the whole experiment. Each condition involved 20 
participants (7 females and 13 males in VR condition and 6 females and 14 males in IM condition). To check whether pre-
experimental differences existed between the conditions, independent t-tests were performed. The results (Table 3) showed 
no significant differences between participants in VR condition and IM condition in PRCS, age, and self-efficacy before the 
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Figure 4.4: Mean of heart rates in different sessions and the final presentation.

tation. A two-way mixed ANOVA was conducted respectively on HR and SUD, with time
of measurement as the within-subjects factor, and practice condition (IM versus VR) as
the between-subjects factor. The results (Figure 4.4 and Figure 4.5a) showed significant
main effects of time of measurement on both HR (F (2.18,82.83) = 18.70, p < 0.001) and
SUD (F (1.91,72.64) = 4.85, p = 0.01), but no significant main effect of condition or in-
teraction effect was found. Detailed comparisons were conducted respectively on HR
and SUD between different sessions and the final presentation. The results showed that
both HR (ps < 0.001) and SUD (ps < 0.02) in the closing presentation were significantly
higher than those measured during the practice sessions, whereas either HR or SUD dur-
ing practice sessions did not differ significantly from each other. Therefore, according to
the results of both HR and SUD, the anxiety experienced in front of a real audience was
much stronger than the anxiety experienced with a virtual audience or an imaginary au-
dience. Although lower than the anxiety reported after the presentation in front of the
human audience, the mean SUD scores in practice sessions were all significantly above
2.5 (one-sample t-test, ps < 0.01, suggesting that participants at least experienced some
level of anxiety when practicing.

To further analyze the evoked anxiety, the maximum SUD scores reported during the
practice sessions were examined. A two-way mixed ANOVA was conducted, with time
of measurement as the within-subjects factor, and practice condition (IM versus VR) as
the between-subjects factor. The results (Figure 4.5b) revealed only a significant main
effect for time of measurement (F (2,76) = 5.02, p = 0.01). Comparisons between the
sessions revealed that the maximum SUD score reported in the third session was signif-
icantly lower (p = 0.004) than the score in the first session. Thus, the practice with either
method helped individuals to lower the maximum of experienced anxiety. Additionally,
no significant difference was found between the maximum SUD score reported in first
training session (t (39) = 0.65, p = 0.52) and the SUD score reported after the final pre-
sentation in front of human audience. Both the maximum SUD of the first session and
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Figure 4.5: SUD score reported in practice sessions and the final presentation.

the SUD of the final presentation were significantly higher than the mean SUD scores
reported in the first three sessions (ps < 0.001).

To examine how the final presentation experience affected heart rate variability (HRV),
a two-way mixed MANOVA was conducted on the three measures of HRV, with practice
condition as the between-subjects factor and presentation-or-Q&A phase as the within-
subjects factor. The results only showed a significant main effect of presentation-or-Q&A
phase on the HRV measures, F (3,21) = 3.59, p = 0.03. Separate univariate ANOVA re-
vealed that LF/HF ratio during the question-and-answer phase was significantly higher
(F (1,23) = 6.10, p = 0.02) than the ratio during the presentation. This suggests that the
presenters experienced more anxiety during the Q&A phase.

The lengths of the answers (LA) to the four questions from the audience were ana-
lyzed by a two-way mixed ANOVA. The training condition was included as the between-
subjects factor, and the question sequence as a within-subjects factor. The results re-
vealed a marginally significant difference (F (1,24) = 3.07, p = 0.09) between the condi-
tions. As Figure 4.6 shows participants in VR condition gave longer answers than partic-
ipants in the IM condition. The analysis found no significant main effect for question
sequence or an interaction with training condition.

4.5.2. SATISFACTION

To examine whether participants regarded the VR practicing condition as more satisfying
than the IM condition, a MANOVA was conducted on the two aspects (i.e., process and
outcome) of utility questionnaire (UQ), with practice condition (IM versus VR) as the
between-subjects factor. The analysis found a significant effect for practice condition,
F (2,37) = 5.17, p = 0.01. Separate univariate ANOVA revealed that both process-related
utility (F (1,38) = 6.97, p = 0.01) and outcome-related utility (F (1,38) = 10.58, p = 0.002)
were rated significant higher in VR condition than in IM condition (Table 4.3).
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Figure 4.6: Lengths of answers to the four questions asked in the closing presentation.

4.5.3. SELF-EFFICACY

To study how self-efficacy changed over the practice sessions and the closing presenta-
tion, a mixed ANCOVA was conducted on the self-efficacy measured. The analysis in-
cluded two within-subjects factors: time of measurement (i.e., three practice sessions
and the final presentation), and pre-or-post measurement (i.e., whether the measure
was obtained before or after the presentation). Practice condition was again included as
a between-subjects factor. Finally, self-efficacy measured before the start of the course
was taken as the covariate. The results (Figure 4.7) showed significant main effects for
time of measurement (F (2.19,78.68) = 9.68, p < 0.001), for pre-or-post measurement
(F (1,36) = 4.74, p = 0.04), and for self-efficacy measured before the course started (F (1,36)
= 28.39, p < 0.001), and significant interaction effects between time of measurement
and self-efficacy before the course (F (2.91,78.68) = 6.77, p = 0.001) and between pre-
or-post measurement and self-efficacy before the course (F (1,36) = 5.84, p = 0.02). This
suggested that delivering presentations, whenever for practice or the final presentation,
help individuals to strengthen their efficacy beliefs on public speaking.

4.6. CONCLUSIONS AND DISCUSSION
This study compared two practice conditions for public speaking: practice with a vir-
tual audience (VR) and practice with an imaginary audience (IM). The findings provided
no support for the first hypothesis (H1) that VR compared to IM training conditions
improved the presentation content or the way people delivered their presentation. Al-
though because of factors such as the study’s relatively small sample size, it cannot be
ruled out that presentation performance would enhance after practicing with a virtual
audience compared to an imaginary audience, the findings of this study suggested such
an enhancement would at most be relatively small. The gain of practicing with a vir-
tual audience however was found in the confidence of giving a presentation, specifically
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in answering questions. Here the analysis found a trend towards longer answers in the
VR practicing condition than in the IM practicing condition. This result seems in line
with other virtual reality studies that found an increase in answer length when people
got positive questions and feedback from a virtual human [14], [15], or flattering com-
ments made by virtual bystanders [16]. This finding therefore provides some support for
the hypothesis that practicing with a virtual audience could reduce anxiety (H2). How-
ever, no support for this was provided by the analyses of the anxiety reported by partici-
pants or their heart rate. Interestingly, a change of the spectrum power in the heart rate
variability revealed a higher level of anxiety during question-and-answer phase than the
presentation phase. It suggests therefore that the question-and-answer phase is also an
important part for training of public speaking skills. Still, the clearest benefit of prac-
ticing with a virtual audience was the satisfaction it gave compared with the imaginary
method (H3). Participants were more positive towards training with a virtual audience,
e.g. more motivating and requiring less effort, and they were also more positive about
the effect this training would have on their presentation ability, e.g. less nervous and
more eye contact with the audience. The presence response findings might explain this.
Participants indicated to feel and behave more like presenting in front of a human au-
dience when practicing with a virtual audience than when practicing with an imaginary
audience. Although training increased participants’ self-efficacy, practicing with a vir-
tual audience or imaginary audience seemed similarly effective in accomplishing this
and therefore no support for H4 was found.

Like any empirical study, this study has some limitations that should be considered.
First, the study’s sample size was relatively small considering the effect size observed.
On the other hand, to our knowledge this study is the most extensive study nowadays
comparing the impact of practicing with a virtual and an imaginary audience in the con-
text of public speaking skills training. Second, practicing was not studied in isolation but
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in combination with a training provided by a virtual coach. Although in principle it was
possible to study only the practicing part of training without offering additional educa-
tional support, this might be essential for helping trainees to reflect and learn from their
presentation experience. The latter has been observed in several studies [44], [45] that
compared guided and unguided discovery learning. Third, in this study, the reported
speakers’ confidence, measured with PRCS, was found only correlated with self-efficacy
but not with other measures such as anxiety or performance. Thus, PRCS might not
be a key measure for this study. Instead, general public speaking skills or speech per-
formance before training might be more relevant for exploring the effectiveness of the
practice methods. For example, the general speaking skills before training could be used
as a criterion to assign the participants to different conditions so that unexpected differ-
ences before experiment could be controlled. Besides, it could be used as a reference to
examine how much progress the participants made after the practice. Another limita-
tion could be the lack of control over how participants made use of the virtual audience
or the imaginary audience. Many participants found it very difficult to keep the imagi-
nation through the whole presentation. On the other hand, whether individuals tried to
keep eye contact with the virtual audience or just read their slides was also not controlled
for in this study. Besides, the cognitive workload during presentation practice could be
monitored to investigate the difference between the two practice methods.

The study can be extended in many directions. First, the effectiveness of practice
methods could be enhanced. For example, individuals’ presentation practice could be
audio or video recorded and reviewed so that they could be more aware of their own
performance [46], [47]. Factors affecting the effectiveness could also be considered such
as individuals’ familiarity with their presentation content and motivation for success.
Another direction is to enhance the virtual audience. For example, the virtual audience
could behave adaptively according to the presenter’s behaviour, to mimic a real-world
situation. Future studies could therefore investigate the effectiveness of training with
different audiences, e.g., whether an adaptive audience outperforms others in training
presenters to adjust their own presentation strategy, or whether individuals control their
anxiety better when practice with a bored audience, or whether a virtual audience is
better than a static picture. The virtual audience could also be more intelligent. For
example, using sensors for eye tracking and speech detection, the system could detect
whether a person is addressing and looking at the audience. Using this information the
virtual audience could adjust its behaviour, which could also be used to provide trainees
with feedback on their behaviour [48], such as their gaze direction. Currently, the ques-
tion and answer part at the end of the presentations included standard questions. Using
speech synthesis, it would be possible that trainees could enter content-relevant ques-
tions beforehand, which a virtual audience member could pose at run time.

The main scientific contribution of the work presented is the insight that practising
with a virtual audience improves training enjoyment and presentation performance in
the eyes of trainees. In the end, this might be even a more instrumental asset than actu-
ally improving the presentation. When preparing a speech, people with higher levels of
speech anxiety seem often reluctant to rehearse their presentation [49]. Therefore, get-
ting them to practise would be an essential step forward as practising with audiences im-
proves the presentation [6], reduces anxiety, and increases willingness to speak in public
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[7]. In this context, a virtual audience could therefore make an important impact.
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5
SELF-IDENTIFICATION WITH A

VIRTUAL EXPERIENCE AND ITS

MODERATING EFFECT ON

SELF-EFFICACY AND PRESENCE

Effective psychological interventions for anxiety disorders often include exposure to fearful
situations. However, individuals with low self-efficacy may find such exposure too over-
whelming. We created a vicarious experience in virtual reality, which enables observation
of one’s experience from a first person perspective without actual performance and which
might increase self-efficacy. With similarities to both traditional vicarious experiences and
direct experiences, the level of self-identification with the experience was hypothesized to
affect self-efficacy and its relationship with direct experiences. To test this, vicarious expe-
riences with two distinct levels of self-identification were compared in a between-subjects
experiment (n = 60). After being exposed to a vicarious experience of giving lectures on
elementary arithmetic in front of a virtual audience with either a high or low level of
self-identification with the public speaker, participants from both conditions actively gave
another lecture. The results revealed that self-identification affected people’s self-efficacy
after vicarious experience. They further revealed that self-identification is a moderator
of (1) the correlation between perceived performance and self-efficacy, (2) the correlation
between self-efficacy measured after the vicarious and the follow-up direct experience;
and (3) the correlation between the sense of presence reported in the vicarious and in the
follow-up direct experience. We anticipate that the first-person-perspective experiences
with high-level of self-identification can be beneficial for psychotherapy or training situa-
tions where altering people’s self-efficacy is desirable.
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5.1. INTRODUCTION

I MAGINE that you are immersed in a virtual environment. You are standing in front of
a speech stand and ready to give a presentation to a virtual audience. However, you

do not need to speak. Instead, you hear a presentation you have never prepared. The
voice sounds to you as if it is coming from you. How would you feel about such an ex-
perience? Would you feel more confident to give such a speech afterwards because you
feel as if you have already successfully delivered the speech? Such experiences may help
individuals with social phobia to establish their confidence and overcome their anxiety.
Social phobia is a commonly occurring anxiety disorder. For example, 9.3% of the Dutch
population has been estimated to suffer from social phobia during their lifetime [1], and
the estimations were 12.1% for the US population [2]. As individuals with social phobia
are afraid of being scrutinized and judged by others in social or performance situations,
they often avoid social activities or endure extreme distress. According to Bandura’s so-
cial cognitive theory [3], low self-efficacy related to coping with potential threats is the
main factor that gives rise to individuals’ anxiety and avoidant behaviour.

Self-efficacy is a person’s subjective conviction of possessing the needed competence
to cope with the demands for successfully completing a specific task. It can be enhanced
by successful experiences, gained directly by individuals themselves, e.g., accomplishing
tasks successfully (i.e., enactive mastery experience), or gained indirectly, i.e., by observ-
ing others’ successful performance (i.e., vicarious experience) [3]. Thus, these meth-
ods are employed in psychotherapy, e.g., to help phobic individuals improve their self-
efficacy in coping with potential threats, thereby eliminating their avoidant behaviour.
While enactive mastery experience is considered the most influential source to establish
individuals’ self-efficacy, it can be problematic if individuals fail to accomplish the task,
or they are even too afraid to be confronted with the situation in question in the first
place. For vicarious experiences, the key to the effectiveness relies on the perceived sim-
ilarity by individuals between themselves and the model in the experiences. Due to the
moderating effects of the model, seeing themselves performing some sort of behaviour
might be more effective than observing another conducting the behaviour in question.
Video recordings can be used to observe one’s own performance. However, making such
recordings can be problematic because it requires the individuals to perform a certain
task successfully or requires considerable video editing work for therapists to make the
impression that an individual can perform an anxiety task successfully when he or she
in fact is not capable to perform the task in the first place.

Virtual reality technology can provide a solution that enables an individual to expe-
rience a task from a first person perspective without actually performing it. This pa-
per explores this approach where individuals are embodied in a virtual character that
performs automatically and where they can observe this behaviour from an embodied
perspective. We label this a first-person-perspective vicarious experience, and this experi-
ence mixes the features of a direct experience and an observed experience. On one side,
the first-person-perspective vicarious experience relates to direct experiences. When a
person experiences a scenario from a first person perspective, the individual may relate
himself or herself to such an experience, or perceive a sense of self-identification. Hence,
the individual may have the impression of performance accomplishment, which in turn
may influence self-efficacy. On the other side, as an observational experience, the expe-
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rience is in some aspects similar to traditional vicarious experiences. For example, the
moderating effect of the model’s identity may also exist on the experience’s influence in
self-efficacy. Therefore, this paper aims to answer what the effects of the first-person-
perspective vicarious experience on self-efficacy are. Furthermore, this paper investi-
gates the moderating effects of self-identification on the vicarious experience’s relation-
ship with both direct experiences and traditional vicarious experiences, regarding the
experienced presence and the influence on individuals’ self-efficacy belief.

5.2. RELATED WORK AND HYPOTHESES

5.2.1. SELF-EFFICACY AND ITS SOURCES

Perceived self-efficacy is a person’s subjective conviction of possessing the needed com-
petence to cope with the demands for successfully completing a specific task. Accord-
ing to Bandura’s social cognitive theory [4], self-efficacy influences people’s goals and
accomplishments, including how people approach challenges and goals. For exam-
ple, when confronted with a challenge, people with low self-efficacy tend to avoid the
situation which they believe exceeds their capability, while people with high levels of
self-efficacy believe that they are capable of performing well, thereby demonstrating
more effort and persistence to achieve the goal. The concept of self-efficacy is also
well-recognized in other theories, such as the goal-setting theory [5] and the theory of
planned behaviour [6]. In the latter case, however, it is referred to as the perceived be-
havioural control.

To enhance one’s self-efficacy beliefs, enactive mastery experiences (i.e., performance
accomplishment) are regarded as the most influential source because experiences of
success or failure provide direct evidence of one’s capability [7], [8]. Besides obtaining
such direct experiences in real world, individuals can also obtain the experiences by ac-
tively performing specific tasks in virtual environments. For example, they can deliver a
speech in front of a virtual audience [9] or answer questions as candidate in a job inter-
view [10]. It also allows for enactive experiences with another virtual body, such as a body
with another skin colour [11], a body of a different age group [12], or a body with three
arms [13]. These experiences in virtual environments can affect people’s self-efficacy be-
lief as experiences in real world do. For example, people’s self-efficacy can be affected by
practicing a performance in virtual environments [14]. Research has further shown that
effects of successful exposure to virtual environments in patients with anxiety disorders
can be measured in real life [15].

Vicarious experience is another powerful source to affect self-efficacy; a person can
learn by observing others or a videotaped-self performing [3]. The observational learn-
ing can be affected by the modelled performance and social comparison between the
observer and the model. According to the social cognitive theory, people judge their self-
efficacy partly through social comparison [3]. This judgement can be based on the per-
formance or self-efficacy information conveyed by the modelled events. For example,
when seeing a model failed repeatedly to perform a cognitive task, observers showed de-
teriorated self-efficacy if they were alleged to be similarly capable to the model, whereas
the self-efficacy maintained high when the observers were alleged to be superior in the
capability to the model [16]. When learning from vicarious experiences, besides mod-
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elled performance, people may also evaluate their own capability by comparing them-
selves to the model on personal characteristics such as age and gender which are as-
sumed to be predictive of performance capabilities. For example, children have been
reported to derive a stronger self-efficacy from peer modelling than observing adult
models exemplifying the same task [17]. Thus, learning can be more effective, or the
modelled performance is more relevant to a person, if the person perceives more simi-
larity between oneself and the model [3]. A special case of similarity is when individuals
can observe their own behaviour indirectly. For example, children learn more quickly
and master more letters by watching videos of themselves instead of watching videos of
someone else [18].

When individuals obtain vicarious experiences in virtual reality by observing virtual
characters performing, their beliefs can also be influenced. For example, the self-efficacy
became lower when observing virtual classmates praising other virtual classmates but
negatively criticising the participant when answering questions in a classroom [19]. Fur-
thermore, like vicarious experiences obtained in real life, the experiences obtained in
virtual reality tend to be more influential when the virtual model is more relevant to
the observers. For example, people did more physical exercises after observing a virtual
lookalike, i.e. a virtual-self, jogging than observing a dissimilar virtual character jog-
ging [20]. In a study whereby elementary children observed a virtual-self or virtual-other
character swimming with whales, they developed afterwards more false memory of such
swimming experience if they had observed a virtual-self [21].

Although the effects of both direct experiences and traditional experiences on self-
efficacy have been well studied, it is unclear how a first-person-perspective vicarious ex-
perience affects individuals. As an experience with mixed features of direct experiences
and traditional experiences, it would provide people with an observational experience,
and at the same time it might also create a sense of performance accomplishment with-
out actual performance. Hence, the principles of how direct and vicarious experiences
affect self-efficacy may be generalized to the new vicarious experience. Therefore, it has
the potential to be an influential source that influences self-efficacy like direct experi-
ences and traditional vicarious experiences.

5.2.2. SELF-IDENTIFICATION IN VIRTUAL REALITY

In virtual reality, individuals may associate themselves with certain characters, and be
influenced by the experiences with the characters [22]. For example, when an illusion
of body ownership is induced, light-skinned individuals showed a greater reduction in
the level of racial bias after being embodied in a dark-skinned avatar than being em-
bodied in a light-skinned avatar [11]. In the Proteus effect study [23], the appearance
of avatars in online communities affected how individuals interact with others online as
well as in subsequent face-to-face interactions. Furthermore, instead of being used as
self-representations, the characters can also be manipulated to be identified as a differ-
ent person. For example, people regarded the avatars as themselves when the avatars
behaved as what they had expected whereas they identified the avatars as others when
the avatars did not perform the expected behaviour [24]. In addition, as discussed ear-
lier, the sense of self-identification has a moderating effect on the effect of traditional vi-
carious experiences on efficacy beliefs. Hence, as the first-person-perspective vicarious
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experiences are related to traditional vicarious experiences where models can be per-
ceived or observed, the experiences are expected to affect individuals differently when
different levels of associations are perceived between the models and the individuals.

5.2.3. PRESENCE

Presence is defined as “being in one place” regardless of whether the place is physical,
mediated, or imagined. Witmer and Singer [25] introduced two distinct components of
presence: involvement (i.e., attention side) and psychological immersion (i.e., percep-
tion of being enveloped in an environment). With an emphasis on the perception of self
in a virtual environment, Biocca [26] introduced the term self-presence which represents
individuals’ mental model of themselves in virtual environments when it relates to their
actual body. Lee [27] also defined self-presence as a psychological state when virtual
selves are experienced as the actual self in sensory and non-sensory ways. A question is,
however, how presence, especially self-presence, would be experienced in a first-person-
perspective vicarious.

Previous research has revealed that the first-person-perspective vicarious experiences
(i.e., experiences observed in a first person perspective) are more related to one’s own
experiences than traditional vicarious experiences (i.e., experiences observed in a third
person perspective) when the models were identified as oneself. For example, stronger
brain responses were elicited in individuals when observing an avatar committing an er-
roneous action in a first person perspective than observing in a third person perspective
[24]. As the brain responses were also observed when individuals themselves committed
errors in real life, this phenomenon suggested that the individuals regarded the errors
observed in a first person perspective as committed by themselves. In a study when an
avatar was slapped by another virtual character [28], participants showed greater heart
rate deceleration if they observed the scene from the avatar’s perspective than from a
third person perspective, and the heart rate deceleration was positively correlated with
the feeling of body ownership and the feeling of being attacked or hurt. Both examples
showed people perceived the avatar’s experience as their own experience, suggesting
that they have experienced a certain level of self-presence. Accordingly, when a weaker
sense of self-association is perceived during such experiences, the experienced presence
can be expected to be also weaker. For example, when delivering speeches in a virtual
environment, individuals with self-representations which were similar to themselves ex-
perienced a stronger sense of presence than those with dissimilar self-representations
[9]. Therefore, the perceived self-association with the model is expected to have a mod-
erating effect on the experienced presence in the first-person-perspective vicarious ex-
periences.

As a result of the experienced presence, the vicarious experience may relate to direct
experience regarding its effect on individuals’ efficacy beliefs. For example, individuals
with specific phobias usually have a low sense of self-efficacy in coping with specific sit-
uations, and the first-person-perspective vicarious experiences have been successfully
used as part of the treatment. Botella et al. [29] simulated bodily sensations such as
heart palpitations and short of breath for patients suffering from panic attacks by expos-
ing them to virtual environments in a first person perspective with the sound of heart
palpitations or breathing. They compared the virtual experience treatment with another
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treatment, i.e., enactive mastery experience in vivo, and both treatments were found
equally efficacious. Therefore, when regarded as one’s own experiences, the vicarious
experiences can be expected to evoke a similar effect on efficacy beliefs as direct experi-
ences.

5.2.4. HYPOTHESES
When considering social anxiety treatment, patients with low levels of self-efficacy who
find exposure to fearful social interactions too overwhelming might profit from exposure
to some successful observational experience. Such an experience might increase their
willingness to be exposed to direct experience and might even positively influence how
they cope with the fearful situation. Against this background, four hypotheses were for-
mulated (Figure 5.1), whereby the last two specifically focused on the relation between
a vicarious experience and a follow-up direct experience. Note also that for brevity any
experience discussed from now on in fact means a first-person-perspective experience.
The four hypotheses are as follows:

H1: The level of self-identification affects self-efficacy after a vicarious experience.
H2: Self-identification has a moderating effect on the relationship between how peo-

ple perceive the model’s performance and their self-efficacy after a vicarious experience.
H3: Self-identification has a moderating effect on the correlation between presence

in a vicarious and in a follow-up direct experience.
H4: Self-identification has a moderating effect on the correlation between people’s

self-efficacy measured after a vicarious and after a follow-up direct experience.

Figure 5.1: Conceptual model of the hypotheses. The solid lines represent correlational relationships between
the connected constructs collected from sequential events, and the arrows stand for causal relationship. The
curly brackets indicate the sequence of experiences, i.e., a vicarious experience was always followed by a direct
experience.

The first hypothesis puts forwards the idea that the level of self-identification with a
vicarious experience affects people’s self-efficacy beliefs after such an experience. The
second hypothesis proposes the underlying mechanism for this effect. The observed
performance becomes an indicator for one’s self-efficacy beliefs; however, the strength of
such indicator is determined by how strongly people identify with the observed model.
In other words, self-identification with the model determines the relevance of this per-
formance information to form or alter self-efficacy beliefs. Furthermore, vicarious expe-
riences share more similarities with follow-up direct experiences when people identify
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with the model presented in the vicarious experience. Therefore self-identification was
hypothesized as a moderator on the presence correlations (H3) and on the self-efficacy
correlation (H4) between these two successive events. That is, when people regard an
experience more as their own experience, the sense of presence experienced in the vicar-
ious experience corresponds more to that in a direct experience, and self-efficacy after
the vicarious experience correlates more to the efficacy after a direct experience.

5.3. METHOD

T O test these hypotheses, an experiment was conducted in a public speaking con-
text. Participants were to obtain the vicarious experience by observing a job in-

terviewee’s presentation performance from the interviewee’s perspective. To examine
moderating effects of self-identification on the vicarious experience, a between-subjects
design was employed where participants experienced one of the two distinct levels of
self-identification: an experience with a low and a high level of self-identification. The
two experiences were created by manipulating the virtual interviewee to be less or more
like oneself. For example in the high-level condition, the virtual interviewee gave the
presentations with the voice of the participant whereas the voice of the virtual intervie-
wee sounded like another person in the low-level condition. To investigate how such a
vicarious experience relates to a direct experience, a post-measurement phase was in-
cluded whereby people were also asked to give a real presentation in front of a virtual
audience. Figure 5.2 shows the flow of the experiment.

5.3.1. VIRTUAL EXPERIENCE SCENARIO AND CONDITION MANIPULATION

A public speaking scenario was created in a virtual environment. University students
and staff were asked to give lectures on elementary arithmetic for school children as part
of a job interview for a radio lecturer. This sample group had enough knowledge about
the topic itself, yet only limited experience in giving such a lecture. In the vicarious expe-
rience, participants experienced the job interview scenario from the perspective of the
interviewee. For this, they were exposed to a virtual audience [30]. The interviewee was
first asked by the chair of the interview committee to introduce himself or herself and
then give two lectures: one was on fraction, and the other topic was randomly assigned
as multiplication or division. The order of the two lectures was chosen at random. After
each lecture, the interviewee needed to answer the questions asked by the committee.
An example script for the experience is shown in Appendix E. To avoid gender effect [19],
[31], the virtual chair and the participant had the same gender.

A participant was assigned to be exposed to an experience with either a high or a
low level of self-identification. To minimize the influence of the virtual interviewee’s ap-
pearance on the participant’s belief and behaviour like the Proteus effect study [23], the
virtual interviewee was not fully visible. Instead, this experiment manipulated several
channels described in Table 5.1 to make the virtual interviewee less or more identifiable
as the participant himself or herself. In the high-level condition, the virtual interviewee
spoke with the participant’s own voice and used the participant’s name. To make the
participant notice the name, the name was mentioned nine times by the virtual commit-
tee during the vicarious experience (Appendix E), e.g., “[participant’s name], would you
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Fig. 2. Experiment procedure and measures (listed on the right-hand side) obtained in corresponding phases. 
The measures are explained in Section 3.2. 

3.1 Virtual experience scenario and condition manipulation 
A public speaking scenario was created in a virtual environment. University students and 
staff were asked to give lectures on elementary arithmetic for school children as part of a 
job interview for a radio lecturer. This sample group had enough knowledge about the 
topic itself, yet only limited experience in giving such a lecture. In the vicarious 
experience, participants experienced the job interview scenario from the perspective of 
the interviewee. For this, they were exposed to a virtual audience (Kang, Brinkman, Van 
Riemsdijk, & Neerincx, 2013). The interviewee was first asked by the chair of the 
interview committee to introduce himself or herself and then give two lectures: one was 
on fraction, and the other topic was randomly assigned as multiplication or division. The 
order of the two lectures was chosen at random. After each lecture, the interviewee 
needed to answer the questions asked by the committee. An example script for the 
experience is shown in Appendix A. To avoid gender effect (Carli, 1989; Qu et al., 2015), 
the virtual chair and the participant had the same gender.  

A participant was assigned to be exposed to an experience with either a high or a low 
level of self-identification. To minimize the influence of the virtual interviewee’s 

Session 1 (n = 60) 

Measuring individual characteristics  
Voice recording 

Session 2 (n = 60) 

Non-anxiety-evoking exposure

Vicarious experience with a 
low level of self-identification 
(n = 30) 

Post-measurement presentation

1-week interval

2-week interval 

Follow-up measure Self-efficacy 

Self-efficacy; Self-esteem; 
PRCS; ITQ. 

SUD; HR.

Presence response; SUD; HR;  
self-identification; capability 
comparison; virtual performance. 

Presence response; SUD; HR; 
self-efficacy; presentation 
performance. 

Vicarious experience with a 
high level of self-identification

(n = 30)

Random assignment of participants with 
gender and baseline self-efficacy controlled

Figure 5.2: Experiment procedure and measures (listed on the right-hand side) obtained in corresponding
phases. The measures are explained in Section 3.2.

please give a lecture on multiplication?” To enhance the self-identification, when look-
ing downwards, the participant saw a gender-matched virtual body wearing a black suit,
and standing with the hands holding the side of a virtual speech stand, which was the
same as what he or she looked like in the real environment. In addition, the skin colour
of virtual interviewee’s hands matched the skin colour of the participants. In contrast,
in the low-level condition, the virtual interviewee was different from the participant in
all five aspects listed in Table 5.1. For example, in this condition, participants with a
dark skin received a virtual body with a light skin colour. The experimental setting and
screenshots of the view in the two conditions are shown in Figure 5.3.

The same scenario was employed in the post-measurement phase except that this
time participants needed to deliver a real lecture instead of just observing and this time
they had no virtual body. Again the topics of the lecture was on elementary arithmetic,
either multiplication or division. If participants were assigned to the multiplication topic
in the vicarious experience phase, they gave a lecture on division in the post-measurement
phase, and the opposite was the case if they were signed to the division topic in the vi-
carious experience phase. While giving the lecture in this phase, participants were also
requested to stand in front of the speech stand in the laboratory.
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The same scenario was employed in the post-measurement phase except that this time 
participants needed to deliver a real lecture instead of just observing and this time they 
had no virtual body. Again the topics of the lecture was on elementary arithmetic, either 
multiplication or division. If participants were assigned to the multiplication topic in the 
vicarious experience phase, they gave a lecture on division in the post-measurement 
phase, and the opposite was the case if they were signed to the division topic in the 
vicarious experience phase. While giving the lecture in this phase, participants were also 
requested to stand in front of the speech stand in the laboratory. 

 

 

 

 

 

 

 

Fig. 3. Experimental setting and screenshots of the virtual experience from the 
perspective of the virtual interviewee. (A) Experimental setting both in the vicarious 
experience and post-measurement phase. (B) A female participant’s front view of the 
virtual experience with a female chair sitting on the left in the front row. (C) A dark-
skinned male participant’s top view in high-level condition. (D) A dark-skinned male 
participant’s top view in low-level condition.  

A 

B 

C 

D 

Figure 5.3: Experimental setting and screenshots of the virtual experience from the perspective of the virtual
interviewee. (A) Experimental setting both in the vicarious experience and post-measurement phase. (B) A
female participant’s front view of the virtual experience with a female chair sitting on the left in the front row.
(C) A dark-skinned male participant’s top view in high-level condition. (D) A dark-skinned male participant’s
top view in low-level condition.
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Table 5.1: The condition manipulation in the vicarious experience

 

Table 1. The condition manipulation in the vicarious experience 

Aspects 

Virtual interviewee in the vicarious experience   

Participant High-level of self-
identification 

Low-level of self-
identification 

Speaking voice 
Recorded participant’s 
own voice 

Recorded voice of another 
participant 

* 

Name mentioned 
by the virtual 
committee 

Participant’s name 
Joey for male participants 
and Jane for female 
participants 

* 

Arm and hand 
position 

The same as the posture 
of the participant: the 
hands are holding the 
side of the speech stand 
in the virtual 
environment. 

The arms and hands were 
positioned at the side of 
the virtual body. 

The hands were 
holding the side 
of a speech stand. 

Skin colour of 
hands 

The same as the 
participant’s skin. 

The skin colour was much 
lighter or darker than the 
participant’s skin. 

* 

Suit colour Black  Light color Dark 

*No manipulation was employed.  

5.3.2. MEASURES

OUTCOME VARIABLES

Self-efficacy. Following Bundura’s approach [32], a one-item self-efficacy assessment
was applied to measure self-efficacy. As some [33], [34] have observed, self-efficacy belief
about one activity is often generalized to self-efficacy beliefs about other activities in the
same domain. For example, when self-efficacy in one sport activity was strengthened,
the belief in another sport activity was also enhanced, but no changes were found in the
belief in for example cooking skills. Hence, self-efficacy measured in this experiment
was kept within the same scenario, i.e., giving lectures on elementary arithmetic. The
question was formulated as: Please rate how certain you are that you can demonstrate to
a panel of professionals that you are capable of giving radio lectures on elementary arith-
metic such as subtraction and division to children aged around ten in an understandable
way. As also suggested by Bandura [32], the item was rated on a 11-point Likert scale
from 0 (highly certain cannot do) to 10 (highly certain can do) with 5 (moderately can
do) as the intermediate point.

Virtual performance was measured using a single scale asking participants to rate the
lecture performance of the virtual interviewee (Appendix F) in the vicarious experience.
Presence response. To assess how well realistic responses of people were elicited in the
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virtual experiences, a three-item questionnaire on presence response was adapted from
the one used in Pan et al. [35] (Appendix F). It reflects presence by comparing partici-
pants’ responses to what these would have been in a similar real situation – with respect
to their overall behaviour, their emotional responses and their thoughts.

EXPLORATIVE AND DESCRIPTIVE MEASURES

Rosenberg self-esteem scale [36]. This is a ten-item uni-dimensional scale that mea-
sures global self-worth by measuring both positive and negative feelings about the self.
All items were answered on a 4-point Likert scale ranging from 1 (strongly disagree) to
4 (strongly agree). This measure was included because the experiment involved social
comparison which can influence self-esteem in a short term [37], [38].
Presentation performance. This two-item questionnaire was designed (Appendix F) for
self-assessment of the presentation performance in the post-measurement phase. This
measure was taken as secondary outcome to examine the effects of vicarious experience
on the performance in a direct experience.
Speech length. As behavioural assessment for social anxiety [39], the lengths of the pre-
sentation and answers to the questions was taken as a measure for confidence or avoid-
ance behaviour in the post-measurement phase. This measure was also taken as the
secondary outcome. Heart rate (HR) is a physiological measure of experienced anxiety
of people [40]. Participants’ heart rate was monitored continuously using a Bluetooth
heart rate monitor (Zephyr HxM Smart), which participants wore around the chest.
Subjective unit of discomfort (SUD) [41]. This item measures the levels of self-reported
anxiety experienced by the participants. It was rated on an 11-point scale from 0 (no
anxiety at all) to 10 (the highest level of anxiety that you can imagine).
Personal report of confidence as a speaker (PRCS) [42] is a 30-item self-report scale,
which assesses both behavioural and affective responses to public speaking situations.
The questions are answered in a true–false format, and the questionnaire score ranges
from 0 (i.e., no fear of public speaking) to 30 (i.e., highest level of fear).
Immersive tendencies questionnaire (ITQ) [25]. This 18-item questionnaire measures
the capability or tendency of individuals to be involved or immersed in virtual environ-
ments. Each item was rated on a seven-point semantic differential scale. ITQ rating has
been associated with the level of experienced presence in a virtual environment [43].

MANIPULATION CHECK

Self-identification. To measure the identification of the experience ownership and how
well people identified with the virtual interviewee, this questionnaire included six items
on self-presence which was adapted from the Behm-morawitz’s self-presence question-
naire [44] and two self-designed items on the perception of the virtual interviewee (Ap-
pendix F).
Capability comparison. A two-item questionnaire was designed (Appendix F) to inves-
tigate how people compared their capabilities with the observed performance of the vir-
tual interviewee in the vicarious experience phase.

5.3.3. PARTICIPANTS
Sixty participants (24 females and 36 males) were recruited throughout the university
campus. Their ages ranged from 19 to 42 years. Based on visual inspection, fifty-two
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participants from Europe, East Asia, Southeast Asia, West Asia, and Latin America were
classified to have light skin, and eight participants from South Asia, Southeast Asia, and
Latin America were classified to have dark skin.

5.3.4. PROCEDURE AND APPARATUS

The experiment included two sessions. In the first session, participants were first asked
to fill in the measurements of self-efficacy, self-esteem, PRCS, and ITQ. Afterwards the
speaking voices of the virtual interviewee used later in the vicarious experience were
recorded. This was done for all participants. To prepare the speaking voice of the vir-
tual interviewee, each participant was asked to read aloud a piece of text provided by
the experimenter, and the reading was audio recorded with a pair of binaural micro-
phones (Roland CS-10EM) worn by the participant. The binaural recording included
spatial information of the sound sources, thereby creating a three-dimensional sound
sensation for the listener. Thus, the recorded audio was supposed to sound similar to
what the participant hears when he or she gives a presentation. They were instructed
to read the text at a moderate speed as if they were explaining something to children
in a primary school. The text included three topics on elementary arithmetic: fraction,
multiplication, and division. However, the sentences from the three topics were mixed
together and disarranged so that it became difficult for people to figure out the storyline,
thereby minimizing the chance that the participants memorized the content. The par-
ticipants were also requested to introduce themselves such as by name, occupation, and
age. This audio introduction was used when the virtual interviewee introduce itself in
the high-level condition.

To reduce the impact of individual difference between the two experience condi-
tions, a matched pairs design was employed to assign the participants to either the high-
level condition or low-level condition of a vicarious experience based on their gender
and their self-efficacy values acquired in the first session. Hence, each condition in-
volved 30 participants (12 females and 18 males). When assigned to the high-level con-
dition, the recorded reading was edited to be used as the speech of the virtual intervie-
wee. In addition to rearrangement of the audio, noticeable flaws were edited out, such
as mistakes, long pauses, and hesitations, so as to make consistent and successful pre-
sentations. For the speech of the virtual interviewee in the low-level condition, a set of
pre-edited readings by four other male participants and four other female participants
was prepared. The noticeable flaws were also edited out. The reading records for each
gender included reading by a non-native English-speaking European with a little Dutch
accent, a non-native English-speaking European with a clear German accent, a native
speaker with an Indian accent, and an Asian speaker with an Asian accent. The experi-
menter selected a gender-matched reading from the recordings of the other participants.
To control for potential difference in the quality in the presentations in the vicarious ex-
perience phase and consequently the feeling of superiority, the experimenter selected
recordings that matched the participant’s own recording in terms of accent and pace
so that the reading was perceived as comparable to the participant’s own reading. Ad-
ditionally, for the self-introduction in the low-level condition, the name of the virtual
interviewee was edited to be Jane for female participants and Joey for males.

To ensure that the participants did not remember much about the content read, the
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second session was arranged to take place at least two weeks after the first session. In this
session, each participant was exposed to three virtual experiences sequentially using a
Sony HMZ-T2 head-mounted display (HMD) with a rotation tracker to track the partici-
pant’s head orientation in three rotational degrees of freedom. The diagonal field of view
of this HMD was 45 degrees. The resolution of the right and left display was 1280×720
(horizontal×vertical) pixels with a refresh rate of 60Hz. All virtual environments were
displayed with stereoscopic rendering. Participants’ heart rate (HR) was continuously
monitored in all three exposures.

In the first exposure, a non-anxiety-evoking environment was used to obtain the
baseline of the anxiety level. The participant was requested to sit and watch a short
video in a virtual neutral room for five minutes [45]. SUD score during this neutral
exposure was asked afterwards. Next, the participants were exposed to the vicarious
experience. Before it started, they were asked to put on a black suit and stand at the
speech stand in the laboratory. Their hands held the side of the speech stand in the
laboratory. When ready, the vicarious experience unfolded automatically. The expe-
rience included two presentations on arithmetic of around four minutes each with a
question and answer round after each presentation. The vicarious experience lasted
on average 15 minutes. After the virtual experience, the participant was asked to rate
the SUD, presence response, self-identification, capability comparison, virtual perfor-
mance, self-efficacy, and self-esteem. Afterwards, the participants were exposed to a
post-measurement phase where they needed to give a real lecture and answer the ques-
tions asked by the virtual audience in the same job interview scenario as the one in the
vicarious experience. This took on average eight minutes. Afterwards, they rated the
SUD, presence response, self-efficacy, and presentation performance. To check whether
the vicarious experience had a long-term impact on people’s self-efficacy, the partici-
pants were asked again to rate self-efficacy one week after the second session.

5.4. DATA PREPARATION AND STATISTICAL ANALYSIS

C RONBACH’S αwas calculated for the questionnaires containing multiple items, rang-
ing from 0.77 to 0.88 (Table 5.2). Because of these acceptable levels of reliability,

the mean value of the included items within each questionnaire was taken as a single
measure. The data were statistically analyzed in SPSS version 20. To examine whether
the two experience conditions differ in their effects on self-efficacy (H1), t-tests, re-
peated measures ANOVAs were performed on the outcome variables. To examine self-
identification’s moderating effects on the vicarious experiences (H2, H3, and H4), regres-
sion analyses with self-identification as the dichotomous moderator were firstly consid-
ered to test the hypotheses. As only linear relationships were found in the high-level
self-identification condition, this violated assumptions for the dichotomous moderator
variable [46], [47]. Hence, instead, the relationships hypothesized in H2, H3, and H4
were first examined by correlation analyses for each self-identification condition. The
moderating effects were then investigated by comparing correlations between the two
experience conditions. For t-tests, bootstrap procedures were used. For repeated mea-
sure analyses, a Greenhouse-Geisser correction was used when sphericity assumption
was not met. Correlation analyses between data collected across various phases were
calculated using a procedure for repeated observation data [48].
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Table 5.2: Reliability between items within the questionnaires

moderator variable [46], [47]. Hence, instead, the relationships hypothesized in H2, H3, 
and H4 were first examined by correlation analyses for each self-identification condition. 
The moderating effects were then investigated by comparing correlations between the 
two experience conditions. For t-tests, bootstrap procedures were used. For repeated 
measure analyses, a Greenhouse-Geisser correction was used when sphericity assumption 
was not met. Correlation analyses between data collected across various phases were 
calculated using a procedure for repeated observation data [48].   

5. Results 

Each condition involved 30 participants (12 females and 18 males). To check whether 
pre-experimental differences existed between the conditions, independent t-tests were 
performed. In addition, correlation between the measures and self-efficacy collected in 
the same phase were calculated. The results (Table 3) showed no significant differences 
between participants in high-level and low-level condition in self-efficacy before 
vicarious experience, self-esteem before vicarious experience, PRCS, and age. However, 
a significant difference was found in the total scale of ITQ, t(58) = 2.51, p = 0.02. Table 3 
also shows that the SUD score and HR have significant negative correlation with self-
efficacy rating. However, no significant correlation with self-efficacy was found in either 
speech length or self-esteem.  

 

Table 2. Reliability between items within the questionnaires 

Questionnaire and measuring phase Removed item Cronbach’s α 
Self-identification Q6 0.83 
Presence response   
  Passive virtual experience None 0.86 
  Post-measurement presentation None 0.88 
Capability comparison None 0.80 
Presentation performance None 0.77 

5.5. RESULTS

E ACH condition involved 30 participants (12 females and 18 males). To check whether
pre-experimental differences existed between the conditions, independent t-tests

were performed. In addition, correlation between the measures and self-efficacy col-
lected in the same phase were calculated. The results (Table 5.3) showed no significant
differences between participants in high-level and low-level condition in self-efficacy
before vicarious experience, self-esteem before vicarious experience, PRCS, and age.
However, a significant difference was found in the total scale of ITQ, t (58) = 2.51, p =
0.02. Table 5.3 also shows that the SUD score and HR have significant negative correla-
tion with self-efficacy rating. However, no significant correlation with self-efficacy was
found in either speech length or self-esteem.

5.5.1. MANIPULATION CHECK
To check whether the condition manipulation of the vicarious experience was success-
ful, a comparison was conducted between the conditions on people’s self-identification.
People identified the virtual interviewee significantly more (t (58) = 5.37, p = 0.001) as
themselves in the high-level condition than in the low-level condition. Thus, people
identified themselves with the high-level experience other than the low-level experience.
It is important to notice that no significant difference was found between the two expe-
rience conditions in the perceived performance of the virtual interviewee (i.e., virtual
performance) and how the participants compared their own capabilities with the capa-
bility of the virtual interviewee (i.e., capability comparison). This rules out an alternative
explanation for affecting self-efficacy differently due to an unplanned difference in the
perceived quality of the presentation by the virtual interviewee. The potential alternative
explanation caused by the unplanned ITQ difference between the high-level condition
and the low-level condition was also not probable because no significant correlation
in either the high-level condition (r = 0.11,n = 30, p = 0.58) or the low-level condition
(r = 0.28,n = 30, p = 0.13) was found between ITQ and the self-identification.

5.5.2. OVERALL ANALYSES ON SELF-EFFICACY ACROSS THE PHASES
To study how self-efficacy changed after the different experiences, a two-way mixed
ANOVA was conducted on the self-efficacy measured in the recording session two weeks
beforehand, after vicarious experience, after post-measurement presentation, and one



5.5. RESULTS

5

107

Table 5.3: Descriptive statistics of the measures, Mean (SD), and results of independent t-tests between
conditions and correlation with the self-efficacy

5.1 Manipulation check 
To check whether the condition manipulation of the vicarious experience was successful, 
a comparison was conducted between the conditions on people’s self-identification. 
People identified the virtual interviewee significantly more (t(58) = 5.37, p = 0.001) as 
themselves in the high-level condition than in the low-level condition. Thus, people 

Table 3. Descriptive statistics of the measures, Mean (SD), and results of independent t-tests 
between conditions and correlation with the self-efficacy 

Measure and phase 
Condition 

Correlation with self-
efficacy measured at 
the same phase (1), 
Pearson’s r High Low 

PRCS  12.03(6.53) 12.47(6.39) -0.50** 

Age   26.27(4.07) 26.33(5.14)  0.16 

ITQ  70.10(11.63) 62.73(11.08)*  0.13 

Capability comparison  5.02(1.58) 5.02(1.75)  0.43** 

Virtual performance  6.90(2.35) 7.67(1.81)  0.33* 

Self-identification  6.62(1.52) 4.31(1.80)** -0.06 

SUD Neutral room 1.03(1.19) 0.53(0.68)  
Vicarious experience 2.47(1.48) 1.77(1.43)  
Post-measurement 
presentation 

5.03(2.33) 4.13(2.33)  

Total  2.84(2.39) 2.14(2.20) -0.45*** 

HR Neutral room 75.63(14.28) 74.24(10.14)  
Vicarious experience 84.57(14.65) 87.39(10.54)  
Post-measurement 
presentation 

87.85(12.80) 86.46(10.54)  

Total  82.62(14.72) 82.56(11.94) -0.19* 

Presence response  Vicarious experience 4.58(2.10) 3.83(2.54)  
Post-measurement 
presentation 

6.68(2.04) 6.37(2.05)  

Total  5.63(2.31) 5.10(2.62)  0.18 

Self-efficacy  Two weeks beforehand 6.87(2.47) 7.07(2.50)  
After vicarious experience 5.10(2.66) 6.80(2.17)*  
After post-measurement 
presentation 

4.43(2.66) 5.90(2.33)*  

One week afterwards 6.37(1.61) 6.77(1.72)  
Total  5.69(2.55) 6.63(2.22)**  

Self-esteem Two weeks beforehand 20.87(5.49) 22.50(4.08)  
After vicarious experience 21.03(5.89) 22.90(4.66)  
Total  20.95(5.65) 22.70(4.35)  0.18 

Presentation performance  4.38(2.41) 5.07(2.01)  0.73** 

Speech length  380.61(86.66) 366.41(97.99) -0.04 
* p < 0.05, ** p < 0.01, *** p < 0.001 

(1) If a measure item was measured multiple times, the correlation was calculated within individuals between 
the multiple observations of the item and self-efficacy beliefs at corresponding phases.  
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week afterwards, with time of measurement as the within-subjects factor and the self-
identification condition (high versus low) was included as the between-subjects factor.
Significant main effects for condition (F (1,58) = 4.30, p = 0.04) and time of measure-
ment (F (2.71,156.94) = 12.70, p < 0.001) were found. Furthermore, a significant interac-
tion effect was observed between condition and time of measurement (F (2.71,156.94) =
2.91, p = 0.04). The mean scores are shown in Figure 5.4. Both self-efficacy beliefs after
the vicarious experience and beliefs after the post-measurement presentation differed
between the experience conditions (Table 5.3) and changed significantly compared with
the belief measured two weeks beforehand (beforehand versus after vicarious experi-
ence, t (59) = 2.98, p = 0.004; after vicarious experience versus after post-measurement
presentation, t (59) = 2.29, p = 0.03). However, no significant difference between the
conditions was found either in self-efficacy measured two weeks beforehand or one
week afterwards. Hence, there was no indication that the vicarious experience and post-
measurement presentation had a long-term effect on self-efficacy. Furthermore, t-tests
were conducted on self-efficacy in the high-level condition and low-level condition sep-
arately. Results show that self-efficacy decreased significantly (t (29) = 3.98, p = 0.003) in
the high-level condition, while no significant change was found in the low-level condi-
tion. Thus, H1 was supported.

Figure 5.4: Self-efficacy measured at different times in high and low-level self-identification condition.

5.5.3. MODERATING EFFECT OF SELF-IDENTIFICATION

PERFORMANCE IN THE VICARIOUS EXPERIENCE AND SELF-EFFICACY AFTERWARDS

The next step was to analyze the moderating effect of self-identification on how self-
efficacy was affected in the vicarious experience (H2). As shown in Table 5.3, the overall
correlation was significant (r = 0.33,n = 60, p = 0.01) between self-efficacy after the vi-
carious experience and the interviewee’s performance (i.e., virtual performance). Com-
paring the correlations between the two conditions, the correlation in the high-level con-
dition (r = 0.54,n = 30, p = 0.002) was significantly higher (z = 2.66, p = 0.01) than the
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correlation in the low-level condition (r = −0.12,n = 30, p = 0.52). Figure 5.5 illustrates
the correlations for both conditions between virtual performance and self-efficacy after
the vicarious experience. Thus, participants’ efficacy belief was more associated with the
performance perception in the high-level condition than in the low-level condition (H2
supported).

r = 0.54** 

A

(a) High-level condition

r = -0.12 

(b) Low-level condition

Figure 5.5: Scatter plot of self-efficacy after vicarious experience and perceived performance of the virtual
interviewee in the two self-identification conditions. **p < 0.01.

r = 0.71*** 

(a) High-level condition

r = -0.004 

(b) Low-level condition

Figure 5.6: Relationship of self-efficacy before and after the post-measurement presentation in the two self-
identification conditions. *** p < 0.001.

SELF-EFFICACY

The correlation between self-efficacy after vicarious experience and the one after post-
measurement presentation in the high-level condition (r = 0.71,n = 30, p < 0.001) was
significantly higher (z = 3.28, p = 0.001) than the correlation in the other condition (r =
−0.004,n = 30, p = 0.98). Figure 5.6 shows the different correlations in the high-level
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condition and the low-level condition. The high correlation suggests that vicarious ex-
perience has a similar effect as a direct experience has on self-efficacy when the sense of
self-identification is high. Thus, the level of self-identification has a moderating effect on
the relationship between self-efficacy after a vicarious experience and the self-efficacy
after a direct experience (H4 supported).

5.5.4. PRESENCE RESPONSE

A two-way mixed ANOVA was conducted on the presence responses after vicarious ex-
perience and after the post-measurement presentation, with the experience phase (vi-
carious experience or the post-measurement presentation) as the within-subjects fac-
tor, and self-identification condition as the between-subjects factor. Whereas no signif-
icant effect was found for self-identification condition, a significant main effect of ex-
perience phase (F (1,58) = 49.04, p < 0.001) was found. As Figure 5.7a reveals, the pres-
ence response in the post-measurement presentation was significantly higher than that
in vicarious experience both in the high-level condition (t (29) = −7.04, p = 0.001) and
in the low-level condition (t (29) = −4.29, p = 0.001). Correlations between presence
response in vicarious experience and the one in the post-measurement presentation
were also examined, respectively for the high-level condition and the low-level condi-
tion. As hypothesized, correlation of the high-level condition (r = 0.69,n = 30, p < 0.001)
was significantly higher (z = 3.04, p = 0.002) than the correlation in the other condition
(r = 0.02,n = 30, p = 0.92). Figure 5.7b and Figure 5.7c illustrate the different correla-
tions in high-level condition and low-level condition. The high correlation in high-level
condition indicates that the self-identification induced a similar but weaker presence
experience compared with the experience induced in the post-measurement presenta-
tion. Thus, the presence reponse in the vicarious experience predicted better the pres-
ence response in the post-measurement presentation in the high-level condition than
in the low-level condition. The association between ITQ and presence response was
also checked respectively for the high and low-level self-identification condition. No
significant correlation was observed, making it therefore unlikely that the unplanned
ITQ difference between the self-identification conditions affected the reported presence
response.

5.6. DISCUSSION AND CONCLUSIONS

B ASED on the results, a number of conclusions can be drawn. First, participants in
the high-level condition identified with the virtual interviewee more than partici-

pants in the low-level condition, and participants’ self-efficacy changed more after the
vicarious experience in the high-level condition than in the low-level condition. Thus,
the results suggest that vicarious experiences with a higher level of self-identification
were more able to alter self-efficacy beliefs than experiences with a lower level of self-
identification, thereby supporting H1. The analyses on self-efficacy reported after the
vicarious experience also revealed a significant moderator effect of self-identification on
the relationship between the perceived performance and self-efficacy (H2 supported).
In other words, participants who experienced a higher level of self-identification seem
to have related more the performance of the virtual interviewee with their own self-
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(a) Presence responses during the vicarious ex-
perience and the post-measurement presenta-
tion.

r = 0.69*** 

(b) Correlation between presence responses
in vicarious experience and the post-
measurement presentation in the high-level
condition.

r = 0.69*** 

(c) Correlation between presence responses
in the vicarious experience and the post-
measurement presentation in the low-level
condition.

Figure 5.7: Relationship of presence responses in vicarious experience and the post-measurement presenta-
tion. *** p < 0.001.
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efficacy. When individuals experienced a weaker sense of self-identification, this per-
formance was not regarded as exemplar for their own ability. Thus, the learning process
of a traditional vicarious experience seems to be the underlying mechanism explain-
ing the observed change in self-efficacy. Another finding was the moderating effect on
the relationship between the vicarious experience and the direct experience (i.e., the
post-measurement presentation) regarding the experienced presence and the effect on
self-efficacy (H3 and H4). Only for participants who experienced a high level of self-
identification, their beliefs established during the vicarious experience strongly corre-
lated with their beliefs after the direct experience, and the correlation was also signifi-
cant between the senses of presence in the two experience phases. However, no effect of
the vicarious experience on either self-efficacy or presence was observed when the level
of self-identification was low.

The study has a number of limitations. One limitation is the short duration and fre-
quency of exposure to vicarious experience. Increasing its frequency might result in
more lasting belief change. For example, the study by Morina et al. [49] included two
exposure sessions of around one hour each and found an increase in self-efficacy at a
three-month follow-up measurement. Besides, the learning effect of video self-modeling
or peer-modeling can usually be observed after a few weeks of video-watching sessions
[18], [50]. The limited exposure in this study might explain the observed return of the
self-efficacy score after a week to pre-experimental values. Another limitation of this
study is that the identity of the virtual interviewee was manipulated by controlling mul-
tiple factors (e.g., voice, skin colour and name) at the same time. Thus, it cannot be es-
tablished how each factor contributed to the overall sense of self-identification. Besides
these limitations, there existed an unplanned ITQ difference between the participants of
the high-level condition and the low-level condition. Although previous studies [25], [51]
found a significant correlation between ITQ and presence as measured by Igroup Pres-
ence Questionnaire [52], no correlation was found in this study between on one hand
ITQ and on the other hand presence response, the self-identification of the virtual in-
terviewee, and self-efficacy. Therefore, this unplanned ITQ difference can be ruled out
as an alternative explanation for the observed effect. Another factor worth discussing
is the manipulation of skin colour in the vicarious experience. As darker skin colour has
been found to be correlated in some cases with weaker self-efficacy [53], and most of our
participants were light-skinned, the participants’ self-efficacy might be weakened in the
low-level self-identification condition when they were embodied in a dark-skin avatar.
However, a change in such a direction was not observed in this condition. Instead self-
efficacy was stronger in this condition than in the high-level condition. Therefore, the
manipulation of skin colour can also be ruled out as an alternative explanation for the
observed effect.

Although the study succeeded in influencing people’s self-efficacy belief, self-efficacy
went down after the vicarious experience instead of going up which would be desirable
when building someone’s confidence in performing a certain task. As students and staff
from a university of technology, the participants likely lacked the actual experience of
giving a lecture on elementary arithmetic to ground their self-efficacy beliefs. When ap-
praising their capability, the participants might therefore have suffered from a cognitive
bias, known as the Dunning–Kruger effect [54] or overconfidence effect [55], causing the
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initial high self-efficacy rating [3]. After their experience in virtual reality, they might
have realized that giving such lecture is more difficult than what they initially antici-
pated. Future work therefore might look at the effect of vicarious experiences when peo-
ple unnecessarily underestimate their ability. Another issue is people’s interpretations
of the success of the experienced presentation. During the vicarious experience, the
chair of the panel always ended the session by stating that the lecture was excellent (Ap-
pendix E). Participants might not have noticed, believed, or conformed to this judgment
as this might have been too contradicting with their own belief as the social judgment
theory [56] would predict. Especially when a communication message is perceived as
being very different from one’s own viewpoint, the message is categorized by the per-
son as one to be rejected. The person in such case is unlikely to be persuaded, due to
a contrast effect [57]. Future work might therefore explore this as another way to boost
self-efficacy. Additionally, although only an association between capability comparison
and self-efficacy can be argued for in this study, the relationship may be causal, as it was
found in other vicarious experience studies [16]. If that is the case, future work might
investigate whether self-efficacy can be improved by persuading participants to belief
that they are more capable than a model that already successfully accomplished a task.

This study can be extended in many directions. First, instead of manipulating multi-
ple factors in this study, the effectiveness of each single factor could be examined sepa-
rately to achieve identification with the virtual person. As suggested by Ratan and Hasler
[58], the identity of an avatar is more related to fleeting and malleable aspects such as
name and appearance but less to the stable characteristics such as race and gender.
Therefore, identifiable channels such as voice might be of interest in manipulating the
avatar or model identity. Second, future research could examine the extent to which the
vicarious experience can be used effectively to assist psychological interventions for in-
dividuals with mental disorders. For example, individuals with anxiety disorders might
profit from this approach by applying the vicarious experience as a first step to increase
motivation to participate in exposure sessions of direct experience in virtual reality and
further in real life. Third, the use of vicarious experience in skills training could also be
of value, such as in helping people to visualize their future performance and master a
task in a short time.

In conclusion, our method succeeded in influencing people’s self-efficacy belief by a
vicarious experience obtained in virtual reality. Another main contribution of the study
is the insight of the underlying mechanism that might govern people’s self-efficacy. When
the virtual model in the vicarious experience is more strongly identified with the ob-
servers themselves, the performance of the virtual model becomes a better predictor of
the observers’ self-efficacy. The mechanism seems closely related to how traditional vi-
carious experiences affect self-efficacy. Future research needs to investigate the extent
to which this new virtual vicarious experience has the potential to benefit psychological
interventions where the belief in one’s own ability is essential.
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The research presented in this thesis implemented an expressive virtual audience, val-
idated individuals’ perception of the audience’s expressiveness, investigated the appli-
cation of virtual audiences in the context of public speaking training, and tested the ef-
fects of indirect virtual experiences of public speaking on individuals’ self-efficacy belief
about public speaking. The studies were designed to answer the main research question:

Within public speaking scenarios, how can an expressive virtual audience be
created and how do the experiences with a virtual audience affect the presen-
ter?

From the main research question, four hypotheses were formulated (the first and second
focus on the creation and perception of virtual audience’s expressive behaviors, and the
third and fourth focus on their effects on the presenter).

H1. A parameterized audience model can generate virtual audiences with expressive
behaviour.

H2. People can recognize People can recognize different styles of the expressive be-
haviours generated by the audience model.

H3. People are more satisfied about practicing with a virtual audience than practic-
ing with an imaginary audience.

H4. The level of self-identification affects self-efficacy after a first-person-perspective
vicarious experience.

The first hypothesis was supported by the development of a parameterized agent
model that was proved to be able to generate flexible expressive behaviors for the vir-
tual audience. To test the second hypothesis, a series of perception experiments were
conducted and showed that people could distinguish the model-based audience styles.
The third and the fourth hypotheses focus on the effects of the model-based audience on
presenters. People found practicing with a virtual audience more satisfying than practic-
ing with an imaginary audience in our experiments. Furthermore, findings also showed
that both direct and indirect experiences as a public speaker in virtual reality influenced
self-efficacy beliefs in public speaking, and that direct experiences also affect people’s
perceptions of speech performance. The conclusions in this thesis are structured by an
examination of the arguments for these four hypotheses.

H1: the generation of flexible expressive audience behavior
Support for the first hypothesis was established by implementing a virtual audience us-
ing a parameterized agent model and conducting perception studies of the virtual au-
dience’s behaviour, which investigated whether individuals can recognize the generated
expressive behaviours. A parameterized audience model was created based on statisti-
cal models abstracted from observations of real audiences. The audience’s behavior was
controlled by model parameters that defined virtual humans’ moods, attitudes, and per-
sonalities. Employing these parameters as predictors, the audience model significantly
predicted variations in the audience behavior. To investigate if people could recognize
the designed behavioral styles generated by this model, 12 audience styles were evalu-
ated by two groups of participants. One group (n = 22) was asked to describe the virtual
audience freely, and the other group (n = 22) was asked to rate the audiences on eight au-
dience parameter dimensions. The results indicated that people could recognize differ-
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ent audience attitudes and that they even could perceive the different degrees of certain
audience attitudes.

H2: recognizable behavioral audience styles
Support for the second hypothesis was established by conducting four studies on a sim-
ulated audience and its behavioral models. (I) To identify perceivable audience char-
acteristics, a paired comparison perception experiment on the simulated audience was
conducted with 24 participants. They were asked to compare pairs of virtual audiences
with different characteristic settings to identify which audience characteristic resulted in
noticeable audience behavior differences. The results showed that people can perceive
changes in some of the mood, personality, and attitude parameters. (II) To investigate
people’s understanding of audience styles, a design experiment was conducted in which
people (n = 24) were invited to use the perceivable characteristics to design audience
behavior for a set of public speaking scenarios. By clustering the audience scenarios
based on the similarity of the characteristic settings, five generic audience styles were
obtained. (III) The validation of the five generic audience styles was performed in a per-
ception study. Videos of virtual audiences were made for each style, and 100 individuals
were invited to match audience style description to each video. The results suggested
that a dominating characteristic of an audience people perceive is whether or not the
audience is attentive or inattentive, and people can distinguish between various behav-
ioral audience styles such as interested-enthusiastic style, critical-concerned style, and
anxious-threatened style. (IV) To find out the key behavior of the audience styles, the
behavioral model of the simulated audience was examined and several specific audi-
ence behaviors were identified as typical for these styles. Thus, people do have some
consistent expectations about the behavior of an audience, and they do recognize the
behavioral audience styles.

H3: speakers’ satisfaction with practicing with a virtual audience
The third hypothesis was tested by organizing a public speaking course in an experimen-
tal setting. The course consisted of three training sessions and one closing presentation
in front of a human audience. In each training session, participants obtained direct
experiences as a public speaker by practicing their own presentations in front of a vir-
tual audience projected on a screen. This practice method was compared with another
method: practice with an imaginary audience whereby participants were instructed to
practice their presentations while imagining the presence of an audience. In the closing
presentation, participants delivered their presentations to a human audience. The study
employed a between-subjects design, for which 20 participants were recruited for each
practicing condition. Participants’ performance was assessed in the closing session. The
results showed that individuals seemed to benefit more from a virtual audience than an
imaginary audience in reducing public speaking anxiety, specifically in a question-and-
answer session. The clearest benefit of practicing with a virtual audience was the satis-
faction it gave. Participants were more positive towards training with a virtual audience
regarding both the training process and its effect on their presentation ability.

H4: the moderating effect of self-identification in vicarious experience from a first
person perspective on self-efficacy beliefs
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The fourth hypothesis was examined in an empirical study whereby an indirect experi-
ence of public speaking was created in VR, which enables observation of a person giv-
ing lectures on elementary arithmetic in front of a virtual audience from the speaker’s
perspective. To explore the moderating effect of self-identification on such vicarious ex-
periences, the high-self-identification experiences were compared with the experiences
with a low level of self-identification in a between-subjects experiment (n = 60). In the
experiment, participants were first exposed to an experience with either a high or a low
level of self-identification. Afterwards, participants from both conditions actively gave
another lecture on elementary arithmetic. The results revealed that vicarious experi-
ence with a higher level of self-identification was more effective in modifying people’s
self-efficacy than an experience with a lower level. Additionally, like traditional vicar-
ious experiences, the sense of self-identification also had a moderating effect on how
self-efficacy is affected. That is, only when individuals related themselves to the experi-
ence, the perceived performance of the virtual speaker correlated significantly with peo-
ple’s self-efficacy measured after the vicarious experience. Next, the moderating effect
also existed on the association between the vicarious experience and a direct experience.
Only when a high level of self-identification was present, the vicarious experience was
similar to a direct experience regarding to the experienced presence and their effects on
self-efficacy scores. However, any changes in self-efficacy during the experiment were
no longer observed at a two-week follow-up measurement. Therefore, the first person
perspective vicarious experiences as a public speaker are effective in modifying individ-
uals’ self-efficacy beliefs in public speaking at least for a short term, and the underlying
mechanism that might govern people’s self-efficacy beliefs seems closely related to how
vicarious experiences affect self-efficacy.

6.1. LIMITATIONS

T O appreciate the work presented in this thesis, it is also important to consider its
limitations. Some of the limitations are caused by the research approach applied.

First, all empirical studies, with the exception of the online perception validation study
(Chapter 4), recruited mainly university students. This therefore might limit generali-
sation of the findings to other population groups. Another limitation is that this thesis
mainly employed a fixed research approach, i.e. quantitative approach, whereby various
phenomena and outcomes were studied to test hypotheses. However, a flexible research
approach, i.e. qualitative approach, would also address questions on why people per-
ceive an audience in a certain way, and why presenters want to practise in front of a
virtual audience.

Logistical and time constrains also caused limitations. For example, the design of the
virtual audience was based on observations of a limited group of students in a controlled
classroom setting, thereby obtaining limited audience behaviour with a social-economic
background of western university students. Also observations were done in equal power-
relationship between audience and presenter. Therefore, generalization of the audience
behavior towards an unequal power-relationship might be limited. The audience model
is also limited when considering interaction between presenters and their audience. For
example, the audience could provide feedback on speakers’ performance [1]. Besides,
the effects of the relationship between the audience members could also be considered
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in the behavioural models of the virtual audience.

Several key factors were not considered when studying the direct experiences as a
public speaker in virtual reality. First, individuals’ motivation was not investigated. How-
ever, in a learning context, individuals are more likely to improve their competence when
they strive for positive outcomes [2]. In contrast, if they are not motivated, the effect of
training can be weakened. As Schunk [2] also pointed out, individuals could be moti-
vated when they are aware of their lack of requisite knowledge and skill competence.

The study on the first-person-perspective vicarious experiences also has some limi-
tations. First, the experiment only included a relatively short vicarious experience, fail-
ing therefore to establish any long-term effect. Making generalisation about longer and
more frequent vicarious experiences is therefore not possible. Still long-term effects
have been found for direct virtual experiences. For example, Morina et al. [3] found
an increase in self-efficacy at a three-month follow-up measurement after two exposure
sessions of around one hour each. Thus, increasing the exposure frequency might result
in more lasting belief change. Second, participants were not familiar with the presen-
tation topic in the vicarious experience, i.e., elementary arithmetic. Hence, they might
initially have overestimated their capabilities thereby nullifying the potential enhancing
effect of vicarious experience on their self-efficacy beliefs.

6.2. CONTRIBUTIONS

T HIS thesis studied the implementation of an expressive virtual audience, and ex-
plored the effects of public speaking experiences in virtual reality on presenters. The

scientific and practical contributions are discussed below.

6.2.1. SCIENTIFIC CONTRIBUTIONS

IMPLEMENTATION OF AN AUDIENCE MODEL

This thesis proposes an audience model that generates flexible expressive behavioral
styles by adjusting agent parameters. Among the virtual audiences developed for vari-
ous applications, the audiences’ behavior are usually designed based on psychological
knowledge and literature [4], [5], whereas this audience model is, to my knowledge, the
first that generates flexible expressive behaviors based on statistical models abstracted
from observations. In addition, as most studies on the generation of expressive behavior
of virtual characters [6–8] focus on the behavior of virtual individuals, the proposed be-
havioral model is the first one designed for audiences in public speaking scenarios. This
is an important step towards providing users with a flexible and dynamic virtual envi-
ronment in which they can be exposed to a virtual audience, for example, as part of a
psychological stress test procedure, training, or psychotherapy. In those settings, virtual
audiences often function as key stimulus material. Thus, validation studies presented in
the thesis are vital as they provide the foundation for drawing any valid conclusions later
on about people’s behavior, emotions, and attitudes when they are exposed to these vir-
tual audiences. Besides, the audience model was built using a statistical approach based
on observations of real audiences in public speaking situations. It provides a method for
simulating expressive behavior of audiences and a coding scheme for posture observa-
tion. Moreover, a corpus of audience behavior [9] showing different attitudes in public
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speaking situations is provided so that it can be used in future studies on audience be-
havior.

PUBLIC SPEAKING EXPERIENCES WITH A VIRTUAL AUDIENCE

To our knowledge the public speaking training study presented in this thesis is, to the
best of my knowledge, the first study comparing the impact of practicing with a virtual
and an imaginary audience in the context of public speaking skills training. The main
scientific contribution of the work presented is the insight that practicing with a vir-
tual audience improves training enjoyment and presentation performance in the eyes
of trainees. Besides, a virtual audience is found similarly effective in evoking social anx-
iety to an imaginary audience, and this finding is consistent with the findings by Kelly et
al [10].

The first-person-perspective vicarious experiences succeeded in influencing peo-
ple’s self-efficacy belief. Manipulating mainly the voice of a virtual person influenced
the identification of this virtual person. This provides an effective and easy way to ma-
nipulate the sense of self-identification. Another main contribution of the study is the
insight of the underlying mechanism that might govern people’s self-efficacy beliefs. As
the sense of self-identification increases, the observed performance becomes a predic-
tor of self-efficacy beliefs. The mechanism seems closely related to how traditional vi-
carious experiences affect self-efficacy [11]. It shows the potential of this first-person-
perspective vicarious experience to benefit psychological interventions where the belief
in one’s own ability is essential.

6.2.2. PRACTICAL CONTRIBUTIONS
Public speaking skills are important because we have to speak in public from time to
time, e.g., talking about our research at a conference, making a speech at a friend’s wed-
ding, or making a proposal in a business meeting. This thesis gives insight as to how
a virtual audience can be developed and how the virtual audience can be used for the
training of public speaking skills.

DEVELOPMENT OF EXPRESSIVE VIRTUAL CHARACTERS

A parameterized audience model is built in this thesis that generates flexible expres-
sive behavioral styles by adjusting agent parameters of mood, attitude, and personality.
The model employs a common framework for multi-agent systems, and therefore can
be generalized to the creation of expressive virtual humans for a flexible and dynamic
virtual environment. The validation studies show the potential of the virtual audience’s
expressiveness. That is, characteristics of audience members such as their mood, per-
sonality, and attitude are perceivable in the body language of a virtual audience. Thus,
developers can use this insight to establish virtual audiences that can exhibit various
behavioral styles.

The finding of at least five underlying audience styles among the 21 public scenar-
ios suggests that the five styles could represent a large variety of audiences, which could
occur in various public speaking scenarios. Thus, by implementing only five audience
styles, designers would be able to construct many more different social settings with an
audience, and users would have opportunities to experience more variations of social
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settings. Besides, as an audience’s attentiveness was found as a dominating perceivable
characteristic, it is an important characteristic to be mentioned and considered when
describing or designing an audience. Additionally, the specific postures and behavioral
patterns found in the five audience styles may help designers to develop virtual audi-
ences with noticeable and recognizable behavioral styles. The findings can also be gen-
eralized to the design of individual virtual characters acting as listeners. Specifically, to
design expressive virtual listeners, their behavior should vary on the following aspects:
head and gaze direction, facial expression, frequency of bodily movements, reaction to
disturbing events, and postural features such as openness, relaxation, and fidgets. These
findings give designers directions on how to modulate these behaviors to create a single
listening individual as well as a complete virtual audience.

ANXIETY-EVOKING APPLICATIONS

The results show both direct and indirect experiences of public speaking with a virtual
audience evoke anxiety in individuals. Compared with direct experiences, i.e., speaking
directly in front of a virtual audience, the first-person-perspective vicarious experiences
seem to have similar but weaker effects on individuals’ anxiety. Specifically, individuals
reported higher anxiety for direct experiences but their heart rates during direct experi-
ences did not differ from those during the vicarious experiences. The findings that there
are more ways to evoke individuals’ social anxiety may benefit applications that need to
elicit social anxiety in individuals. For example, to study the effect of social stress on indi-
viduals, moderate social stress can be evoked during the vicarious experiences whereas
more intensive stress can be evoked by direct experiences with a virtual audience. Fur-
thermore, as part of exposure therapy for individuals with social anxiety disorder [12],
patients are exposed to anxiety-evoking situations so that they learn to cope with the
anxiety. As it can be very dreadful for some individuals to speak directly in front of a
virtual audience, the vicarious experiences could provide them with an opportunity of
experiencing the situation with lower level of anxiety. Thus, the first-person-perspective
vicarious experience can be used as a first step to increase their motivation to participate
in direct experiences.

PRESENTATION TRAINING

The study on public speaking found that practicing with a virtual audience is more sat-
isfying and therefore may motivate people to practice. When preparing a speech, people
with higher levels of speech anxiety seem often reluctant to rehearse their presentation
in front of a real audience [13]. Therefore, getting them to practise would be an essential
step forward as practising with audiences improves the presentation [14], reduces anx-
iety, and increases willingness to speak in public [15]. The results also showed people
were more positive towards the effects of practicing with a virtual audience, although
no difference was observed in the presentation performance between individuals who
practiced with a virtual audience and with an imaginary audience. This finding suggests
that trainees might expect greater improvement in their performance after practicing
with a virtual audience than after practicing with an imaginary audience, which might
result in trainees’ overestimation on their own performance. This overestimation how-
ever might make the trainees less motivated to practice [2]. To minimize the negative
aspects, it might be necessary to make the trainees aware of their own performance, e.g.
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by reviewing the audio or video recording of their own presentation practice, and by get-
ting feedback on their performance [16], [17].

6.3. FUTURE WORK

T HE research described in this thesis can be extended in many ways. Regarding the ex-
pressive virtual audience, the implementation can be improved. For example, more

factors could be considered when building the audience’s behavioural models, e.g., the
relationship between the speaker and the audience, and speech content. The audience
could also be more interactive. For example, speech detection could be implemented
with the audience so that the audience could be more reactive to the speech. Besides,
the audience could also provide feedback on speakers’ performance [1] by monitoring
this.

This thesis explored the use of practicing with virtual audiences for public speak-
ing training and compared it with practicing with an imaginary audience. However, the
effects of practicing with either audience are unclear when comparing it to practicing
with a real audience or without any audience. Thus, other control conditions might be
included in the future studies to draw further conclusions. Also, only one practicing
method was used for each participant. Thus, future studies might investigate the effects
of combining practicing methods, e.g., firstly practicing without an audience, then with
a virtual audience, and finally with a real audience, to explore an optimal way of improv-
ing individuals’ public speaking skills.

Concerning the first-person-perspective vicarious experiences, future research should
examine the extent to which the vicarious experiences can be effectively used to assist
psychological interventions for individuals with mental disorders. For example, individ-
uals with anxiety disorders might profit from this approach by applying the vicarious
experience as a first step to increase motivation to participate in direct virtual exposure
sessions or exposure in vivo. Moreover, the use of vicarious experiences in skills training
could also be of value, such as in helping people to visualize their future performance
and master a task in a short time. Furthermore, as the voice of individual’s avatar is
an effective channel to manipulate the sense of agency in a vicarious experience and
thereby influencing the self-efficacy belief, future research could be conducted to exam-
ine whether it is also effective in affecting people’s attitude and thought.

6.4. TAKE-HOME MESSAGE

T HIS thesis aims to explore the effects of public speaking experiences in virtual reality
on presenters. To this end, an expressive virtual audience was implemented, which

generates flexible expressive behavioral styles by adjusting agent parameters. To provide
the foundation for drawing any valid conclusions later on about the effects of the virtual
audience, the expressiveness of the virtual audience was validated through a series of
perception studies. The results show that people have consistent ideas about audience
behavior, and people can recognize different behavioral audience styles. Also, specific
postures and behavioral patterns were identified for generic audience styles, which may
help designers to develop virtual audiences with noticeable and recognizable behavioral
styles. The direct speaking experience with a virtual audience was studied by organizing
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a public speaking course in an experimental setting. The results showed that individuals
seemed to benefit more from a virtual audience than an imaginary audience in reducing
speech anxiety. The clearest benefit of practicing with a virtual audience was the satis-
faction it gave. Participants were more positive towards training with a virtual audience
regarding both the training process and its effect on their presentation ability. A special
vicarious experience was created in VR, referred to as a first-person-perspective vicari-
ous experience. The results showed that, when individuals related such vicarious expe-
riences more to themselves, the vicarious experiences was more effective in modifying
their self-efficacy. The underlying mechanism that might govern people’s self-efficacy
beliefs seems closely related to the moderating effect of self-identification on how tradi-
tional vicarious experiences affect self-efficacy.

In short, the study demonstrates the possibility of generating virtual audiences with
behavioural styles people could recognize. The experience, either indirect or direct, of
presenting in front of such an audience can affect the presenter. The effects are impor-
tant, as well-delivered presentations can have personal benefits, or, in the case of the
iconic speeches, change the course of history.
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APPENDIX A

The principal component analysis was conducted with varimax orthogonal rotation.
Five factors were extracted with eigenvalues over Kaiser’s criterion of 1 and in combi-
nation explained 74% of the variance. The factor analysis describes how the parameters
correlate with the extracted factors. Hence, the parameters with similar factor loadings
indicated high correlations between each other, thereby being grouped together (Table
A.1). As the factors were independent of each other, the parameter groups were inde-
pendent of each other if they correlated with different single factors. Thus, there were
three independent parameter groups (IG1, IG2, and IG3) and two independent single-
parameter groups (IP1 and IP2). Each factor could be interpreted as a characteristic
presented by its correlated independent parameters. For example, factor 2 could be in-
terpreted as Patience or Eagerness for information. For the three parameters (DP1, DP2,
and DP3) which were correlated with multiple factors, the parameters could also be ex-
plained by the correlated factors. For example, the value of Approval (DP2) correlates
positively with the values of Eagerness for information (factor 2) and Dominance (factor
3) and negatively with Criticism (factor 4).
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Table A.1: Factor loadings of audience parameters and grouping resultTable A.1  Factor loadings of audience parameters and grouping result 

Parameters 
Loadings on factors 

Grouping result
1 2 3 4 5 

Extraversion 0.907 0.036 0.044 0.023 0.093

IG1 Agreeableness 0.805 -0.068 -0.002 -0.140 -0.080

Conscientiousness 0.670 0.137 0.277 -0.024 -0.234

Openness 0.689 0.051 0.229 0.408 0.307 DP1 

Impatience -0.012 -0.848 -0.091 -0.084 0.027

IG2 Eagerness for info 0.090 0.823 -0.185 0.133 -0.126

Interest 0.004 0.791 0.276 -0.023 -0.115

Approval -0.003 0.517 0.410 -0.495 0.231 DP2 

Dominance 0.176 -0.043 0.856 0.043 -0.054
IG3 

Valence 0.010 0.376 0.672 -0.207 0.271

Neuroticism -0.420 -0.070 -0.577 -0.341 0.225 DP3 

Criticism -0.041 0.153 0.032 0.856 0.018 IP1 

Arousal -0.030 -0.167 0.000 -0.010 0.911 IP2 
Note: the loadings larger than 0.4 are in bold type. 

   
Note: the loadings larger than 0.4 are in bold type.



APPENDIX B: CALCULATING THE

SCALE VALUES USING THE

THURSTONE’S METHOD

The basic method of paired comparisons consists of sequentially presenting pairs of
stimuli to an observer and asking the observer which one of the pair has the greatest
amount of a certain attribute. Supposing there are n stimuli to compare in total, each
observer will have a n×n matrix of comparison results. If the observer selects stimulus j
over i, as having more of the attribute in question, we put a 1 in the jth column and the
ith row of a matrix. Using all the matrices of the J observers, a frequency matrix, F, was
accumulated. In this matrix, each element is the number of times the stimulus in the jth

column was chosen over the stimulus in the jth column. The next step is to form the pro-
portion matrix, P, by dividing each element of F by the number of observers, J. That is,
each element of P, i.e., pj >i, represents the proportion of observers who select stimulus
j over i.

According to Case V of Thurstone model, the scale value difference of two stimuli j
and i (i.e., Sj-Si) can be expressed as the z-score corresponding to the preference fre-
quency (or proportion) of stimulus j over i, pj >i. The formula is shown below:

S j −Si = Z j>i = F−1(p j>i ), (B.1)

where F -1 is the inverse of the standard cumulative normal distribution function.
By transforming each element in the P matrix into a corresponding z-score, a matrix,

S, of scale value differences, is then obtained, shown as follows:

S =


S1 −S1 S2 −S1 · · · Sn −S1

S1 −S2 S2 −S2 · · · Sn −S2

S1 −S3 S2 −S3 · · · Sn −S3
...

...
. . .

...
S1 −Sn S2 −Sn · · · Sn −Sn

 (B.2)

The scale values of each stimulus can be determined from the column sums of the S
matrix. Taking the first column for example, by dividing the column sum by the number
of stimuli, we have 1

n

∑n
i=1(S1 −Si ) = S1 − S̄ . As the average of all the scale values can be

set zero, i.e.,S̄ = 0 , the column sums give the scale values directly, i.e., S1 −0 = S1.
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APPENDIX C: DESCRIPTIONS OF

AUDIENCE SCENARIOS

Note: Only full scenario descriptions were provided to the participants; the short de-
scriptions are used for convenience when the full descriptions are referred to in this pa-
per.
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Appendix	C:	Descriptions	of	audience	scenarios	
Note: Only full scenario descriptions were provided to the participants; the short descriptions are used for 
convenience when the full descriptions are referred to in this paper. 

 

No. Short description Full scenario description 

1 Promising 
business proposal 

A person wants to start his own company and needs a sizable 
amount of investment money for this. He has an opportunity 
to introduce the investment proposal within 10 minutes to a 
number of business people, as they will consider whether or 
not they might invest in this new business opportunity. While 
listening, the investors find the proposal very promising. 

2 Potential business 
proposal 

A person wants to start his own company and needs a sizable 
amount of investment money for this. He has an opportunity 
to introduce the investment proposal within 10 minutes to a 
number of business people, as they will consider whether or 
not they might invest in this new business opportunity. While 
listening, the investors find the proposal has some potential 
but still has some concerns about a number of issues that 
would require additional work for the person to work out in 
more detail.  

3 Impractical 
business proposal 

A person wants to start his own company and needs a sizable 
amount of investment money for this. He has an opportunity 
to introduce the investment proposal within 10 minutes to a 
number of business people, as they will consider whether or 
not they might invest in this new business opportunity. While 
listening, the investors find the proposal definitely 
impractical. 

4 Best man’s talk The best man is talking about an interesting story about the 
new couple at a wedding party. The people in the party are 
mostly the new couples' family members and friends. They 
are friendly and enjoy very much the stories. 

5 Friday afternoon 
lecture 

On a Friday afternoon, a teacher is talking about an 
interesting example in a course. As the content will not appear 
in the coming exam, the students are more eager to leave. 

6 Tuesday morning 
lecture about exam

On a Tuesday morning, 10 am, a teacher is talking about an 
interesting example in a course. The content will appear in the 
coming exam. 

7 Attractive Tuesday 
morning lecture 

On a Tuesday morning, 10 am, a teacher is talking about an 
interesting example in a course. The content attracts the 
students. 

8 Unrelated Monday 
morning meeting 

An employee is presenting his/her work during a meeting 
with a dozen of colleagues on a Monday morning. The 
attendees are fellow employees but work on non-related 
projects. They are indifferent to what the employee is 
presenting. 

9 Related Monday 
morning meeting 

An employee is presenting his/her work during a meeting 
with a dozen of colleagues on a Monday morning. The 
attendees are fellow employees working on related projects, 
so they like to learn how this might affect or benefit their 
project. 
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10 Funny show A beginning stand-up comedian is doing a prepared show for 
a crowd. The audience is enjoying the jokes and laughing.  

11 Not funny show A beginning stand-up comedian is doing a prepared show for 
a crowd. The audience is indifferent and finds it not funny at 
all, and some people are eager to leave. 

12 Funeral eulogy A person is delivering a eulogy at a funeral. The attendees are 
the family members and best friends of the deceased. 

13 Souvenir 
introduction 

At the end of a one-day guided tour, a salesman is introducing 
a souvenir to the tourists. There is nothing special with the 
souvenir, and the tourists hope to finish as soon as possible. 

14 Positive corporate 
report 

A director of a small company presents a corporate report to 
all the 11 employees. The report shows improved 
performance on key targets and they will receive a big annual 
bonus. 

15 Repeated rule 
announcement  

During a weekly school assembly for high school students, 
the administrator talks about the rules the students should 
obey, which he or she repeated every week.  

16 Announcement of 
stricter rules  

During a weekly school assembly for high school students, 
the administrator is talking about the new rules the students 
should obey. The students find the rules much stricter than 
before. 

17 Budget cut A company manager announces to the work team that a few 
employees will be made redundant because their budget has 
been cut. The employees are nervous. 

18 Innovative design At a booth of an exhibition, an exhibitor is introducing a new 
product. People follow the explanation and find the design 
innovative. 

19 Looking around in 
an exhibition 

At a booth of an exhibition, an exhibitor is introducing a new 
product. People may only be interested to look around or only 
to get the freebies. 

20 A qualified 
interviewee 

A person is giving a presentation as part of a job interview. 
The employers find the person sufficiently qualified. 

21 A not very 
satisfactory 
interviewee 

A person is giving a presentation as part of a job interview. 
The employers find the person may be qualified, but they are 
not very satisfied with him or her at some points. 

22 Training plan A presentation to fellow sport members at a meeting of the 
local sport association, about a new idea of this year’s training 
plan.  

23 Hobby talk A student gives a half-hour talk to some fellow students. The 
student is talking about his hobby which some of the other 
students also like, but not all. 
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Suppose Xi and Yi (i = 1, 2, . . . , 6) are the parameters for scenario settings X and Y ,
thereby X = (X1, X2, · · · , X6) and Y = (Y1,Y2, · · · ,Y6). The observed distance on parameter
i (i = 1,2, · · · ,6) is noted as dOi , and the observed distance between setting X and Y is
noted as dO . The expected distance of dOi and dO are respectively noted as dEi and dE .
The observed distance for one parameter, dOi , is calculated as follows:

dOi = |Xi −Yi |, i = 1,2, · · · ,6. (D.1)

The observed distance between two settings, dO , is the Euclidean distance between X
and Y , and can be calculated from the distances for all the six dimensions, i.e., the six
parameters listed in Table 3.2:

dO = |X −Y | =
√√√√ 6∑

i=1
(dOi )2. (D.2)

To calculate the expected distance between two settings, the expected distances on
the six parameters were first calculated. The expected distance for parameter i , dEi (i =
1,2, · · · ,6) is calculated according to the distribution of the possible distances for one
parameter. The possible values of dOi are shown in the Table D.1.

Table D.1: Possible values of the distance for one parameter, dOi = |Xi −Yi |, i = 1,2, · · · ,6

 

Table C.1  the possible values of the distance for one parameter, dOi = |Xi-Yi|, i = 1, 2, …, 6 

 Xi 

L M H 

Yi 

L 0 5 10 

M 5 0 5 

H 10 5 0 

* The values for L, M, and H were respectively 0, 5, and 10. Note: the values for L, M, and H were respectively 0, 5, and 10.

As the possible values of a parameter show an equal distribution, i.e., a probability of 1/3
for L, M, and H respectively, the probability for any possible combination of Xi and Yi is
as follows:

P (Xi = x,Yi = y) = 1/3×1/3 = 1/9, x, y ∈ {L, M , H } . (D.3)

That is, the probability for any possible distance listed in Table D.1 is 1/9. Thus, the
expected distance for one parameter dEi (i = 1,2, · · · ,6) is calculated subsequently:

137



138 APPENDIX D

dEi = E [|Xi −Yi |] =
∑

x,y∈{L,M ,H }
|x − y | ·P (Xi = x,Yi = y)

= (0+5+10+5+0+5+10+5+0)×1/9 = 40/9.
(D.4)

Hence the expected distance between two settings, dE , is calculated from the distances
for all the six dimensions, i.e., the six parameters listed in Table 3.2:

dE = E [|X −Y |] =
√√√√ 6∑

i=1
(dEi )2 = 10.88. (D.5)



APPENDIX E: AN EXAMPLE SCRIPT

OF VICARIOUS EXPERIENCE FOR A

FEMALE PARTICIPANT

A: audience member; I: the virtual interviewee.
Xxx: participant’s name in high-level condition or Jane in low-level condition
H/L Rec: edited recording of the participant’s reading in high-level condition or another
participant’s reading in the low-level condition
Self-introduction: In the high-level condition, the self-introduction of the virtual inter-
viewee was exactly as what the participant had said during the recording in the first ses-
sion; when in the low-level condition, the city of the virtual interviewee that was men-
tioned was Delft. The age and occupation was not mentioned.

A-1 Welcome! First, let me introduce the committee members to you. From the win-
dow side, they are Russell Fisher, Amy Brown, Sally Wilson, and I am Emma Taylor,
the chair.
Today you are required to give two short radio lectures on elementary arithmetic.
One is on elementary multiplication, and the other is on fractions. After each radio
lecture, the committee members will ask you a few questions about that topic.
Before you start, would you please introduce yourself briefly?

I [H/L Rec] My name is Xxx. I’m from ...(place, e.g., country, city). I’m a(n)
. . . (occupation) . I’m . . . years old. [Self-introduction] (When in the low-level con-
dition, the city of the virtual interviewee was mentioned as Delft. The age and oc-
cupation was not mentioned.)

A-1 Ok, Xxx, you may start now with the lecture on multiplication.
I [H/L Rec] Let’s learn to multiply today. First, let’s see what multiplication is. When

you multiply, you’re adding a number over and over again. Let’s first talk about
some examples and try to figure out what they mean. If you eat 4 pieces of candy,
then you eat another 4, then 4 more, you can say that you multiplied the amount
of candy you ate.
. . .
In summary, multiplication is adding something repeatedly. We learned how to
express a multiplication problem. For small numbers, we can either count or add
to solve a multiplication problem. Next time we’ll learn the times table.
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A-1 Thanks for your presentation, Xxx. Now is the question time. Russell, would you
like to start?

A-2 Yes. Xxx, since multiplication is just repeated addition, why we still need multipli-
cation?

I [H/L Rec] First, multiplication is a smarter way of calculating the repeated addi-
tions. After we learn how to solve multiplications with bigger numbers, such as 25
times 86, you’ll find it’s much more efficient to use multiplication than adding 86
twenty-five times. Second, multiplication can be used in some other contexts, such
as scaling. For example, imagine there’re two trees. One is three meters high, and
the other is one meter high. Then we could say the big tree is three times taller than
the small one.

A-2 Thanks for your answer.
A-3 I have a question. There’s a multiplication expression on the cover of my notebook,

saying 148 times 210 millimeters. How would you like to explain the meaning of
that expression?

I [H/L Rec] It is the size of each page of your notebook. When we learned more about
shapes, we’ll learn that multiplication can also be used to express the size of certain
shapes. The expression is actually 148 millimeters times 210 millimeters. It means
the width of your notebook is 148 millimeters, and the length is 210 millimeters.

A-3 Thank you. I’m satisfied.
A-4 Xxx, how would you explain that the order of numbers in a multiplication does not

matter, for example, five times seven equals seven times five?
I [H/L Rec] I would start with the interpretation of multiplication problems. For ex-

ample, there’re 5 columns and 7 rows in a table, then how many cells does this table
have? To solve this problem, we could calculate either by rows or by columns. That
is, there’re 7 rows of 5 cells each, so there are 7 times 5 cells in total. We can also
look at it in another way. Say that there’re 5 columns and each column has 7 cells.
That’s 5 times 7 cells. Since the number of cells won’t change, we know that 7 times5
equals 5 times 7.

A-4 Thank you.
A-1 Xxx, thanks for your presentation. Would you please continue to give a lecture on

fractions?
I [H/L Rec] What are fractions? A fraction is part of a whole. It’s less than 1 whole

thing, but more than 0. We use fractions all the time in real life. Have you ever
ordered a quarter-pound burger?
. . .
Now let’s summarize what we’ve learned today. We learned what fraction is and
what it is used for. We know that a fraction is a number; it can be used to represent
part of something. Next time, we’ll learn how to write and read fractions.
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A-1 Thanks for your presentation, Xxx. Now is the question time. Russell, would you
like to start?

A-2 Yes. Xxx, as fractions are used to show part of a whole thing, can a fraction be larger
than 1?

I [H/L Rec] Yes, later we’ll learn that if a fraction is larger than one, we say that it is an
improper fraction. For example, we have two pies, and each pie is divided into four
parts. If you take one part, how many pies are left? That’s seven over four, or seven-
fourths. If you have drawn the pies on paper, you’ll see that there are actually one
and three-fourths of pies left.

A-2 Thanks for your answer.
A-3 I have a question. How would you explain that the denominator can’t be zero?
I [H/L Rec] I’ll start with the concept of fractions. In a fraction, the denominator

represents the total amount, or, the number of parts the whole is divided into,
while the numerator represents the amount you have, or, the number of parts you
have. The denominator can’t be zero because it’s impossible to get something out
of nothing. So any number over zero is meaningless and undefined.

A-3 Thank you. I’m satisfied.
A-4 Xxx, how would you explain a measuring spoon with a notation of one-fourth tea-

spoon? It seems strange that a whole spoon is regarded as a fraction, instead of
one. Why is that?

I [H/L Rec] The fraction on the spoon represents how much the spoon holds com-
pared with the spoon with a number one on it. That is, if you use the one-fourth
teaspoon to fill water into the one teaspoon, you need to do this four times in total.
So when you need one-fourth teaspoon of salt, you can directly use that one-fourth
spoon. It is also true that we can regard it as one, because we look at it in different
perspective. Just as a pizza divided into 8 slices, when you take one slice, we would
also call it one-eighth of the pizza.

A-4 Thank you.
A-1 Xxx, I think I can say on behalf of everyone here that your performance today is

excellent. Now we can conclude this part of the job interview. Thank you again for
your effort.





APPENDIX F: QUESTIONNAIRE

ITEMS FOR MEASURING

SELF-IDENTIFICATION, PRESENCE

RESPONSE, PERCEPTION OF THE

VICARIOUS EXPERIENCE, AND THE

POST-MEASUREMENT

PRESENTATION
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Questionnaire  
 

Item  
label 

 0 10 
Self-
identification 

Q1 I felt as if I was … watching a video presenting in front of a 
panel of professionals 

Q2 I regard the experience as an experience of … someone else my own 

Q3 It was easy for me to identify myself with this virtual radio lecture 
experience. 

strongly disagree strongly agree 

 Q4 I felt like being someone else during the virtual radio lecture 
experience. 

strongly disagree strongly agree 

 Q5 I found it easy to relate to the virtual radio lecture experience. strongly disagree strongly agree 

 Q6 I found it difficult to distinguish myself from the virtual person who 
gave the radio lecture. 

strongly disagree strongly agree 

 Q7 The voice of the interviewee was … someone else’s voice like my voice 

 Q8 The virtual interviewee was … very different from myself very similar to myself 

Presence 
response 

Q1 To what extent did you find your emotional response and thoughts 
during the experience similar to those in a real job interview for a 
radio lecturer? 

not at all very much 

 Q2 How often did you find yourself almost automatically behaving within 
the room as if it was a real job interview for a radio lecturer? 

not at all very much 

 Q3 To what extent did you feel as if you were in a real job interview for a 
radio lecturer? 

not at all very much 

Virtual 
performance  

Q1 The radio lecture I experienced was … very bad very successful 

Capability 
comparison 

Q1 Compared to the radio lecture capability of the virtual interviewee I 
witnessed, my own radio lecture capability is … 

much worse much better 

Q2 Compared to the radio lecture performance I witnessed, my radio 
lecture performance would be … 

much worse much better 

Presentation 
performance 

Q1 My performance was … very bad very successful 

Q2 The panel of professionals were satisfied with my radio lecture. strongly disagree strongly agree 

 Note: all items were rated on a 11-point scale from 0 to 10.
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