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Abstract

Recent years have seen the application of deep reinforcement learning techniques to coop-
erative multi-agent systems, with great empirical success. However, given the lack of theo-
retical insight, it remains unclear what the employed neural networks are learning, or how
we should enhance their learning power to address the problems on which they fail. In
this work, we empirically investigate the learning power of various network architectures
on a series of one-shot games. Despite their simplicity, these games capture many of the
crucial problems that arise in the multi-agent setting, such as an exponential number of
joint actions or the lack of an explicit coordination mechanism. Our results extend those in
Castellini et al. (Proceedings of the 18th International Conference on Autonomous Agents
and MultiAgent Systems, AAMAS’19.International Foundation for Autonomous Agents
and Multiagent Systems, pp 1862-1864, 2019) and quantify how well various approaches
can represent the requisite value functions, and help us identify the reasons that can impede
good performance, like sparsity of the values or too tight coordination requirements.
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1 Introduction

Multi-agent reinforcement learning (MARL) uses reinforcement learning to train multi-
ple agents for such systems, and can lead to flexible and robust solutions [3, 10, 23, 43,
47]. In recent years, a variety of deep MARL approaches have been developed and suc-
cessfully applied [7, 26, 41]. While these approaches have shown good results, there is a
general lack of theoretical insight, and often it remains unclear what the neural networks
used by these approaches are learning, or how we should enhance their learning power
to address the problems on which they fail.

Single-agent value-based reinforcement learning methods use (deep) neural networks
to represent the discrete action-value function Q(s, a;0) to select actions directly [29]
or as a ‘critic’ in an actor-critic scheme [24, 30]. A straightforward way to extend such
methods to the multi-agent setting is by simply replacing the action by the joint action
(ay, ..., a,) of all agents O(s, (ay, ..., a,);0). However, this approach heavily relies on the
function approximation abilities of the neural network, since it must generalize across
a discrete action space whose size is exponential in the number of agents. Moreover,
selecting a joint action that maximizes the Q-function usually requires that, as in deep
Q-networks [29], the (now joint) actions are output nodes of the network. As a result,
the computational and sample costs scale poorly in the number of agents.

Another approach to extend single-agent reinforcement learning methods to multi-
agent systems is to apply them to each agent independently [42]. This improves scalabil-
ity at the expense of quality, e.g., independent deep Q-learners may not be able to accu-
rately represent the value of coordination, as every agent learns on its own and ignores
the others. Furthermore, the environment becomes non-stationary from the perspective
of a single agent due to the other agents’ simultaneous learning and thus their learning
process may not converge [6, 42, 46].

A middle ground is to learn a factored Q-value function [12, 15], which represents
the joint value but decomposes it as the sum of a number of local components, each
involving only a subset of the agents. Compared to independent learning, a factored
approach can better represent the value of coordination and eases the non-stationarity
problem introduced by the other agents’ changing policies. Compared to a naive joint
approach, it has better scalability in the number of agents, thus reducing the number of
samples required to learn a correct value function. Recently, factored approaches have
shown success in deep MARL [35, 38, 40], although an in-depth analysis of the learned
representations is not provided and the methods are mainly restricted to agent-wise
factorizations.

In this paper, we focus on centralized learning of value-based MARL approaches for
cooperative multi-agent systems. Although the usual focus of MARL is on decentral-
ized execution [9, 27, 35, 40], proper centralized learning is still useful in cases in which
centralized execution is available or as a mean to inform decentralized agents under the
centralized training-decentralized execution (CTDE) learning framework [22], for exam-
ple when learning a centralized critic to inform decentralized policies [9] or in methods
that involve bootstrapping [44] or message passing schemes [20]. We critically extend the
work in [4] in examining the learning capacity of these various approaches by studying
the accuracy of the learned Q-function approximations Q. Our main contribution consists
of a wide set of diverse experiments across different axes, and an in-depth analysis of the
results to assess the potential benefits of these methods, as well as their possible draw-
backs. Amongst the others, we aim at investigating the following points:
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— How do factored methods compare to baseline algorithms,
— Impact of factors size on the learned representations,

— Scalability to larger systems,

— Sample efficiency,

— Effects of using an exploratory policy.

Furthermore, we extend the scope of this investigation beyond agent-wise factorizations
usually investigated by deep MARL methods, showing the great advantages these “higher-
order” factorization can bring both in terms of learning accuracy and sample efficiency,
even when only few agents are comprised into each factor. To minimise confounding fac-
tors, we focus on one-shot (i.e., non-sequential) problems [33] and a stationary uniform
sampling of the actions. Specifically, we investigate the learning power of various network
architectures on a series of one-shot games that require a high level of coordination. Some
of these games have an underlying factored structure (that we do not assume to be known
in advance) and some do not. Despite their simplicity, these games capture many of the
crucial problems that arise in the multi-agent setting, such as an exponential number of
joint actions. As our results show, factored methods prove extremely effective on a variety
of such games, achieving correct reconstruction even on those games that do not present
a true underlying factored structure, and outperforms both independent learners and joint
approaches in terms of learning speed. These benefits are even more apparent when the
size of such systems grows larger, and a completely centralized solution proves imprac-
tical or even infeasible. Thus, an empirical evaluation to assess the accuracy of various
representations in one-shot problems is key to understanding and improving deep MARL
techniques, and our takeaways can help the community in taking informed decisions when
developing solutions for multi-agent systems. We also discuss additional links to standard
sequential MARL in Sect. 5, as well as depicting some possible future directions to further
clarify our understanding of action-value functions in this setting.

2 Background

In the following we provide some basilar notions required to understand the remainder of
this work.

2.1 One-shot games

Definition 1 One-shot games: a one-shot game [33] consists of the tuple
M =D, {Ai},r-l:p {Qi}?:1>,

where D = {1, ...,n} is the set of agents, A; is the set of actions for agent i, and Q; is the
reward function for agent i that depends only on the joint action a € A = X_ A, performed
by the full team of agents, which expresses how much reward agent i gets from the overall
team decision'.

! We write Q,(a) for the reward function in the one-shot problem to make the link with sequential MARL
more apparent.
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Definition 2 Cooperative one-shot game: a cooperative one-shot game is a game in which
all agents share the same reward function Q(a), so that the goal of the team is to maximize
this shared reward by finding the optimal joint action a € A to perform.

In this work, we focus on cooperative games. Our work aims at investigating the represen-
tations of the action-value function obtained with various neural network approaches and
how close these are to the original one. Although we do not explicitly rely on any of the
cooperative properties of these settings, and thus we could in principle extend our analysis
to cooperative and mixed scenarios as well, we think that modelling agents with opposing
or mixed interests into the same factor component would not make sense from a logical
perspective, as these agents may not gain any benefit from sharing their own information
locally with the other agents into the same factor.

Problem Statement: Given the original action-value function Q(a) and a learned repre-
sentation O(a), we are interested in investigating the quality of this learned representation,
both in terms of action ranking, i.e.,

a(R(Q), R(Q)),

where o is a similarity measure and R is a partial ordering of the joint actions according
to their action-values, so that the learned function can reliably be used for decision mak-
ing; and in terms of reconstruction error of the representation, computed using the mean
squared error (MSE):

1

MSE = —
|Al

D (0@ — D@

acA

A related, but different, setting is that of repeated games [33], in which agents repeatedly
play a one-shot game over time, and can condition their strategies on the history of play in
earlier rounds. In this work, we do not investigate learning strategies for repeated play, but
only for the one-shot game in isolation. Also related is the multi-agent bandit problem [37],
in which a team of agents has to agree on which arm to choose in a classical multi-armed
bandit problem. The main difference with our setting is that we are not interested in con-
sidering the regret during learning, but only in learning good approximations as close as
possible to the original action-value function.

2.2 Coordination graphs

In many problems, the decision of an agent is directly influenced by the decisions of only a
small subset of other agents [12]. The structure of the interactions between the agents can
be represented with a (hyper-) graph called a coordination graph [14, 20]. A coordination
graph has a node for each agent in the team and (hyper) edges £ connecting agents in the
same subset, called a factor. Figure 1 shows some example coordination graphs. This local-
ity of interaction means the joint action-value function Q(a) can be represented as the sum
of smaller reward functions, one for each factore € &:

Q@) = Y’ 0.(@,). )

ecé

where £ is the set of these factors and a, = (a;);c, is the local joint action of the agents that
participate in factor e. Coordination graphs are a useful instrument to represent interactions
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Fig. 1 Example coordination graphs for: a random partition, b overlapping factors, ¢ complete factorization

between agents and many algorithms exploit such structure and require good approxima-
tions of the action-value function in order to efficiently select a maximizing joint action,
e.g., variable elimination [12] or max-sum [20, 36].

However, there are many cases in which the problem itself is not factored, or the
factorization is not known in advance and thus cannot be exploited. In these cases,
however, it can still be useful to resort to an approximate factorization [15]:

Q(a) ~ Q(a) = Z 0.(a,), Q)

obtained by decomposing the original function into a number of local approximate terms
0, (a,), thus approximating the original action-value function Q(a).

3 Investigated action-value factorizations

Most current value-based deep MARL approaches (of which a noticeable exception is
[2]) are either based on the assumption that the joint-action value function Q(s, a) can
be represented efficiently by a single neural network (when, in fact, the exponential
number of joint actions can certainly make a good approximation hard to learn), or
that it suffices to represent (approximated) individual action values Q,(s;, a;) [28]. Our
aim is to investigate to what degree these assumptions are valid by exploring them in
the one-shot case, as well as assessing if higher-order factorizations are an improved
representations of such functions, while speeding learning (as only small factors need
to be learned). When a problem presents an underlying factored structure, knowing
such structure beforehand and being able to exploit it properly can be of the greatest
benefit both in terms of learning speed and accuracy, but we argue that resorting to an
approximate factorization can still be beneficial in many cases.

We use neural networks as function approximators to represent the various compo-
nents of these factorizations. In our study, we vary two distinct aspects of the problem.
Firstly, we study two learning algorithms, which we describe in Sect. 3.1. Secondly,
we study different coordination graph structures, which capture how the team of agents
are modelled, presented in Sect. 3.2. Finally, the full set of investigated games is pre-
sented in Sect. 3.3.
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3.1 Learning algorithms

Here we present the two different learning algorithms that are investigated in our experi-
ments. We choose these two as these are highly related to many standard sequential
MARL algorithms: the mixture of experts learning rule follow the same idea of standard
independent learning approach used by early works [42], while the factored Q-function
rule uses a joint optimization process resembling that of value decomposition networks
[40], but it is also similar to the QMIX algorithm [35], but uses a linear constant mixing
rather than an additional mixing network.

— Mixture of experts [1]: each factor network optimizes its own output Q, individually
to predict the global reward, thus becoming an “expert” on its own field of action.
The loss for the network representing factor e € £ at training step ¢ is defined as:

£oa) = %(Q(a» ~0,@))’, 3)

where Q(a,) is the common reward signal received after selecting joint action a, and
Qe(af) is the output of the network for local Ajoint action ag. As we aim to assess how
good the approximate action-value function Q is, after training we compute the recon-
struction obtained from the factors as the mean over the appropriate local Q-values (the
“opinion” of each expert is weighted equally):

1

Qa) = G

Y O.(a,) VaeA. @)

eel

— Factored Q-function [13, 40]: the algorithm jointly optimizes the factor networks to
predict the global reward as a sum of their local Q-values Q,. The loss for the experi-
ence at time 7 is identical for all factor networks:

2
Li(a) = %(Q(a,) -y Qe(a;v) . 5)

eef

Rather than learning proper action-value functions, the optimization problem in Equa-
tion 5 learns utility functions for each factor, that do not really represent the values
of actions on their own, while Equation 3 learns individual Q-values for each fac-
tor. After learning, the approximate joint action-value function Q is reconstructed by
summing the appropriate local Q-values (the components collectively reconstruct the
approximation):

Q@)= 0,a,) YacA. ©)

2=

3.2 Coordination graphs

We study four different coordination graphs. Their structures differ both in the num-
ber of components and the degree of connection for each agent. Our empirical study
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considers all eight combinations of the two learning rules described above and the four
coordination graphs described below.

— Single agent decomposition: each agent i is represented by an individual neural network
and computes its own individual action-values Q;(a,), based on its local action a;. Under
the mixture of experts learning rule, this corresponds to the standard independent
Q-learning approach in MARL [42], in which we learn local agent-wise components,
while under the factored Q-function approach this corresponds to value decomposition
networks (VDN) [40].

— Random partition: agents are randomly partitioned to form factors of size f, with each
agent i involved in only one factor.> Each of the |£| = 2 factors has a different neural

network that represents local action-values Qg(ae) for that factor.

— Overlapping factors: a fixed number of factors |£] is picked at random from the set of
all possible factors of size f. We require the sampled set to not include duplicate factors
(we use only distinct components) and that every agent i appears in at least one factor.
Every factor e € £ is represented by a different neural network learning local action-
values Q,(a,) for the local joint action a,. In our experiments we choose |€] = n, to keep
the number of networks comparable to that of the single agent decomposition.

— Complete factorization: each agent i is grouped with every possible combination of the
n

. ] factors,
P

each represented by a network. Each of these networks learns local action values Qg(ae)

other agents in the team D \ i to form factors of size f, resulting in |£| =

A fundamental problem in MARL is that there is currently no method capable of predict-
ing the accuracy of a factored representation on a certain problem in advance (the prob-
lem is equivalent to predicting the result of a linear regression problem with a given set
of basis functions). Therefore, assessing the performance and eventual advantages of dif-
ferent structures and approaches is a fundamental step for MARL research, as it can fur-
ther improve our understanding of these settings and existing algorithms. In our empirical
study, we mainly consider factors of size f € {2,3}. The small size of these factors allow
us to effectively explore the improvements in the complexity of learning; if the size of
each factor is similar to the size of the full team of agents, we would not expect signifi-
cant improvement over a full joint learner in terms of sample complexity and scalability
(although we also conduct some experiments on this in Sect. 4.3).

3.3 Investigated games

We investigate the proposed methods on a number of cooperative one-shot games that
require a high degree of coordination. Some of these games do not present an underlying
factored structure, while others are truly factored games. For the latter, none of the methods
exploit prior knowledge of their true factored structure (but we also report results for the
true underlying factorization to show the possible benefits when that is known beforehand).

2 If fis not a divisor of n, the random partition factorization would partition into factors that are all of size
close to f.
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3.3.1 Non-factored games

Dispersion Games: In the Dispersion Game, also known as Anti-Coordination Game, the
team of agents must divide as evenly as possible between the two local actions that each
agent can perform [11]. Think of a town with two different pubs: the inhabitants like both
the same, but the two are quite small and cannot contain all the people in the town at once,
so the customers have to split up across the two pubs in order to enjoy the situation and
not overcrowd them. This game requires explicit coordination, as none of the local actions
is good per se, but the obtained reward depends on the decision of the whole team. We
investigate two versions of this game: in the first one the agents obtain reward proportional
to their dispersion coefficient (i.e., how split the agents are in performing one of their two
local actions). The reward function Q(a) for this game with n agents, each with a local
action set A; = {ay,a, } is:

O(a) = n — max{#ay, #a, }. (7)

In the second version, which we call Sparse Dispersion Game, the agents receive a reward
(which we set to the maximum dispersion coefficient with n agents: g) only if they are per-
fectly split:

2 #a, = #a,,

Q@) = { 0 otherwise. ®)
Platonia Dilemma: In the Platonia Dilemma [18], an eccentric trillionaire gathers 20 peo-
ple together and tells them that if one and only one of them sends him a telegram by noon
the next day, that person will receive a billion dollars. In our cooperative version the reward
is set to the number of agents n and is received by the whole team, not just a single agent.
Thus, the reward function for n agents with local action sets A; = {send, idle} is:

0(a) = { n if #send = 1, ©

0 otherwise.

Climb Game: In the Climb Game [45], each agent has three local actions A; = {a,,a;,a,}.
Action a; yields a high reward if all the agents choose it, but no reward if only some do.
The other two are suboptimal actions that give lower reward but do not require precise
coordination. This game enforces a phenomenon called relative overgeneralization, [45]
that pushes the agents to underestimate a certain action (in our example, a,) because of the
low rewards they usually receive, while they could get a higher reward by perfectly coordi-
nating on it. The reward function Q(a) is:

if #a, = n,
#a, =0, (10)
otherwise.

Qa) =

O 3

Penalty Game: Similarly to the Climb Game, in the Penalty Game [45] each agent has
three local actions A; = {a,a,,a,}. In this game, two local actions (for example, action a
and a,) give a high reward if the agents perfectly coordinate on one of them, but also give
a negative penalty if they mix them together. The third action a, is suboptimal and gives
a lower reward when the team coordinates on it, but also no penalty if at least one of the
agents uses it. This game could also lead to relative overgeneralization, as the suboptimal
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action is perceived as giving a higher reward than the optimal ones on average. We use the
following reward function:

n if#ay =n, or #a, = n,
L if#a, =n
={2 1=
QD=0 if0<#a, <n, an
—n otherwise.

3.3.2 Factored games

Generalized Firefighting: The Generalized Firefighting problem [32] is an extension of
the standard two-agent firefighting problem to n agents. This is a cooperative graphical
Bayesian game, so each agent i has some private information, called its local type 0, € 6,
on which it can condition its decisions. The combination of the various agents types
0 =(6,,...,0,) determines the values of the reward function Q(a, #). We have a team of n
firefighters that have to fight possible fires at N, different houses. Each house j can be burn-
ing, F » Or not, Nj Each agent i has a limited observation and action field: it can observe
only N, houses (so its local type is 0; € {F}, Nj}Nv) and can fight the fire only at N, houses
(the sets of the observed and reachable houses are fixed beforehand and are part of the
problem specification, with N, and N, being their cardinality respectively). Each house A
yields a reward component g,,: if one and only one agent fights the fire at a burning house,
that house gives a positive reward g, = 2; if the house is not burning (or if it is burning but
no-one is fighting the fire at it) it does not provide any reward g, = 0. The reward function
is sub-additive: if two agents fight the fire at the same burning house, this gives a reward
q, =3 <2 - 2. The overall value of the reward function Q(a, 8) experienced by agents for a
given joint type @ and joint action a is the sum of the rewards given by each house g,

Q(as 0) = Z qh- (12)

heN,

Therefore, the optimal strategy for the n agents is to split as evenly as possible across all
the burning houses F; € 6. If the number of burning houses is more than that of the agents,
each agent should attend at a different house and fight the fire there, while if there are less
burning houses than agents, the remaining agents should exploit sub-additivity and help
their colleagues at already attended houses.

In our experiments we do not input the local types 6; to the neural networks, but we
instead use these to artificially inflate the size of the local action sets (and the joint one
thereby) by considering the cardinal product A; X ©; as the new action set for agent i, where
the agent choose the action a; € A; and the problem choose the local type 6; € ©,. In prac-
tice, this correspond to individually consider each local action for each possible local type,
as if the agents are playing a different game (a different joint type) chosen by the environ-
ment every time, and they model the values of their actions on each game separately.

Aloha: In Aloha [31] there is a set of nearby islands, each provided with a radio
station, trying to send messages to their inhabitants. We present a slightly altered one-
shot version in which the ruler of each island wants to send a radio message to its
inhabitants, but, given that some of the islands are near one to another, if they all send
the message the radio frequencies interfere and the messages are not correctly received
by the respective populations. Given that all the rulers are living in peace and they
want to maximize the number of received messages by their populations, the reward

@ Springer



25 Page 10 of 53 Autonomous Agents and Multi-Agent Systems (2021) 35:25

Table 1 Combinations of factorizations and learning rules

Mix. of experts Factored Q
Single agent MI(=IQL [42]) F1(=VDN [40])
Random partition (f = 2, 3) M2R, M3R F2R, F3R
Complete factorization (f = 2, 3) M2C, M3C F2C, F3C
Overlapping factors (f = 2, 3) M20, M30 F20, F30
True factorization (Factored games only) MTF FTF

signal is shared and thus the game is cooperative. It is a graphical game, as the result
of each island transmission is affected only by the transmissions of nearby islands.
Every ruler i has two possible actions: send a message or not. If they do not send a
message, they do not contribute to the total reward. If they send one and the message is
correctly received by the population (no interference occurs) they get a reward ¢; = 2,

but if they interfere with someone else, they get a penalty of ¢; = —1. The common
reward that all the rulers receive at the end is the sum of their local contributions:
0(a) = Z 4q;- (13)

ien

4 Experiments
With our analysis, we aim at investigating the following research questions (RQs):

1. Comparisons to baselines: how well can the investigated methods represent the action-
value function of different cooperative multi-agent systems (both truly factored or not)?
How do these compare to both independent learners and joint learners?

2. Impact of factors size: how small can the factors of these methods be with respect to the
team size? How is the factor size affecting the learned representations?

3. Scalability: how do the compared methods scale in the number of agents?

4. Sample efficiency: how is the sample efficiency of these methods compared to both
independent learners and joint learners?

5. Exploratory policy: how do the same investigated methods behave with a non-uniform,
time-varying policy used to select actions?

The remainder of this Section is organized as follows: we address RQ1 in Sect. 4.2
by comparing the methods against both independent learners and a joint learner on a
variety of different games, we then investigate RQ2 by selecting one of the games and
comparing the effect of using small factors versus larger ones in Sect. 4.3, a couple of
games with an increasing number of agents is then investigated in Sect. 4.4 to address
RQ3, while RQ4 is tackled in Sect. 4.5. An initial step toward RQ5 is made in Sect. 4.6
and finally, a summary of the results and general takeaways are given in Sect. 4.7.
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4.1 Experimental setup

Table 1 defines the abbreviations and acronyms of the combinations of learning approach,
coordination graph structure, and factor size used throughout our analysis (other than
where differently stated). In our empirical evaluation, we investigate these combinations on
the one-shot coordination games presented above.

We hypothesize that factored representations, by avoiding the combinatorial explosion
in the number of joint actions and allowing for some internal coordination inside each fac-
tor, are going to produce representations closer to the original action-value function for
these multi-agent problems. We also expect them to be sample efficient due to this small
size of the factors, speeding up the required training time and learning good representa-
tions faster than the other approaches.

We train the neural networks of the factored representations to reproduce action-value
functions for the detailed cooperative one-shot games, using the loss functions and coor-
dination graph structures described in Sect. 3 as combined in Table 1. After training, the
representation Q(a) is reconstructed from the factor components’ outputs and compared
with the original action value function Q(a) (complete knowledge of this function is with-
held from the networks during training, but only samples corresponding to the selected
joint action a are provided at every step) to assess the quality of the representation, both
in terms of action ranking and reconstruction error, as defined in the Problem Statement in
Sect. 2.1.

We keep the same hyperparameters for all the investigated representations to favour a
fair comparison of the learned representations: using the same learning rates ensures that
no method can learn faster than the others, while using the same structure for all the neu-
ral network guarantees that none is given with more representational power. Every neural
network has a single hidden layer with 16 hidden units using the leaky ReL.U activation
function, while all output units are linear and output local action-values Qe(ae) for every
local joint action a,’. Given the absence of an environment state to feed to the networks
as an input, at every time step they just receive a constant scalar value. We use the mean
square error (MSE) defined in Sect. 2.1 as the loss function and the RMSprop training
algorithm with a learning rate of # = 107>, For every game, we train the networks with
100, 000 examples by sampling a joint action g, uniformly at random.* Then, we propagate
the gradient update through each network e from the output unit Qe(af). The loss function
minimizes the squared difference between the collected reward Q(a,) at each training step
and the approximation computed by the networks. After training, the learned action-value
function @ is compared to the original Q. We also consider a baseline joint learner (a single
neural network with an exponential number |A| = |A4,|" of output units). Every experiment
was repeated 10 times with random initialization of weights, each time sampling different
factors for the random partitions and the overlapping factors; we report the averages of
these 10 runs.

3 We also did some preliminary experiments with deeper networks with 2 and 3 hidden layers, but did not
find improvements for the considered problems.

4 We do not use e-greedy because we are interested in representing the whole value function and not just
the best performing action at every training step and collecting the reward Q(q,), as noted in Sect. 2.1.
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Table 2 Details of the investigated games in this section

Game n |A;] Al Optimal Factored
Dispersion Game 6 2 64 20 No
Platonia Dilemma 6 2 64 6 No
Climb Game 6 3 729 1 No
Penalty Game 6 3 729 2 No
Generalized Firefighting 6 2 (per type) 64 (8192 total) 779 Yes
Aloha 6 64 2 Yes

4.2 Comparison to baselines

Our aim here is to show that factored representation are suitable to represent a wide
variety of games, including many that do not present any real underlying factorization,
and that these can perform better than both independent learners and a joint learner
baselines. We start by discussing the approximate value functions obtained by the inves-
tigated representations, with the following Table 2 summarizing the games that we use
and their associated parameters.

In the following plots, the x-axis enumerates the joint actions a € A and the y-axis
shows the corresponding values O(a) for the reconstructed functions, with the heights of
the bars encoding the magnitude of the action-values O(a). As defined in the Problem
Statement in Sect. 2.1, we analyse the quality of the computed reconstructions consid-
ering two aspects: the total reconstruction error of Q(a) with respect to the true reward
function Q(a) Va € A, and whether a reconstruction produces a correct ranking of the
joint actions. For a good reconstruction, the bars have to have the same relative heights,
indicating that the representation correctly ranks the joint actions with respect to their
value, and to be of a similar value to those in the original one (the representation can
reconstruct a correct value for that joint action). However, reconstruction error alone is
not a good accuracy measure because lower reconstruction error does not imply better
decision making, as a model could lower the total error by over- or underestimating the
value of certain joint actions.

Dispersion Games: Figure 2 shows the Q-function reconstructed by the proposed fac-
torizations and learning approaches for the two variants of the Dispersion Game. Figure 2a
shows that the proposed complete factorizations are able to almost perfectly reconstruct the
relative ranking between the joint actions, meaning that these architectures can be reliably
used for decision making. Moreover, the ones using the factored Q-function (F2C and F3C
in the plot) are also able to produce a generally good approximation of the various values
(expressed by the height of the bars), while those based on the mixture of experts produce
a less precise reconstruction: the joint optimization of the former gives an advantage in this
kind of extremely coordinated problems.

Smaller factorizations, like the random pairings, are not sufficient to correctly represent
this function, probably because a higher degree of connection is required to achieve good
coordination. Figure 2b is similar but in this case the reconstruction is less accurate and the
values of the bars are quite different from those of the original one. This is possibly due to
the sparsity of the function, requiring the networks to correctly approximate quite different
values with the same output components. In this case, the sparsity of the function to repre-
sent fools the representations into being similar to those of the non-sparse version.
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Table 3 Best (bold) and worst
(italic) performing methods
on the two variants of the
Dispersion Game

Model MSE Opt. Found Ranked

Dispersion Game

Joint 0.00 + 0.0 20+ 0 64+0
F1 0.62 + 0.0 5+2 21 +2
F2R 0.52 + 0.0 8+0 24+ 1
F2C 0.09 + 0.0 20+0 64+ 0
F3C 0.09 + 0.0 20+ 0 64+0
F30 0.19 + 0.0 13+1 47+3
M1 0.62 + 0.0 6+1 24 +2
M2R 0.56 + 0.0 §+0 24+ 1
M2C 0.55 + 0.0 20+0 64 +0
M3C 043 +0.0 20+0 64 +0
M20 0.56 + 0.0 10+2 36 +4
Dispersion Game (sparse)
Joint 0.00 + 0.0 20+ 0 64+0
F1 1.93+0.0 7x1 37x1
F2R 1.83 +£0.0 §+0 40+0
F2C 141 +£0.0 20+0 64 +0
F3C 141 +£0.0 20+0 64 +0
Ml 1.93+0.0 6+ 1 37+2
M2R 1.88 +0.0 8+0 40+0
M2C 1.87 £ 0.0 20+ 0 64+0
M3C 1.74 £ 0.0 20+ 0 64+ 0
M20 1.87 £ 0.0 10+1 44 +2

In Table 3 (as well as in the similar ones for the other games) we report the best and
worst performing methods on the two variants of this game against a set of different meas-
ures that explore our results in terms of the Problem Statement presented in Sect. 2.1: the
mean squared error (MSE) tells us how far is the reconstructed action-value function with
respect to the original one, while the number of optimal joint actions found (Opt. Found,
i.e. how many of the true optimal actions are also ranked as optimal by the reconstruction),
and the total number of correctly ranked actions (Ranked) points out how reliably these can
reconstructions be used in decision making. Methods performing not too bad but also not
the best are left out for compactness, for more data and measures for this game (and simi-
larly for the following ones) please see the Appendix.

We observe how the joint learner can easily learn the entire action-value function for
this small setting, resulting in a perfect ranking and a very small error. However, methods
using the complete factorizations are also able to do so, with the mixture of experts achiev-
ing a larger reconstruction error but still a correct ranking of actions, including identifying
all of the optimal ones, on both variants of this game. Independent learners instead do not
seem able to correctly identify all of the optimal actions, also achieving a very large recon-
struction error.

Platonia Dilemma: Figure 3 shows the reconstructed action-value functions for the
Platonia Dilemma. For this problem, none of the proposed factorizations can correctly
represent the action-value function. In fact, while they are perfectly able to correctly
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T,abl,e 4 Best (b,Old) and worst Model MSE Opt. Found Ranked
(italic) performing methods on
the Platonia Dilemma Joint 0.00 + 0.0 +0 64+0
Ml 2.80+0.0 +0 62+0
M20 2.54 £0.0 4+0 61 +1
M30 228 +0.0 4+0 61 +1

rank all the optimal actions (the ones in which only a single agent sends the telegram) at
the same level, they all fail to correctly rank and reconstruct the same joint action (that
is, the one in which none of the agents sends the telegram). In fact, the unique symmet-
ric equilibrium for the team in this game is that each of them sends the telegram with
probability i, so the agents usually gather more reward by not sending it themselves, but
relying on someone else to do so. This results in an ‘imbalanced’ action-value function
in which the high reward is more often obtained, from an agent perspective, by choosing
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a certain action instead of the other, thus resulting in overestimating one of the actions
(the one in which all the agents perform the same action, i.e., not sending the telegram).

This imbalance in the reward given by the two actions is probably the cause of the poor
reconstruction. Thus, for this kind of tightly coupled coordination problem, none of the
techniques to approximate action-values currently employed in deep MARL suffice to
guarantee a good action is taken, even if the coordination problem is conceptually simple.
Table 4 reports the best and worst performing methods on this game.

All of the methods using the factored Q-function learning approach are left out, as these
achieve average performances. As already showed by Fig. 3, here only the joint learner is
able to correctly identify all of the optimal actions. The mixture of experts with the over-
lapping factorization are the ones that perform the worst, possibly because the connectivity
of this structure is too sparse to help in such an imbalanced reward game.

Climb Game: Figure 4 shows the results obtained on the Climb Game. The joint net-
work is not able to learn the correct action-value function in the given training time, due to
the large number of joint actions. This highlights again how joint learners are not suited for
this kind of even moderately large multi-agent system. By contrast, all the other architec-
tures correctly rank the suboptimal actions.

The methods using the factored Q-function and a complete factorization are also able to
correctly reconstruct the values for most of the joint actions, as can be seen from the bars.
However, only F2C can correctly rank and reconstruct the optimal action (the coordinated
one), while even F3C fails to do so and gives it a large negative value. A likely cause
for this effect is that, where optimizing the loss function, assigning negative values to the
components forming that joint action reduces the overall mean squared error, even if one
of the reconstructed reward value is totally wrong. We can also observe how the mixture
of experts plot looks somewhat comparable to the one for the factored Q-function learning
approach, but more ‘compressed’ and noisy. Table 5 reports the best and worst performing
methods on the Climb Game.

With a larger joint action space, the joint learner begins to struggle and achieves a larger
reconstruction error than some of the factored methods. Interestingly, F2C is the only
method capable of identifying the optimal action of this game, when also F3C fails. We
hypothesize that this happens because the larger factors push the overall representation to
further improve the reconstructed values for the other local joint actions at the expense of
these forming the optimal action itself. This points out how, although generally a larger
factor size entails a better representation, it may not always be so. On the other hand how-
ever, it also shows how small factors can result in a good representation that is also easier
and faster to be learned.

Penalty Game: Figure 5 presents the representations obtained by the investigated
approximations. Given the high level of coordination required, all of the architectures using
the mixture of experts learn a totally incorrect approximation, biased by the larger number
of joint actions that yield a penalty rather than a positive reward.

For this game, none of the architectures can correctly reconstruct the whole structure of
the action value function, and they all fail at the two optimal joint actions (at the two sides
of the bar plots). This is probably due to the large gap in the reward values that the agents
can receive when choosing one of their coordinated actions: they can get a high reward
if all the agents perfectly coordinate, but it is more common for them to miscoordinate
and receive a negative penalty, resulting in an approximation that ranks those two joint
actions as bad in order to correctly reconstruct the other cases. Furthermore, the subopti-
mal action is hard to correctly approximate because, similarly to the optimal ones, it also
usually results in a smaller reward than the one it gives when all the agents coordinate on
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Table 5 Best (bold) and worst

(italic) performing methods on Model MSE Opt. Found Ranked
the Climb Game Joint 0.17 = 0.1 0+0 727 + 1
F2C 0.25 + 0.0 1+0 729+ 0
F3C 0.17 £ 0.0 +0 726 + 0
Ml 0.71 £0.0 0+0 726 +0

it. Only F1 and F3C rank it as better than the other, but surprisingly only F1 is also able
to reconstruct the correct value. Table 6 reports the best and worst performing methods on
this game.

For this setting as well, the joint learner is struggling to represent the entire action-value
function, although it is the only method capable of correctly identify one of the optimal
joint actions. All the other methods fail in doing so, even though some of those that use the
factored Q-function learning approach achieve a very small MSE.

Generalized Firefighting: In our experiments, a team of n = 6 agents have to fight fire at
N,, = 7 houses. Each agent can observe N, = 2 houses and can fight fire at the same set of
locations (N, = 2), disposed as shown in Fig. 6. Figure 7 shows the representations learned
for the joint type 8 = {N,, F,, N5, F4, N5, N, F }.

This game requires less coordination than those studied earlier (agents have to coordi-
nate only with other agents that can fight fire at the same locations), and every investigated
architecture correctly ranks all the joint actions, even the single agent factorizations F1
and M1. However, while those using the factored Q-function can also correctly reconstruct
the reward value of each action, those using the mixture of experts are less precise in their
reconstructions. Overall, this experiment demonstrates that there exist non-trivial coordina-
tion problems that can effectively be tackled using small factors, including even individual
learning approaches. Also, it is to note how both learning approaches, when coupled with
the true underlying factorization, are achieving very good reconstruction and can rank all
of the joint actions correctly.

Figure 8 shows the results for a different joint type, 6 = {F\, F,, F3, F4, F5,Ng, F; }:

This type presents multiple adjacent houses burning at the same time, so the agents have
to correctly estimate the value of fighting fire at a certain location both on their own or
collaborating with other agents. The joint learner is not able to correctly learn the values
for this type in the given training time, thus resulting in ranking as optimal actions that are
not. Simpler factorizations like F1 or M1 on the other hand fail as well, ranking suboptimal
actions as optimal. However, the other factored representations are quite accurate and cor-
rectly represent the value of coordination: even simpler factorization using overlapping fac-
tors with both learning approaches or random pairing coupled with the factored Q-function
learning approach, can correctly identify the optimal joint action. Again, the representa-
tions obtained with the factored Q-function learning approach are more accurate in terms
of values of the actions. Table 7 is showing the best and worst performing methods on this
game. On this type as well, both FTF and MTF are achieving very good reconstructions,
with FTF also approximating the values of the joint actions correctly.

Although the joint action space is very large here (more than 8000 joint actions),
most of the factored methods achieves very good performance both in terms of MSE
(factored Q-function learning approach methods) and action ranking. Also smaller fac-
torizations like the overlapping factors ones are able to identify almost all of the optimal
actions and produce a very good ranking. Both methods using the true factorizations
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Tablg6 Best (b.OId) and worst Model MSE Opt. Found Ranked
(italic) performing methods on
the Penalty Game Joint 1.60 + 0.4 140 727 1
F1 2.18 +0.0 0+0 722+ 0
F2C 1.29 + 0.0 0+0 722+ 0
F3C 0.54 + 0.0 0+ 724 +0
F30 1.27 + 0.0 0+0 723+ 0
M1 2.71+0.0 0+0 722+ 0
Fig. 6 Firefighters formation H, H, Hs Hy Hs Hg Hy,
with n = 6 agents and N, =7
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T.abl.e 7 Best (b.OId) and worst Model MSE Opt. Found Ranked
(italic) performing methods on
;ﬁzﬁ:;erahzed Firefighting Joint 129 +2.5 656 + 123 6,893 + 1,475
F3R 0.09 + 0.0 743 £ 25 7,288 + 558
F2C 0.00 + 0.0 779 £ 0 8,192 +0
F3C 0.00 + 0.0 779 + 0 8,192 +0
F20 0.09 + 0.0 747 + 18 7,333 + 382
F30 0.03 + 0.0 778 + 4 8,149 + 130
FTF 0.00 + 0.0 779 £ 0 8,192+ 0
Ml 3.55+0.0 700 + 6 6,220 + 30
M2C 1.82 + 0.0 777+ 0 7,826 + 0
M3C 0.85+0.0 778 +1 8,151 +4
M20 1.97 £ 0.1 741 + 13 5,628 + 249
M30 1.73+12 738 +£55 5,867 + 682
MTF 2.60 + 0.0 779 + 0 8,177 + 2
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Fig.9 Islands configuration with 1 2 3
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Fig. 10 Reconstructed Q(a) for Aloha

are doing very well, with also the mixture of experts one identifying all of the optimal
actions. On the other hand, the joint learner is failing in this task, being outperformed
even by M1 (that has a higher MSE but a better ranking).

Aloha: Our experiment uses a set of n = 6 islands disposed in a 2 X 3 grid as in Fig. 9,
with each island affected only by the transmissions of the islands on their sides and in
front of them (islands on the corner of the grid miss one of their side neighbours). Rep-
resentations learned for this game are reported in Fig. 10.
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Table 8 Best (bold) and worst

(italic) performing methods on Model MSE Opt. Found Ranked

Aloha Joint 113 £ 00 240 51+ 1
F2R 4.05+04 0+0 22+4
F3R 3.16+0.5 0+0 26 +4
F2C 091 +0.0 2+0 42+0
F3C 0.07 + 0.0 2+0 64+0
F20 327+£03 0+0 23+ 4
F30 1.46 £ 0.3 1+1 29+5
FTF 0.00 + 0.0 2+0 64+ 0
M1 8.26 + 0.0 0+0 27+ 1
M2R 6.52 +0.2 0+0 25+4
M20 6.63 +04 0+0 22+5
M30 47103 0+0 25+4

Table 9 Combinations of
factorizations and learning rules
with larger factors

Mix. of Experts Factored Q

Random partition (f = 4,5) M4R, M5R F4R, F5R
Complete factorization (f = 4,5) M4C, M5C F4C, F5C
Overlapping factors (f = 4,5) M40, M50 F40, F50

The plot shows clearly how this game is challenging for the proposed factorizations to
learn, with only three of them (plus the joint learner) able to correctly represent the action-
value function. The structure of the game is similar to that of Generalized Firefighting,
with an agent depending directly only on a small subset of the others, but the different
properties of its Q-function make it more challenging to correctly represent. This is possi-
bly due to the large difference between the two rewards an agent can get when transmitting
the radio message, depending on a potential interference. Observing only the total reward,
this action looks neutral per se, similarly to what happens for the two actions in the Disper-
sion Game, its outcome depending on the action of the neighbouring agents, thus possibly
fooling many of the proposed factorizations, especially those using the mixture of experts
approach. Table 8 is showing the best and worst performing methods on this game.

On this more difficult game, all of the mixture of experts methods are not able to iden-
tify the optimal actions and achieve a very large MSE. However, the complete factoriza-
tions using the factored Q-function learning approach are able to do so, with F3C also
ranking correctly all of the other joint actions. Again, FTF is performing the best, with a
perfect ranking and a very low reconstruction error, outperforming even the joint learner.
This once more shows how beneficial would it be to exploit an appropriate factored struc-
ture when that is known beforehand.

4.3 Impact of factors size
Although we mainly focus on factors of small size, we are also interested in investigating

how the size of the factors is affecting the final representation, and if using factors of larger
size can help to overcome some of the issues encountered with small factors. To investigate
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Fig. 11 Reconstructed Q(a) for the Platonia Dilemma

this, we test the methods defined in Table 9 on the Platonia Dilemma and Penalty Game
with n = 6 agents, two of the games that proved more problematic to correctly represent.

Platonia Dilemma: Figure 11 shows the reconstructed action-value functions for the
Platonia Dilemma. We can see how this game, that none of the factored methods in Fig. 3
was able to solve, remains very challenging even with factors comprising more agents.
Indeed, only methods with a factor size f = 5, thus very close to the entire team size n = 6,
and using the factored Q-function learning approach (F5C and F50), are able to correctly
reconstruct the action-value function. The same factorizations using the mixture of experts
learning approach are instead consistently ranking one of the suboptimal actions (the one
in which none of the agents is sending the telegram) as an optimal one, the same as with
factors of smaller size.

Penalty Game: Figure 12 presents the representations obtained by the new investi-
gated approximations. Even with larger factors, none of the methods is able to recon-
struct any of the optimal actions, but they only are able to discern the value of the
sub-optimal one like F1 and F3C in Fig. 5 (that is seen as optimal). The same kind
of problems that arose with smaller factors are also present here, with the mixture of
experts methods tending to underestimate values for all the joint actions and generally
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ture of experts learning approach
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Table 10 Details of the investigated games in this section

Game n |A;] 1Al Optimal Factored

Dispersion Game 9 2 512 252 No

Dispersion Game 12 2 4096 924 No

Generalized Firefighting 9 2 (per type) 512 (524.288 17.682 Yes
total)

Aloha 9 2 512 1 Yes

Aloha 12 2 4096 2 Yes

©

£25

k=

o

o
<)

Reconstructed Q(a)

400 500 0

Joint Actions a (enumerated)

Fig. 13 Reconstructed Q(a) for the Dispersion Game with n = 9 agents

none of the methods being able to represent the true value of coordination for this prob-
lem. However, the methods using a complete factorization coupled the factored Q-func-
tion learning approach are reconstructing small yet positive values for these optimal
actions, meaning that the resulting reconstruction is at least identifying these as good
actions that the agents may desire to perform.
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Table 11 Best (bold) and worst
(italic) performing methods

on the two instances of the
Dispersion Game

Model MSE Opt. Found Ranked

Dispersion Game n = 9

Joint 0.93+0.5 162 + 30 307 +77
F1 0.74 £ 0.0 124 + 1 191 £ 3
F2C 0.06 + 0.0 252+ 0 512+ 0
F3C 0.06 + 0.0 252+0 512+ 0
M1 0.74 £ 0.0 124+ 1 192+ 4
M2C 0.70 £ 0.0 252+ 0 512+ 0
M3C 0.63 +0.0 252+ 0 512+ 0
Dispersion Game n = 12
Joint 19.48 + 0.7 210+ 8 1,108 + 34
F1 1.17 £ 0.0 186 + 39 1,137 + 37
F3R 0.99 +0.0 3517 1,364 + 20
F2C 0.17 + 0.0 924 +0 4,096 + 0
F3C 0.20 + 0.0 774 + 194 3,711 + 510
M1 1.17+£ 0.0 187 + 30 1,134 + 36
M3R 1.09 + 0.0 350+9 1,363 + 24
M2C 1.14 £ 0.0 813 + 69 3,831 + 246
M3C 1.08 £ 0.0 920 +5 4,089 + 10

4.4 Scalability

A fundamental aspect for a multi-agent algorithm is how well it can scale with the size of
the system, i.e. when more agents are introduced and therefore the size of the joint action
set exponentially increases. In this section we investigate how using a factored representa-
tion helps when such systems get larger, as well as analyse how this affects the perfor-
mance of both independent learners and joint learners. Table 10 illustrates the game we use
to investigate this:

Dispersion Games: Figure 13 shows the action-value function reconstructed by the pro-
posed factorizations and learning approaches for the Dispersion Game with n = 9 agents
(a similar figure for the case when n = 12 would have rendered unreadable and is thereby
not included). We can observe how the complete factorizations are able to almost perfectly
reconstruct the relative ranking between the joint actions even in this larger setting, show-
ing how reliable and general can this kind of approach be. As usual, the ones using the
factored Q-function are also able to produce a generally good approximation of the various
components, while those based on the mixture of experts produce a less precise reconstruc-
tion: the joint optimization of the former seems to have an even bigger benefit when more
agents are present.

It is interesting to note how both independent learners and the joint learner are failing
here, but for different reasons: both types of independent learners seem not able to cor-
rectly learn the value of coordination with the others (something already appearing on the
smaller instance shown in Fig. 2), while the latter is struggling because of the increased
number of agents that makes the function it has to represent too big to be reliably learned
in the given training time. The other factored approaches instead are capturing the value
of such coordination up to some extent (especially these using the overlapping factors),
but the small number of factors is probably not sufficient to completely represent such a
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Fig. 15 Reconstructed Q(a) for a single joint type of the Generalized Firefighting problem with n =9
agents

function. However, the resulting MSE is still lower than the joint learner and some of the
optimal actions are still ranked correctly, making these approaches still viable for decision
making. Table 11 reports the best and worst performing methods on the two instances of
this game, both in terms of action ranking and reconstruction error.

As already stated, when the size of the system increase both independent learners and
the joint learner struggle in representing the corresponding action-value function correctly.
The latter especially, that was achieving a perfect reconstruction for the same game with
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Fig. 16 Reconstructed Q(a) for a different joint type of the Generalized Firefighting problem with n =9
agents

only n = 6 agents, is now resulting in a higher reconstruction error and fail in identifying
all of the optimal joint actions. Methods using a complete factorization with both learning
approaches instead are still able to identify most of them (all, when n = 9), while at the
same time reducing the MSE considerably. Smaller factorizations are not reported because
these aBLA BLA BLAre not achieving such good performances (as in the smaller case
with n = 6), showing that on this kind of very tightly coordinated problems these may not
suffice for a completely correct representation.

Generalized Firefighting: In this larger experiments, a team of n = 9 agents is fighting
fire at N, = 10 houses. As in the previous setting, each agent can observe N, = 2 houses
and can fight fire at the same set of locations (N, = 2), as shown in Fig. 14. Reconstruction
results for the joint type 8 = {N,, F,, F5,N,, Fs, Fg,N;,Ng, Fy, F,} are reported in Fig. 15.

From these results, we can observe how, although the problem is very large (with
more than half a million total joint actions in our formulation) most of the factored
methods are perfectly representing the corresponding Q-function. While meth-
ods using the complete factorization or exploiting the true underlying structure with
both learning approaches are capable of achieving a perfect reconstruction, even sim-
pler methods like random pairing with the factored Q-function learning approach are
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Table 12 Best (bold) and worst

Model MSE .F Rank
(italic) performing methods ode S Opt. Found anked
on the larger instance of the Joint 69.98+0.9 2556+ 50 94,559 + 522
Generalized Firefighting problem
F2C 0.00 + 0.0 17,682 + 0 524,288 + 0
F3C 0.00 + 0.0 17,682 + 0 524,288 + 0
F30 0.09 + 0.0 16,939 + 415 464,893 + 26,119
FTF 0.00 + 0.0 17,682 + 0 524,288 + 0
M2C 4.30 +0.0 17,680 + 0 465,019 + 2
M3C 271 +0.0 17,680 + 0 465,090 + 2
M30 2.96 + 0.1 16,783 + 303 298,182 + 26,364
MTF 5.30+ 0.0 17,682 + 0 512,022 + 810
1 2 3 1 2 3
4 5 6
4 5 6
@ @ o . o 0
7 8 9 10 11 12
@n=9 (b) n =12

Fig. 17 Islands configuration for the two instances of Aloha

capable or almost perfectly reconstrut the values for this joint type. Conversely, the
joint learner seems not capable of doing so, resulting in a totally wrong representation
that is not close to the original function. Things are similar for a second joint type,
0 = {Fy, F,, N3, Ny, N5, Ng, N;, Fy, Fg, Ny}, whose resulting learned representations are
shown in Fig. 16:

Again, the joint learner is not capable of achieving a good representation, but also
some of the simpler factorizations are not resulting in a perfect reconstruction, although
still capable of correctly identifying the optimal joint actions. Complete factorizations
are instead perfectly representing the original Q-function for this joint type as well, even
with the mixture of experts learning approach. General metrics and results for the best
and worst performing methods on this problem are reported in Table 12.

As expected, the methods provided with the true underlying factorizations are per-
forming best, with that using the factored Q-function learning approach capable of
achieving a perfect reconstruction and ranking of the actions even on this very large
problem. Also complete factorizations are always identifying all of the optimal joint
actions and producing correct ranking (perfect for those using the factored Q-function
learning approach). It is interesting to note that even overlapping factorizations, when
coupled with larger factors, are performing very well, and can produce good rankings of
the actions. As expected, the mixture of experts methods are resulting in a larger MSE,
although being comparable on the other metrics with their counterparts, but are still
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Fig. 18 Reconstructed Q(a) for Aloha with n = 9 agents

capable of learning more accutare representations than the joint learner, that is instead
achieving the highest MSE and worst ranking among all the compared methods.

Aloha: Our experiments here use n =9 and n = 12 islands disposed in a 3 X 3 and
4 x 3 grid respectively, as shown in Fig. 17. Representations learned for this game with
n =9 islands are reported in Fig. 18 (for identical reasons to those of the Dispersion
Game, the figure with n = 12 agents is not included).

Again, this game proves to be challenging for almost all of the proposed factoriza-
tions. Indeed, other than the true underlying factorization coupled with the factored
QO-function learning approach (that achieve a perfect reconstruction, showing how bene-
ficial would it be to know and exploit such an underlying factorization in advance), only
the complete factorizations seems able to learn something useful. All the other methods
struggle to correctly identify the optimal action, probably because not enough coordina-
tion is achieved in order to discriminate between the two local actions for each agent
(that seems similar from an agent perspective). Also for this game, the joint learner is
not capable of correctly approximating the action-value function because of the increas-
ing number of agents. Table 13 is showing the best and worst performing methods on
this game.
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Table 13 Best (bold) and worst

(italic) performing methods on Model MSE Opt. Found Ranked

the two instances of Aloha Alohan =9
F2R 6.97 + 0.4 0+0 100 + 11
F2C 2.25+00 1+0 187 + 1
FTF 0.00 + 0.0 1+0 512+ 0
Ml 11.93 +0.0 0+0 126 + 1
M2R 1045+ 0.2 0+0 105+ 11
M2C 10.31 £0.0 0+0 140 £ 1
M20 10.48 £ 0.2 0+0 114+ 10

Alohan =12

Joint 23.98 + 0.6 0+0 700 + 13
F2C 2.18+0.0 2+0 1,380 + 5
F3C 0.81 + 0.0 1+0 2,488 + 10
FTF 0.00 + 0.0 2+0 4,096 + 0
Ml 15.37 £ 0.0 0+0 845 + 26
M20 13.94+£0.2 0+0 671 + 58
M30 12.56 £ 0.3 0+0 752 £ 87

—- Joint —-= Joint
175 M1 o
F1 40000 F1
-=- M2R --- M2R
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--- M3R --- M3R
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(a) Dispersion Game, n = 6 (b) Generalized Firefighting, n = 6

Fig. 19 Training curves for the investigated architectures on the two proposed problems

The table shows how, except for FTF (always capable of correctly represent the entire
Q-function), all the methods start deteriorating their performance when the system size
increases on this particular problem. Particularly, the joint learner achieves a very high
reconstruction error and is not able to identify any of the optimal joint actions. On the other
hand, although the corresponding ranking is not perfect, complete factorizations using the
factored Q-function learning approach can identify such optimal actions. The mixture of
experts instead are performing worse here, probably because the benefits of a coordinated
optimization is crucial to correctly represent this problem.

4.5 Sample complexity
Another important consideration in multi-agent learning is sample complexity, as for exam-

ple training data could be limited or expensive to obtain. Therefore it is a crucial aspect
how efficiently we can use such data and how long does it take for a given representation
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Fig.20 Training curves for the investigated architectures on the Dispersion Game with an increasing num-
ber of agents

to converge, especially when the system grows larger in the number of agents. We expect
factored representations to improve training efficiency, reducing the number of samples
required to learn a good representation, as the size of the multiple components that have
to be learnt is small compared to that of the overall problem. To show the benefits of using
a factored representation, here we report in Fig. 19 the training curves for two of the pro-
posed games, the Dispersion Game and the Generalized Firefighting, both with n =6
agents.

Even for these problems of moderate size, factored approaches achieve a stable approxi-
mation of the action-value function with just a fraction of the given training time, while a
full joint learner requires many more samples to get the same results. Especially, for the
Generalized Firefighting problem (that has got more than 8000 overall joint actions), the
joint learner achieves an accurate representation only after a much longer training time,
while almost every factored architecture achieves a nearly perfect approximation with few
samples, showing how the size of the joint action space is a critical problem that factored
representations can help tackle. On one hand the mixture of experts approaches learn more
slowly than the factored Q-function ones: each factor acts as an expert on its own, thus
experiencing higher variance in the received rewards when performing a certain action.
On the other hand, larger models learn more quickly, achieving the same final result as the
smaller representations but with fewer samples. This could be due to the internal coordina-
tion happening inside each factor, helping the agents figure out their own contribution to
the global reward, so that a stable representation is learned more easily. When the num-
ber of agents is larger, this benefit is even more apparent. Figure 20 shows the reconstruc-
tion error during the training process obtained on instances of the Dispersion Game with
n = {9,12,20} agents respectively.

We observe how the joint learner is struggling to achieve a good representation in the
given training time when the size of the system increases, resulting in a higher reconstruc-
tion error. The increasingly large number of joint actions (more than 1 million with n = 20
agents) prevents it from converging in reasonable time, while the factored representations,
although only approximating the original function, converge faster, as the size of each fac-
tor is small compared to that of the overall problem, and result in a lower reconstruction
error.

4.6 Exploratory policy
Although we focused on a stationary uniform sampling of the actions throughout most of

the paper, we also provide some preliminary results with a different, non-stationary action
selection mechanism, more closely resembling those used in sequential MARL. We opted
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Fig. 21 Reconstructed Q(a) for the Dispersion Game using the Boltzmann exploratory policy

for a Boltzmann policy [28] that, given a reconstruction of the action-value function Q(a),
defines the probability for each joint action a € A to be selected as:

)/t
S e O/’

where 7 is a temperature parameter governing the exploration rate. In our experiment,
we set 7 = 1 for all methods. We choose to test these on the Dispersion Game with n = 6
agents, as many of the methods (including the joint learner) are doing reasonably well and
thus any decrease in performance would be due to the new exploratory policy. For the fac-
tored methods and the independent learners, we reconstruct O(a) at every step and then we
apply the Boltzmann policy on this reconstruction. Figure 21 shows the learned reconstruc-
tions on this game.

If we compare the above to Fig. 2a, we can observe how the results are very much in
line with those obtained under uniform sampling. Even if the joint action space is small
enough to select each action a reasonable number of time, the fact that the policy is more
frequently selecting the action that looks better is not providing benefits in term of accu-
racy of the final representation, especially for the independent learners, that are still not

n(a) = (14)
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able to clearly identify any of the optimal joint actions. The joint learners and the complete
factorizations are still able to correctly rank all of the optimal actions, and those using
the factored Q-function learning approach are achieving a smaller reconstruction error as
under the uniform sampling. Although this is just a preliminary result, this is an important
observation, as it gives more value to the previous results: if a method is not doing well
under the uniform sampling of actions, it is unlikely that it can do better with a non-station-
ary, time-varying sampling mechanism like this.

4.7 Summary of results

We can gain many useful insights from the analysed results: first, we observe that the fac-
torizations using mixture of expert learning approach, although generally achieving higher
reconstruction errors than the factored Q-function counterparts, in many cases still results
in a good approximation in terms of ranking of actions, therefore being a reliable choice
for decision making. For example, on the two variants of the Dispersion Game, both M2C
and M3C are able to correctly rank all of the joint actions, achieving better accuracy than
some smaller factorizations like F20 or F30, even with a higher mean square error of the
reconstruction. This is probably due to the higher number of factors involved in their coor-
dination graphs, allowing for better approximation of the true action-value function and
coordination amongst the agents. We can therefore deduce how the number of factors used
to learn an approximation is playing a major role in achieving accurate representations in
terms of coordination and actions ranking.

Also, the size of these factors is an important aspect: as expected, with more agents
comprised into each factor, the resulting approximation is more reliable because the agents
into each factor are able to share information and thus better coordinate. This is reflected
by both learning approaches, but it is even more apparent with the mixture of experts one,
with the factorizations with 3 agents per factor usually achieving smaller reconstruction
error and a better ranking of actions than their counterparts with only 2 agents for each.
However, factors that are too large (with a size very similar to that of the entire team)
do not always result in a better representation, but instead can present some of the dif-
ficulties associated with joint learners. This suggests that we can find an optimal tradeoff
between the totally independent learners and the full joint learner extremes that is capable
of achieving a reliable representation in a reasonable training time. Of course, depending
on the intended use of such a learned representation, such a tradeoff may differ: for exam-
ple, if we are only interested in selecting an optimal joint action from this reconstruction
after the training process (i.e. with a factored centralized joint Q-function agent for the
entire team of agents) a smaller factorization with fewer factors and agents per factor, that
is faster to train and still able to correctly rank some of the joint actions, may suffice. Con-
versely, if we are approximating the critic of an actor-critic method, in which the values of
the selected actions are in turn influencing the policies of the agents, we may prefer a big-
ger factorization with a lower reconstruction error.

Generally speaking, we can observe how the value of coordination is well captured by
the factored Q-function learning approach, that usually produce good approximations and
reduces the training time with respect to a joint learner, allowing to learn even games in
which there is no underlying factorization and complete team coordination is required,
like the Dispersion Game. This becomes even more important with larger systems, as now
more agents have to coordinate and thus more accurate representation of such coordination
requirements is needed. However, when these requirements are less tight, also the mixture
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of experts learning approach is showing benefits, being faster to train and not requiring
inter-factor communication during the training phase to optimize its objective. Overall, we
showed how the choice of a suitable factorization to efficiently learn in a multi-agent sys-
tem is a difficult decision that needs to be taken considering the problem structure and
requirements. While many aspects can influence the learning outcome, our results have five
main takeaways:

— There are some problematic examples, like the Platonia Dilemma, where all types of
factorization with small factors result in selecting the worst possible joint action. Given
that only joint learners (and certain factorizations with larger factors to some extent)
seem to be able to address such problems, currently no scalable deep reinforcement
learning methods for dealing with such systems seem to exist. We hypothesize that this
is due to an imbalance in the frequency with which each local action for the agents
leads to the optimal reward value. In the Platonia Dilemma, each agent is more fre-
quently experiencing the positive reward if it does not send the telegram itself and leave
this action to someone else. However, if all the agents do this kind of reasoning, no-one
is sending the telegram, and the resulting reward is not the optimal one. Breaking this
tie is possible when we behave greedily (as the first agent correctly sending the tel-
egram will keep sending it more frequently), but learning a complete and correct repre-
sentation of the entire Q-function remains challenging.

— Beyond those, “complete factorizations” of modest factor size coupled with the fac-
tored Q-function learning approach yield near-perfect reconstructions and rankings
of the actions, also for non-factored action-value functions. Moreover, these methods
scale much better than joint learners: for a given training time, we see that these com-
plete factorizations already outperform fully joint learners on modestly sized problems,
resulting in a correct ranking of the actions and a low reconstruction error. This is a
compelling property that renders these methods more suited for large multi-agent sys-
tems with a large joint action-space and justify the recent interest in factored methods
from the research community.

— For many problems with less tight coordination requirements such as Aloha and the
Generalized Firefighting Problem, random overlapping factors also achieve excellent
performance, comparable to those of more computationally complex methods like joint
learners and complete factorizations. This suggests that such approaches are a promis-
ing direction forward for scalable deep MARL in many problem settings.

— Factorizations with the mixture of experts approach usually perform somewhat worse
than the corresponding factored Q-function approaches, as these are less able to cap-
ture the coordination requirements of certain problems. However, in some cases they
perform better or comparably (Dispersion Game, Generalized Firefighting), in which
M?2R and M3R still outperform F1 (i.e., VDNs). This is promising, because the mixture
of experts learning approach does not require any exchange of information between the
neural networks, thus potentially facilitating learning in settings with communication
constraints, and making it easier to parallelize across on multiple CPUs/GPUs.

— Our results show that, when facing larger multi-agent systems, factored representa-
tions retain many of their benefits and can still represent the action-value function cor-
rectly in many settings (or at least identify most if not all of the optimal joint actions),
while both independent learners and centralized approaches tend to quickly deteriorate,
resulting in wrong or incomplete representations. The reasons however are different:
while independent learners still decompose the entire function into small components
that can easily be learned, these fail in representing the value of coordinated decisions
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when more agents are comprised into the system. On the other hand instead, a joint
learner that is representing the centralized action-value function as a single component
(and thus does not introduce any approximation), is now struggling to learn a correct
representation because of the exponential number of joint actions. Factored representa-
tions instead learn small components easily, but take into account the value of coordina-
tion into each component, allowing for better final representations. This is an extremely
desirable property that once more points out how these methods deserve attention as
holding a great potential.

These observations also shed some light on the performance of independent learners in
MARL, as used by many modern deep MARL algorithms [35, 40]: while these can outper-
form joint learners on large problems, the degree of independence and the final outcome
is hard to predict and is affected by different factors. Designing algorithms that are able to
overcome these difficulties should be a primary focus of MARL research.

5 Discussion

The aim of our analysis was to investigate the learning capabilities of factored representa-
tions and compare them to both independent learners and joint learners, to assess even-
tual benefits of such representations both in terms on learning speed and final accuracy of
the reconstructed representations. In order to do so, we consider different aspects of these
learned representations Q: we consider the optimality of the greedy joint action, which
is important when using Q to select actions. We also consider the distance to the optimal
value AQ = |Q — Q|, since verifying the optimality of the greedy action requires bounding
AQ. Although our approach focus on centralized learning, a correct representation of the
joint action-value function can be used in the CTDE framework [22] to learn improved
decentralized policies. Indeed, minimising AQ is important for deriving good policy gradi-
ents in actor-critic architectures (for example when computing the counterfactual baseline
in [9], requiring very accurate estimates of many sub-optimal Q-values) and for sequential
value estimation in any approach that relies on bootstrapping (such as Q-learning [44]) or
message passing of local payoff values (like the max-sum algorithm [20]), where such val-
ues are used to update other values and thus need to be as accurate as possible.

Our analysis is focused on cooperative one-shot games. We chose these because,
although they are a simpler setting than standard sequential problems, they still capture
many of the aspects that can be problematic in MARL, like the exponentially large number
of joint actions. Also, the shared reward observed by all the agents depends on the joint
action of the whole team, and thus seems non-stationary from an agent perspective. There-
fore, all of the problems that arise from these conditions are directly translated into our
setting, and by removing the fostering effect of states, we are better able to analyse how the
different methods can tackle these issues. Moreover, we mainly focused on using a station-
ary uniform sampling mechanism to select joint actions, thus not directly considering the
exploration-exploitation tradeoff usually faced in MARL problems. There are multiple rea-
sons for this: on one hand, using such a simple mechanism makes our comparison easier, as
we are interested in the reconstruction of the entire action-value function (and not only the
greedy action). On the other hand, if a network architecture is not suited to learn and repre-
sent accurate action-values under our stationary uniform sampling, it is extremely unlikely
that the same is going to perform better under a more complex, time-changing policy as in
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sequential MARL. This is validated by our preliminary results with a Boltzmann policy, in
which none of the method is achieving better accuracy than under the stationary uniform
mechanism. However, while good performance in such one-shot settings does not neces-
sarily imply good performance in the sequential setting, Q-value-based approaches aim to
transform the sequential MARL problem to precisely the one-shot decision making prob-
lem that we investigate, as the sequential problem simply becomes a one-shot maximiza-
tion over the action-values. This implies that any limitations we find are likely to directly
transfer to such approaches.

Obviously, the opposite is not immediately true: good performance on this setting does
not directly imply also good performance on general MARL problems. However, if a given
representation is able to correctly capture the value of coordination and deal with the joint
action set size in one-shot games, we can hypothesize that these benefits are likely to hold
in sequential problems as well, where the same requirements usually brings similar chal-
lenges to our setting and thus can be tackled with similar solutions. Neural networks are
known to be very good at dealing with large input spaces, but it is not so well known how
these can deal with large output ones, like those resulting from exponential joint action
sets. Therefore, our analysis moves an important step in this direction in the field of
MARL, and has to be considered as an initial step toward a proper understanding of action-
value functions in multi-agent settings. Of course, a direct investigation in full sequential
settings is an interesting future direction, with key questions that are orthogonal to ours,
like the presence of an input state of the exploration-exploitation tradeoff. Nonetheless,
our results can still help taking informed decision in such problems as well, as they give
us interesting insights and takeaways that practitioners of the field may take into account
when taking informed decisions in designing multi-agent systems.

6 Related work

Recently, many works have applied deep reinforcement learning techniques to multi-agent
systems, achieving great performance. Gupta et al. [16] compare the performance of many
standard deep reinforcement learning algorithms (like DQN, DDPG and TRPO) using a
variety of learning schemes (joint learners, fully independent learners, etc.) on both dis-
crete and continuous tasks, assessing and comparing their performance. Tampuu et al. [41]
present a variation of DQN capable of dealing with both competitive and cooperative set-
tings in Pong. Applications of techniques to enhance the learning process have also been
investigated: Palmer et al. [34] apply leniency to independent double DQN learners in a
coordinated gridworld problem, while Foerster et al. [8] propose a novel approach to sta-
bilize the experience replay buffer in DQNs by conditioning on when the samples were
collected, thereby easing the non-stationarity of independent learners. Communication
between agents has also been explored: Sukhbaatar et al. [39] investigate the emergence of
a communication mechanism that can be directly learned through backpropagation. How-
ever, none of these works compare alternative representations of Q-values for such net-
works. Another interesting line of work is that of agent definition: Chung et al. [5] analyse
how different agents definitions in a multi-agent system affect how efficiently these can be
learned and modelled.

Close to our idea of factorization are [13, 20, 21]. Guestrin et al. [13] present different
reinforcement learning algorithms, based either on Q-learning, policy iteration or direct pol-
icy search, that exploit a coordination graph representation of the problem and the variable
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elimination algorithm [12] to avoid enumerating all the possible joint actions. Kok and Vlassis
[20] investigate the max-sum algorithm, an approximation of variable elimination, in which
agents exchange messages with an estimate of their local payoff function over a coordination
graph used by other agents to update their own estimate until they all converge to a stable
value. They then also introduce a modified version of Q-learning updates based on either an
agent-based decomposition or an edge-based decomposition of the coordination graph. Kok
et al. [21] instead present a method to learn a coordination graph structure for the agents to
use. It works by maintaining statistics of a state future returns and the incoming transitions,
and then splitting the state into a factored representation if these returns are significantly dif-
ferent. More recently, Boehmer et al. [2] propose Deep Coordination Graphs, published after
our original work [4] and extending on it, in which different factors of a coordination graph
are modelled with a single neural network through parameter sharing and uses a learned
embedding of their input to differentiate. The results presented show the effectiveness of such
a factored representation in cooperative sequential problems, but not a systematic analysis of
the learned factored Q-functions.

Another line of work addressing the problem of the exponentially large joint action space
exploits the paradigm of centralized learning with decentralized execution. Foerster et al.
[9] present COMA, an architecture based on the actor-critic framework with multiple inde-
pendent actors but a single centralized critic used to efficiently estimate both Q-values and a
counterfactual baseline to tackle the credit assignment problem and guide the agents through
the learning process under partial observability. On the other hand, Lowe et al. [26] propose
MADDPG, expanding DDPG [24] to work in multi-agent systems by maintaining a different
centralized critic network for every actor that estimate Q-values for each agents, considering
the actions and observations of other agents, and apply their approach on both cooperative
and competitive continuous tasks. However, these works still represents Q(s, @) monolithi-
cally, and thus can experience scalability issues. Sunehag et al. [40] address the problem with
value decomposition networks, training a set of independent agents collectively by using a
value decomposition method that represents the original Q-function as the sum of local terms
depending only on agent-wise information, while Rashid et al. [35] extend this idea in QMIX
by representing the Q-function using a monotonic non-linear combination of individual Q-val-
ues, weighted with an additional mixing network conditioned on the global state signal, so that
the maximization step can still be performed in an efficient way. While such mixing networks
may lead to more accurate (-values in the sequential domain, our investigation shows that
for many coordination problems, individual Q-components may not suffice. Son et al. [38]
propose QTRAN, an algorithm that transform a joint action-value function into another one
with the same optimal joint action that can be easily factorized in individual components so
that a monotonicity constraint is respected and thus action selection can be performed locally.
Mahajan et al. [27] investigate the effect of poor exploration in value-based methods and pro-
pose MAVEN, an hybrid approach that improve value-based methods by conditioning them
on a shared latent variable controlled by a hierarchical policy to improve over standard explo-
ration methods, resulting in extended temporal exploration and improved performance.

7 Conclusions
In this work, we investigated how well neural networks can represent action-value func-

tions arising in cooperative multi-agent systems. This is an important question since
accurate representations can enable taking (near-) optimal actions in value-based
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approaches using algorithms like variable elimination or max-sum, thus avoiding the
maximization over an exponential number of joint actions, and computing good gradi-
ent estimates in actor-critic methods. In this paper, we focused on one-shot games as the
simplest setting that captures the exponentially large joint action space of multi-agent
systems. We compared a number of existing and new action-value network factoriza-
tions and learning approaches.

Our results highlight the difficulty of compactly representing action values in problems
that require tight coordination, but indicate that using “higher-order” factorizations with
multiple agents in each factor can improve the accuracy of these representations substan-
tially. We also demonstrate that there are non-trivial coordination problems, some without
a factored structure, that can be tackled quite well with simpler factorizations. Intriguingly,
random overlapping factors perform very well in several settings. There are also settings
where the mixtures of experts approach, with its low communication requirements and
amenability to parallelization, is competitive in terms of the final reconstructions.

While our results emphasize the dependence of appropriate architectural choices on
the problem at hand, our analysis also shows general trends that can help in the design
of novel algorithms and improve general performance, highlighting how the use of fac-
tored action-value functions can be a viable way to obtain good representations without
incurring in excessive costs.

As future work, we intend to extend this investigation to more complex settings and
networks types. For example, investigating the learning power of factorizations using
DQNs [29], a standard value-based choice when modelling agents with neural networks,
to sequential multi-agent problems [25] seems a natural direction to try and assess what
deep reinforcement learning algorithms are really learning and which problems and sit-
uations cause them to fail, while also an investigation of recurrent neural networks [17]
as a tool to deal with partial observability in the popular setting of repeated games [33]
can be beneficial for the multi-agent community.

Complete results

Table 14 presents the accuracy of the investigated representations using various meas-
ures, both in terms of action ranking and reconstruction error, as well as evaluating the
action selection that these representations result in:

— To evaluate the reconstruction error, we compute the mean square error over all the
joint actions (1st column);

— We also compute the same measure but restricted only to those actions that are opti-
mal in the original action-value function (2nd column);

— We assess how many optimal actions are correctly identified by the reconstructions
(3rd column);

— The value loss (regret) obtained by following the represented value functions when
doing decision making (4th column);

— We also provide a different version of this regret, that we call Boltzmann value loss
which expresses the value loss obtained by the expected reward accrued by defining
a softmax distribution over all the joint actions (5th column). This gives an indica-
tion of value loss amongst all good actions; and
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— Finally, we compute the number of correctly ranked actions (accounting for ties where
needed) and the corresponding Kendall z-b coefficient [19] between the computed
ranking and the original one (6th and 7th columns respectively).

A low value on the first two columns indicates that a representation is close to the original
action value function: especially when the value of second column is low in combination
with the value of the third one, the learned representation tends to correctly reconstruct
and identify the optimal joint actions. The fourth and fifth columns tell us how reliably
these representations can be used to perform decision making (i.e. when applying a greedy
policy with respect to the joint action-value function during the evaluation phase) under
two different kinds of policy. In fact, if the regret is low, even if the representation is not
accurate, the model can still be used to pick actions for the team resulting in high rewards.
Finally, the last two columns point out if the reconstructed values of the joint actions match
the same hierarchy that they have in the original action-value function: even if the repre-
sentation is not accurate in terms of mean squared error, a correct ranking of the actions
points out that it has the same structure of the original one, and thus the two are similar
except for the magnitude of the values itself. All of these measures are interlinked and
express how similar a learned representation is to the original, but they all highlight differ-
ent aspects that can help us analyse the benefits and drawbacks of these models.

For every method, mean values and standard errors across 10 runs are reported. For
every game, we highlight the best (bold) and worst (italic) performances of the investigated
methods on some of the proposed measures.
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