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In-Sector Compressive Beam Acquisition for
mmWave and THz Radios

Hamed Masoumi , Graduate Student Member, IEEE, Michel Verhaegen , Member, IEEE,
and Nitin Jonathan Myers , Member, IEEE

Abstract— Beam acquisition is key in enabling millimeter wave
and terahertz radios to achieve their capacity. Due to the use of
large antenna arrays in these systems, the common exhaustive
beam scanning results in a substantial training overhead. Prior
work has addressed this issue by developing compressive sensing
(CS)-based methods which exploit channel sparsity for faster
beam acquisition. Unfortunately, most CS techniques employ
wide beams and suffer from a low signal-to-noise ratio (SNR) in
the channel measurements. To solve this challenge, we develop an
IEEE 802.11ad/ay compatible technique that takes an in-sector
approach for CS. In our method, the angle domain channel is
partitioned into several sectors, and the channel within the best
sector is estimated and then used for beamforming. The essence
of our framework lies in the construction of a low-resolution
beam codebook to identify the best sector and in the design
of a CS matrix optimized for in-sector channel estimation. Our
beam codebook illuminates distinct non-overlapping sectors and
can be realized with low-resolution phased arrays. We show
that the proposed codebook results in a higher received SNR
than the state-of-the-art sector sweep codebooks. Furthermore,
our optimized CS matrix achieves a better in-sector channel
reconstruction and a higher achievable rate than comparable
benchmarks.

Index Terms— Compressed sensing, mm-Wave, THz, beam-
forming, phased array, sector sweep.

I. INTRODUCTION

MILLIMETER wave (mmWave) and terahertz (THz)
radios will be an integral part of 6G, as they exploit

wide bandwidths and achieve high beamforming gain with
large antenna arrays [3], [4]. Finding the optimal beam
at the radios through classical channel estimation or beam
scanning is challenging in these systems due to the use
of large arrays and hardware constraints. For instance,
mmWave radios usually employ phased arrays equipped
with a single radio-frequency (RF) chain to achieve a
cost-effective and power-efficient architecture [5], [6]. These
arrays acquire fewer spatial channel measurements than fully
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digital arrays, thereby restricting the application of con-
ventional multiple-input multiple-output channel estimation
methods. Furthermore, the acquired measurements are pro-
jections of the channel on antenna weight matrices whose
entries are constrained to a small alphabet. The size of this
alphabet is limited due to the finite resolution of the phase
shifters.

An alternative to beam scanning is hierarchical beam search,
wherein beams with decreasing beamwidths are sequentially
applied. At the end of the search process, a narrow beam
that results in the highest received SNR is used for com-
munication [6]. To implement hierarchical search, the design
objective is to construct hardware-compatible beams that focus
the transmitter’s energy on a section of the channel in the angle
domain. The sections are referred to as sectors, where each
sector represents a group of directions in the angle domain.
The angle domain is also commonly called the beamspace [7].
The process of identifying the best sector is called sector
level sweep (SLS). Prior work has designed codebooks for
SLS with high-resolution phased arrays [6], [8], [9] and
low-resolution phased arrays [10], [11]. The techniques in
[6], [8], [9], [10], and [11] construct contiguous sectors, i.e.,
sectors that cover a contiguous band of directions such as the
ones shown in Fig. 3(a). In this paper, we explain that realizing
such contiguous sectors with extremely low-resolution phased
arrays is challenging. For example, the constructed antenna
weights in [10] result in significant power leakage outside
the sectors with one-bit phased arrays. To address the leakage
issue, we propose new comb-like sectors that can be realized
even with one-bit phased arrays.

In IEEE 802.11ad/ay devices, the transmitter discerns the
sector of interest by finding the sector that results in the
highest received power. Then, the beam refinement protocol
(BRP) can be used to obtain channel measurements and sub-
sequently perform beamforming within the sector of interest.
Unfortunately, exhaustive beam scanning within this sector can
still result in a huge overhead in mmWave or THz radios
with massive antenna arrays. To address this problem, prior
work has exploited the sparse or low-rank characteristics of
the angle domain channel [12], [13] for sub-Nyquist chan-
nel estimation. Most of these techniques [14], [15], [16],
[17], however, employ quasi-omnidirectional beams to acquire
spatial channel measurements. The use of such wide beams
results in a poor signal-to-noise ratio (SNR) in the channel
measurements, causing these methods to fail in practice [11].
Therefore, a collection of beams that focus energy only within
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the sector of interest must be developed for “in-sector” channel
estimation using BRP.

We now discuss prior work on sparsity-aware channel
estimation within a sector [11], [18], [19], [20], [21]. In [11],
randomly selected discrete Fourier transform (DFT) columns
were used to modulate a spread sequence and generate differ-
ent beams to obtain channel measurements in different sectors.
In [18], a contiguous band of directions is illuminated by sub-
arrays. Then, the beam at each sub-array is phase modulated to
construct an ensemble of in-sector beams. In [19], the beams
were sampled from a large set of random codes based on their
capability to focus energy on a sector of interest. We will show,
by simulations, that the techniques in [11], [18], and [19]
result in poor in-sector channel estimates than our method.
In [20], linear convolution at the output of a fully digital
array is performed, and the steady-state output of the digital
array is decimated to reduce the number of measurements and
achieve parallel processing. Our method, unlike [20], performs
circular convolution that preserves the channel dimension and
obtains compressive measurements of the channel without
needing to discard measurements. In [22] and [23], an adaptive
beamforming algorithm based on sequential search is proposed
to reduce the beam scanning time while combating the low
SNR issue in initial access. The methods in [22] and [23]
only support wireless channels with a single dominant path,
while our method exploits sparsity and can support channels
with multiple paths.

In this paper, we adopt a two-stage approach for beamform-
ing. In the first stage, the compressive measurements of the
channel within the best sector are used to estimate the channel
within this sector. Next, the estimated in-sector channel is
used to perform conjugate beamforming. We propose a new
approach for in-sector channel estimation by solving two
main challenges. First, how to design beams that focus the
transmitted energy on distinct non-overlapping sectors within
the beamspace. We will see that this problem is extremely
challenging with low-resolution phased arrays. Second, how
to optimize the compressed sensing (CS) matrices to achieve
low CS aliasing artifacts in the in-sector channel estimate.
We solve both these problems by constructing new in-sector
beams, such that the corresponding antenna weight matrices
(AWMs) can be applied in low-resolution phased arrays. These
AWMs, referred to as base AWMs, each focus power on a
distinct sector. In our method, the channel measurements for
CS within the sector of interest are then obtained during BRP
by circularly shifting the base AWM. Our main contributions
are listed below.

• We propose a beam codebook for SLS that results in
a higher received power than existing codebooks. The
designed beams have a comb-like structure and illuminate
distinct non-overlapping sectors in the beamspace. The
AWMs associated with our beams can be realized with
phase shifters whose resolution scales logarithmically
with the number of sectors.

• We construct a CS matrix by optimizing the sequence of
circular shifts applied to the base AWM to acquire chan-
nel measurements within the sector of interest. We show

that the optimized shifts result in lower aliasing artifacts
in CS when compared to the use of random circular shifts.

• We study support recovery and in-sector channel recon-
struction guarantees for CS using the orthogonal match-
ing pursuit (OMP) algorithm. Our study investigates
how imperfections in the designed sectors impact the
in-sector channel estimate. We show, by simulations, that
our in-sector CS technique results in a lower channel
reconstruction error and a higher achievable rate than
comparable benchmarks.

We would like to highlight that the emphasis of this paper is
on designing CS matrices for in-sector channel estimation and
not on the development of a CS algorithm.

We explain how the comb-like beam patterns proposed in
our paper differ from the multi-fingered illumination patterns
proposed in [24] and [25]. The antenna weights corresponding
to the multi-fingered beam patterns are constructed by taking
the DFT of pseudo-random binary vectors [24], or deter-
ministic vectors drawn from DeVoRe’s binary matrices [25].
Implementing the antenna weights in [24] and [25], however,
requires both magnitude and phase control at the array, leading
to more complex hardware than a phased array. Our proposed
comb-like beam patterns require only phase control at the
antenna array. Furthermore, the concept of circular shifting
in [25] was used in the beamspace to illuminate different
sections in the angle domain. In our paper, the circular shifts
are applied to the antenna domain AWMs resulting in beam
patterns that all illuminate the same sector. Our proposed
circular shifts are also optimized to achieve low aliasing
artifacts within the sector, unlike [25] that uses linear circular
shifts.

The techniques in [11], [14], and [26], along with our
method, fall within the umbrella of convolutional CS (CCS)
[27], where circular shifts of a code are employed to acquire
CS measurements. We now discuss how our paper dis-
tinguishes itself from prior work on CCS-based channel
estimation or beam acquisition. The work in [14] and [26]
employed perfect binary arrays and Zadoff-Chu codes as base
AWMs, and used random circular shifts of these AWMs
to acquire CS measurements. The AWMs in [14] and [26]
generate quasi-omnidirectional beams, which result in poor
SNR in the channel measurements. Furthermore, the random
circular shifts used in [14] and [26] result in uniformly spread
aliasing artifacts, which is also undesirable when estimating
the channel within a sector.

In our recent paper [1], we developed an in-sector CCS-
based channel estimation technique, assuming a uniform
linear array at the transmitter. We assumed infinite resolution
amplitude and phase control in [1] to construct contiguous
sectors. Our solution in [1], however, cannot be realized
in phased arrays which allow only finite-resolution phase
control. We also designed a sub-sampling scheme in [1] to
push aliasing artifacts outside contiguous sectors realized with
linear antenna arrays. Extending our solution in [1] to a
planar array is beyond the scope of this work. In this paper,
we address the practical limitations in [1] by designing a new
comb-like codebook, and develop a 2D subsampling method
that is best suited for this codebook. To study the impact of
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TABLE I
ABBREVIATIONS USED IN THE PAPER

imperfections in the designed codebook on sparse recovery,
we use our result in [2] on the analysis of the OMP when
the columns of a CS matrix have different norms. This paper
discusses the application of our result in [2] for the channel
estimation problem.

Notation: We use a, a and A to denote a scalar, vector, and
a matrix. The indexing of vectors and matrices begins at 0. ai

is the ith column of A. We denote the (i, j)th entry of A by
Aij or A(i, j). The ℓ2 norm of a is denoted by ∥a∥2. We use
∥A∥F to denote the Frobenius norm of A and we use |A| to
denote a matrix that contains the element-wise magnitudes of
A. For an integer N , we define the set [N ] = {0, . . . , N −1}.
Also, ⟨i⟩N is the modulo-N remainder of i. We use (·)T, (·)c
and (·)∗ to denote the transpose, conjugate and conjugate-
transpose operators. We define the vector version of A as
vec(A) =

[
aT

0 , · · · ,aT
N−1

]T
. We define Diag(a) to be a

diagonal matrix with a on its diagonal. We use ⊛, ⊗, and
⊙ to denote the circular convolution, the Kronecker product,
and the Hadamard product. The inner product of A and B is
⟨A,B⟩ =

∑
i,j AijB

c
ij . Finally, CN (0, σ2) is the zero-mean

complex Gaussian distribution with variance σ2 and j =
√
−1.

In Table I, we provide a list of all the abbreviations used in
the paper.

II. CHANNEL AND SYSTEM MODEL

In this section, we consider a narrowband point-to-point
wireless system to explain the transmit beam acquisition
problem. In section V, we extend our sparse in-sector channel
estimation-aided beam acquisition technique to a wideband
scenario using the IEEE 802.11ad frame structure.

A. Channel Model

We consider an N×N half-wavelength spaced uniform pla-
nar array at the transmitter (TX) and a single antenna receiver
(RX) as shown in Fig. 1(a). We assume isotropic antenna
elements at the TX and the RX, for simplicity. In this paper,
we consider the transmit beam acquisition problem where only
the TX needs to align its beam towards the best direction [8],
[14]. This problem differs from the beam alignment problem in
which both the TX and RX need to align their beams to create
a directional link between them [18], [25]. We would like to

mention, however, that our solution can also be applied to the
beam alignment problem by using the designed codebooks at
both the TX and the RX. The application of our codebooks
is feasible provided that their antenna array dimensions are a
power of two. Such array dimensions are commonly used in
practical implementations [28], [29], [30], [31]. Extending our
solution to other array dimensions is beyond the scope of this
paper.

The narrowband multiple-input single-output channel
between the TX and RX is modeled as an N×N matrix H, the
matrix representation of the N2 × 1 vectorized channel. The
channel comprises L propagation rays, where the ℓth ray has a
complex gain of βℓ, an azimuth angle-of-departure θa,ℓ and an
elevation angle-of-departure θe,ℓ. By defining the beamspace
angles as ωa,ℓ = π sin θe,ℓ sin θa,ℓ, ωe,ℓ = π sin θe,ℓ cos θa,ℓ

[32] and the N × 1 Vandermonde vector aN (ω) as

aN (ω) =
[
1, ejω, ej2ω, · · · , ej(N−1)ω

]T
, (1)

the baseband channel matrix H is given by

H =
L∑

ℓ=1

βℓaN (ωe,ℓ)aT
N (ωa,ℓ) . (2)

The channel dimension N2 can be in the order of hundreds
to thousands in typical mmWave or THz access points.

The channel H is approximately sparse in the angle domain
due to high scattering at mmWave and THz wavelengths [4].
To exploit this property during channel reconstruction, H is
expressed in the beamspace (angle domain) where it has a
sparse representation. Since we assume a uniform planar array
at the TX, the 2D-DFT dictionary is used to represent H in the
beamspace. We use UN to denote the standard N×N unitary
DFT matrix and X to denote the beamspace representation of
H. Then, X and H are related as

H = UNXUN . (3)

In our analysis, we assume that X is exactly sparse, i.e.,
the beamspace angles are exactly aligned with any of the
N2 directional 2D-DFT beam directions. In our simulations,
we use channels obtained from the NYU channel simula-
tor [33] where X is only approximately sparse.

B. System Model

The TX uses a phased array wherein the antennas are
connected to a single RF chain through a q-bit phase shifter.
The set of the possible weights at each antenna is Qq ={
ej2πℓ/2q

/N : ℓ ∈ [2q]
}

. As an example, Q1 = {1/N,−1/N}
can be realized with a 1-bit phased array. The TX can apply
AWMs to its phased array, which are constrained to be within
QN×N

q , i.e., the set of all N × N matrices with entries in
Qq . In this paper, the AWMs are designed such that their
corresponding beams illuminate only a certain set of indices
of the beamspace X. A sector is defined as a group of indices
of the beamspace that are illuminated by a beam. We use S
to denote the number of sectors used to partition the N ×N
beamspace grid into disjoint subsets As, ∀s ∈ [S]. Hence,
As denotes the set of all beamspace indices illuminated in
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Fig. 1. An mmWave system with a uniform planar array at the TX employing
comb-like beams designed in this work. Each comb-like beam illuminates a
beamspace sector shown in (b). In this paper, the sector that results in the
highest received power is identified, and then the channel within that sector
is estimated for beamforming.

sector s. The union of {As}S−1
s=0 , i.e., [N ] × [N ], spans the

entire beamspace. An example of the sectors {As}S−1
s=0 with

our comb-like construction proposed in Sec. III is shown in
Fig. 1(b) for S = 4.

We now explain how our in-sector CS-based beam acqui-
sition method can be integrated into SLS and BRP of the
beam training procedure in IEEE 802.11ad/ay [34] standards.
We assume a block fading channel and that the channel
remains constant throughout the SLS and BRP procedures.
This assumption is reasonable in practice for a typical
802.11ad/ay application. For instance, the coherence time is
about 1 ms [35] in an indoor setup, while the SLS phase takes
about 15.76 µs per sector sweep frame [36] and a BRP packet
is of up to 46.96 µs [37, Section 20.12.3].

1) Sector Level Sweep: During SLS, the TX uses sector
sweep frames and illuminates the channel with sectored beam
patterns. The standard, however, does not prescribe specific
beam patterns to conduct SLS. These beams may be the
common contiguous patterns discussed in [9], [11], and [10]
or the comb-like patterns proposed in this work as shown in
Fig. 1(b). We define {Ps}S−1

s=0 as the base AWMs applied at the
TX for SLS. The base AWM Ps illuminates sector s. We use
ysls

s to denote the measurement acquired when the TX applies
Ps and vs ∼ CN (0, σ2) as the noise in this measurement, i.e.,

ysls
s = ⟨H,Ps⟩+ vs. (4)

In SLS, the RX calculates the received power associated
with (4) for each sector. Then, it determines the sector of
interest as the one with the highest received power using

sopt = argmax
s∈[S]

∣∣ysls
s

∣∣2 . (5)

An illustration of the SLS procedure is shown in Fig. 2.
For sector s, we define the set of beamspace indices As

as the locations in the beamspace X that are illuminated by
the base AWM Ps. To see how As is exactly determined
from Ps, observe that the inner product of two matrices is

Fig. 2. Example of SLS to determine the sector of interest using S = 4 dis-
joint comb-like sectors designed with our approach. The RX finds the sector
of interest sopt as the one that results in the highest received power and
feedbacks this information to the TX. The TX can then estimate the channel
within the sector using BRP.

the same as the inner product of their inverse 2D-DFTs, i.e.,
⟨H,Ps⟩ = ⟨X,U∗

NPsU∗
N ⟩. When the TX applies Ps to its

array, it generates a beam that illuminates the beamspace at
the indices where U∗

NPsU∗
N is non-zero. Therefore, As =

{(k, ℓ) : |(U∗
NPsU∗

N )k,ℓ ̸= 0|}. For the identified sector sopt,
we define the corresponding base AWM as Po = Psopt for
ease of notation. The corresponding set Ao = Asopt . Our
objective in codebook design for SLS is to design {Ps}S−1

s=0

such that each of them illuminates a distinct set of indices
in the beamspace, i.e., {As}S−1

s=0 are disjoint and their union
is the entire beamspace. The main challenge in the design of
such AWMs is due to the constraint that Ps ∈ QN×N

q ∀s.
In Section III, we present our codebook and show that it
outperforms those constructed in prior work [9], [10], [11].

SLS uses only the received power to identify the best sector
sopt and it does not require estimating the channel H. The
antenna weights obtained at the end of the SLS phase, how-
ever, usually do not provide sufficient beamforming gain as
S ≪ N2. To further improve the beamforming gain, a narrow
beam can be formed after estimating the spatial channel within
the identified sector. The next subsection explains the main
challenges to be solved in estimating the in-sector channel.

2) Beam Refinement Protocol: During BRP, the TX applies
a collection of AWMs that illuminate directions within the
sector of interest. Under the assumption that the S sectors
uniformly partition the beamspace, the in-sector channel is an
N2/S dimension vector. A simple approach to estimate this
vector is to apply directional beams that exhaustively scan all
directions within the sector. Such a scan, however, results in a
substantial training overhead, which is in the order of N2/S.
To avoid this high training overhead, we develop an in-sector
CS-based method that obtains compressive measurements of
the channel within the sector of interest.

We use M to denote the number of CS measurements
within the sector sopt. These measurements are obtained using
an ensemble of beams {Po[m]}M−1

m=0 that only illuminate the
sector of interest, i.e., the matrices {U∗

NPo[m]U∗
N}

M−1
m=0 are

non-zero only at the indices in Ao. For a measurement noise
v[m] ∼ CN (0, σ2), the mth in-sector measurement y[m] of
the channel is

y[m] = ⟨H,Po[m]⟩+ v[m]. (6)

Our goal for in-sector CS is to construct {Po[m]}M−1
m=0 such

that: i) Po[m] ∈ QN×N
q illuminates only the directions within

Ao for each m and ii) the collection {Po[m]}M−1
m=0 results in

a low channel estimation error within the sector of interest.
In-sector CS is promising over CS techniques [14], [15], [16],
[17] that employ wide beams, because the SNR of the in-sector
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measurements is higher than those acquired with a wide beam
by about 10 log10S dB, which is the sector gain.

III. PROPOSED SECTORS AND BASE AWMS FOR SLS

SLS is usually performed using beam patterns that illumi-
nate disjoint and complementary sectors within the beamspace.
This is because such illumination patterns concentrate the
transmitter’s power only over a fraction of the beamspace,
enabling a higher received SNR for initial access. In the
SLS literature [9], [10], and [38], it is common to consider
contiguous sectors such as the ones shown in Fig. 3(a). The
AWMs that achieve such contiguous patterns, however, cannot
be realized with extremely low-resolution phased arrays such
as one-bit phased arrays. To see this, let us consider the
problem of constructing AWMs that result in illumination
patterns shown in Fig. 3(a) using a 4 × 4 antenna array
with one-bit phase shifters. Here, the AWMs need to be
chosen from {±1}4×4 due to the one-bit constraint. As the
matrices in {±1}4×4 are purely real, their inverse 2D-DFTs
are mirror symmetric [39], i.e., a pattern that illuminates (k, ℓ)
beamspace index must also illuminate the (⟨−k⟩N , ⟨−ℓ⟩N )
index. We observe that the contiguous patterns in Fig. 3(a)
do not exhibit a mirror symmetric pattern. As a result, the
sectors shown in Fig. 3(a) cannot be realized in one-bit phased
arrays. To address this challenge, in this paper, we design
comb-like illumination patterns such as the ones shown in
Fig. 3(b). Such comb-like patterns exhibit mirror symmetry,
and the corresponding AWMs can be realized with phased
arrays whose resolution can be as low as one bit.

A. Proposed Construction for AWMs in SLS

Now, we explain the structure of the proposed comb-like
patterns and discuss our method to design the base AWMs
{Ps}S−1

s=0 with entries in QN×N
q to achieve such patterns.

We drop the sector index s to explain the first step in our
technique to construct AWMs for SLS. To design comb-like
structures in the beamspace, our method constructs an antenna
domain building block C with Ne rows and Na columns.
We assume that both Ne and Na divide N , and the product
NeNa is a power of 2. The building block C is chosen from the
2D-DFT codebook such that it illuminates just one direction
in the Ne × Na beamspace. An example for C is shown in
Fig. 4(a). With our design, the inverse 2D-DFT of C, i.e.,
U∗

Ne
CU∗

Na
, has just one non-zero entry and NeNa− 1 zeros.

Next, the matrix C is upsampled by a factor of N/Ne along
the row dimension and by a factor of N/Na along the column
dimension. We define these upsampling factors as

ρe = N/Ne and (7)
ρa = N/Na, (8)

and the upsampled version of C is defined as C̃ ∈ CN×N .
As upsampling a signal results in replication and scaling
in the Fourier domain, the beamspace representation of C̃
is a scaled repetition of the inverse Fourier transform of
the building block [40]. This repetitive pattern results in a
comb-like structure in the beamspace as shown in Fig. 4.

Now, we summarize the final step in base AWM design
to construct a phased array compatible matrix which achieves
a comb-like beam pattern. Although the upsampled building
block C̃ results in a comb-like pattern, it cannot be realized
with a phased array. This is because C̃ /∈ QN×N

q as it has
several zeros. To construct a matrix in QN×N

q that achieves
a comb-like pattern, we first make use of the property that
circularly shifting a matrix does not change the magnitude of
its 2D-DFT. As a result, any 2D-circular shift of C̃ results in
the same illumination pattern as C̃. We also observe that the
locations of the zeros are complementary across all the 2D-
circular shifts of C̃. Our method takes a weighted combination
of the ρeρa 2D-circular shifts of C̃ to construct a base AWM in
QN×N

q . The weights are optimized such that the illumination
pattern associated with this weighted combination is almost
flat within the designed sector. We will show in Sec. IV-C
that such flat profiles achieve a low reconstruction error using
our sparse recovery guarantees from [2]. Our design procedure
is illustrated in Fig. 4 for a particular sector.

We now explain the mathematical details of our procedure
to construct S = NaNe sectors. As the entries of the build-
ing block are drawn from an Ne × Na 2D-DFT codebook,
realizing the designed AWMs in a phased array requires q =
log2(max({Na, Ne}))-bit phase shifters. We index the NaNe

sectors in our design using the 2D-index pair (ke, ka), where
ke ∈ [Ne] and ka ∈ [Na]. The sector index s is expressed as
s = Nake + ka. The set of beamspace indices associated with
this sector is

As ={(p, q) : p= nNe + ke, q= mNa + ka,

n= [ρe], m= [ρa]}, (9)

which can be interpreted as a comb-like pattern anchored at
(ke, ka). A detailed description of our method to construct a
base AWM Ps that illuminates As is given below.

• Construct the building block Cs ∈ QNe×Na
q as an outer

product of the kth
e column of UNe and the kth

a column of
UNa , i.e.,

Cs = UNe(:, ke)UT
Na

(:, ka). (10)

Similar to [14], we define Cs,FC as the flipped and
conjugated version of Cs. The angle domain matrix
associated with the building block is then

Bs = U∗
Ne

Cs,FCU∗
Na

(11)

It can be shown that Bs(ke, ka) = 1 and Bs(i, j) =
0 ∀(i, j) ̸= (ke, ka).

• Upsample Cs by a factor of ρe along the columns and
ρa along the rows. The upsampled matrix is obtained by
first inserting ρe − 1 zero-valued row vectors between
successive rows of Cs, and then inserting ρa − 1 zero-
valued column vectors between successive columns of
the resultant matrix. The upsampled result is an N ×N
matrix C̃s, whose beamspace representation is defined as

Z̃s = U∗
N C̃s,FCU∗

N (12)
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Fig. 3. Contiguous and comb-like beam patterns to illuminate S = 4 disjoint sections of the 2D beamspace with a 4× 4 array at the TX. With 1-bit phase
shifters, the AWMs corresponding to the beam patterns in (a) cannot be realized, while those corresponding to the patterns in (b) can be achieved using our
construction in Sec. III-A.

Fig. 4. An example of our proposed framework to construct AWMs that focus energy within sectors with comb-like patterns. Here, N = 4, the number of
sectors are S = 4, Ne = 2, and Na = 2. Therefore, ρe = 2 and ρa = 2.

=
1

√
ρeρa


ρa times︷ ︸︸ ︷

Bs · · · Bs

...
. . .

...
Bs · · · Bs


 ρe times. (13)

Here, (12) follows from the upsampling property of the
2D-DFT [41]. Observe that Z̃s exhibits a comb-like
structure as it contains repetitions of Bs, that has a
single non-zero entry. The pattern in Z̃s, however, cannot
be realized in a phased array as its antenna domain
representation C̃s /∈ QN×N

q .
• Express Ps as a weighted sum of ρeρa distinct 2D-

circular shifts of C̃s. Let J ∈ RN×N denote a circulant
delay matrix with the first row of (0, 1, 0, . . . , 0). The
subsequent rows of J are generated by circularly shifting
the previous row by 1 unit. The d circulant delay matrix
is then Jd = J · J · · ·J. Then, Ps in our construction is

Ps =
ρe−1∑
ℓ=0

ρa−1∑
m=0

W s
ℓmJT

ℓ C̃sJm. (14)

We constraint the entries of the ρe × ρa weight matrix
Ws in (14) to Qq so that Ps ∈ QN×N

q .
A possible choice for Ws is to set its entries to the elements

in Qq at random. Although a random choice still illuminates
the sector of interest, it does not necessarily lead to a uniform

illumination pattern across the directions within the sector.
Specifically, the entries of Zs within the set As will not
necessarily have the same magnitude as we can also notice
from the example in Fig. 5(b). In this paper, the weights in Ws

are optimized such that the illumination, i.e., the transmitted
power, is almost the same across all the directions within
each sector. We will show in Section IV-C that having a flat
illumination pattern within a sector results in a tight bound on
the reconstruction error of the in-sector channel via CS.

We explain how the weights in Ws are optimized to
achieve an almost flat illumination pattern within the sector
s. We define an N ×N matrix

Ts =
ρe−1∑
ℓ=0

ρa−1∑
m=0

W s
ℓmaN (2πℓ/N)aT

N (2πm/N) , (15)

where aN (ω) is the N×1 Vandermonde vector defined in (1).
The beamspace representation of the base AWM Ps in (14),
referred to as the spectral mask Zs, is given by

Zs = NU∗
NPs,FCU∗

N (16)

= N [Ts]c ⊙ Z̃s. (17)

We arrive at (17) by first applying flipping and conjugation
operations to both sides of (14). Then, we use the property that
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Fig. 5. This figure illustrates the spectral masks of our base AWMs designed
for SLS. In this example, we use N = 32, Ne = 2, Na = 2, ke = 0, ka = 1,
and q = 2 bits. We observe from Fig. (a) and Fig. (b) that using the optimized
Ws in our comb-like construction results in a more uniform illumination
pattern than random weights. Here, max

(i,j)∈As

|Zs,ij |/ min
(i,j)∈As

|Zs,ij | is about

1.78 for the pattern in Fig. (a) and is 8.67 for the pattern in Fig. (b).

circularly shifting a matrix is equivalent to modulation in the
Fourier domain. Next, we observe from (13) that Z̃s has equal
magnitude entries within the sector s by our construction. For
the base AWM Ps to achieve a uniform illumination over As,
we notice from (17) that the entries of Ts must have the same
magnitude over As. We define Ts

As as the ρe×ρa submatrix of
Ts, comprising entries from Ts at the indices in As. Further,
we define an N×N diagonal matrix DN (ω) = Diag(aN (ω))
that contains the N×1 Vandermonde vector (1) on its diagonal.
Then, we can rewrite (15) as

Ts
As

= U∗
ρe

Dρe(2πke/N)WsDρa(2πka/N)U∗
ρa

. (18)

The weight matrix Ws ∈ Qρe×ρa
q should be optimized

such that Ts
As

, i.e., the magnitude of the inverse DFT of
Dρe(2πke/N)WsDρa(2πka/N) is flat. We can thus write the
optimization problem for designing Ws as

O : minimize
Ws∈Qρe×ρa

q ,|V|=1

∥∥Ts
As
−V/

√
ρeρa

∥∥
F

. (19)

The above optimization problem makes sure that the magni-
tude of entries of Ts

As
are as close as possible to 1/

√
ρeρa

while Ws ∈ Qρe×ρa
q . To solve (19), we use an alternating

minimization approach similar to the PeCAN algorithm pro-
posed in [42]. In the example shown in Fig. 5, we observe
that the magnitude profile of the spectral mask |Zs| with the
optimized weights has a more uniform illumination within the
sector than the one that uses random weights.

In Fig. 6, we compare the received signal strength after
SLS using the proposed comb-like sector codebook with those
in [9], [11], and [10]. The AWMs in [9], [11], and [10]
have contiguous beam patterns, and to meet the low-resolution
constraint of the phase shifters, we have quantized the cor-
responding AWMs when necessary. Due to the comb-like
structure of our sectors, the indices in As are different with our
design and the benchmarks. The received SNR after SLS is
proportional to the received power in the best estimated sector.
We observe from Fig. 6 that our proposed AWMs achieve a
higher received power after SLS than the other methods. This
is because our comb-like sectors are able to concentrate the
transmitter’s energy perfectly within the sectors without any

leakage, unlike the other methods that suffer due to coarse
phase quantization. To measure the power leakage with a
codebook, we first define PLs as the power leakage with AWM
Ps outside As. The leakage PLs = 1−

(
∥Zs{As}∥2F/∥Zs∥2F

)
,

where Zs{As} is a submatrix of the spectral mask Zs at the
indices in As. The power leakage associated with a codebook
is then PL = (1/S)

∑S
s=1 PLs. For the codebook in [10],

Fig. 7 shows the power leakage PL for different resolutions
of a 32× 32 phased array. Although the set As in our design
differs from that in [10], both sets contain the same number
of indices to ensure a fair comparison in Fig. 7. We observe
from Fig. 7 that the construction in [10] results in considerable
power leakage outside the sectors while our method achieves
PL = 0 by construction. It is important to highlight that our
design requires a resolution of at least log2 (max{Na, Ne})
bits at the phase shifters, where Na and Ne are such that the
number of sectors S = NaNe. After the sector of interest is
found using SLS, the TX performs in-sector CS-based channel
estimation within this sector for beam acquisition.

IV. IN-SECTOR COMPRESSED SENSING FOR CHANNEL
ESTIMATION USING THE BRP

To achieve the full beamforming gain of 10 log10N
2, the TX

needs to further refine the AWM within the sector sopt. This
beam refinement can be performed after estimating the N2/S
dimension in-sector channel. In this section, we explain how
two-dimensional (2D) CCS (2D-CCS) can be used to acquire
channel measurements within the sector sopt. Then, we discuss
how to construct an ensemble of AWMs {Po[m]}M−1

m=0 that
all focus on the sector sopt. Finally, we provide details on the
subset of AWMs optimized to reduce aliasing artifacts in CS
within the sector.

A. Preliminaries on 2D-CCS

At the end of SLS, the TX can apply Po to illuminate the
beamspace indices in Ao, i.e.,

Ao = {(p, q) : (U∗
NPoU∗

N )pq ̸= 0} . (20)

The use of Po at the TX, however, results in a single spatial
channel measurement, which is insufficient to estimate the
N2/S entries of the beamspace in Ao. To estimate these
entries, multiple AWMs that all focus on the same sector must
be designed and applied at the TX. One way to construct
such AWMs is to circularly shift Po and obtain possibly
distinct AWMs. This approach works for in-sector CS because
circularly shifting a matrix does not change the magnitude
of its 2D-DFT [39]. The resulting method in which the TX
applies circular shifts of an AWM for the RX to acquire
channel measurements is called 2D-CCS [14]. Hence, with
2D-CCS, the M in-sector channel measurements {yo[m]}M−1

m=0

are obtained by applying M distinct circular shifts of Po at
the TX during BRP.

Now, we discuss mathematical preliminaries on 2D-
CCS [43]. With 2D-CCS, the TX can possibly apply
N2 different 2D-circular shifts of Po for in-sector channel
estimation. As applying all possible circular shifts results in a
substantial measurement overhead, the TX only applies M <
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Fig. 6. Our designed base AWMs achieve a higher median received power after SLS than the ones in [9], [11], and [10] and the quasi-omnidirectional beams
in [14]. The benchmarks perform poor for low-resolution phase shifters because their AWMs cannot focus the transmitter’s power well within the contiguous
sectors. Our AWMs focus power exactly within the comb-like sectors by construction. These plots are obtained for a 32× 32 array at the TX. The received
power is computed for 100 channel realizations from the NYU channel simulator at 60 GHz and σ2 = 0. For σ2 ̸= 0, the performance of our proposed
comb-like illumination pattern relative to other methods will remain the same.

Fig. 7. For a 32×32 phased array, the plot shows that the codebook in [10]
results in power leakage outside the defined sectors while our design results
in zero leakage. Our codebook can be constructed when the resolution of the
phase shifters is at least log2 (max{Na, Ne}), where the number of sectors
can be factorized as S = NaNe.

N2 of these circular shifts to obtain channel measurements.
These measurements are used together with a sparse prior for
channel estimation. As the AWMs in 2D-CCS are all circular
shifts of the base AWM Po, the channel measurements can
be interpreted as a subsampled circular convolution of the
channel and Po [14]. We use Ω = {(r[m], c[m])}M−1

m=0 to
denote the set of M circular shifts of Po applied at the TX
to acquire the in-sector channel measurements. Specifically,
Po[m] is constructed by circularly shifting Po by r[m] ∈ [N ]
units along its rows, and then circularly shifting the result by
c[m] ∈ [N ] units along its columns. We use H⊛Po to denote
the 2D-circular convolution [41] of H and Po. We define
PΩ(A) as the subsampling operation that returns a vector of
size |Ω| × 1 containing the entries of A at the indices in Ω.
When the TX applies circulant shifts of Po according to Ω,
the vector of M in-sector channel measurements acquired by
the RX is

y = PΩ(H ⊛ Po) + v. (21)

We observe that the channel measurements in 2D-CCS are
determined by the base AWM Po and the set of circular shifts
Ω.

We now describe the in-sector sensing structure in (21) by
expressing H and Po in the 2D-DFT domain. Similar to (16),
the spectral mask Zo corresponding to Po is defined as

Zo = NU∗
NPo,FCU∗

N . (22)

From (20) and the properties of the 2D-DFT, it can be shown
that Zo(k, ℓ) ̸= 0 if (k, ℓ) ∈ Ao and Zo(k, ℓ) = 0 if (k, ℓ) /∈
Ao. We define the masked beamspace Ro as the entry-wise
product of the spectral mask Zo and the beamspace X, i.e.,

Ro = X⊙ Zo. (23)

As Zo contains only |Ao| number of non-zeros, the masked
beamspace Ro in (23) has utmost |Ao| non-zeros. Under the
assumption that |Ao| ∼ O(N2), Ro exhibits a sparse structure
due to the sparsity in X. Now, we use the property that the
2D-DFT of the 2D circular convolution of two matrices is
equal to the scaled entry-wise product of their 2D-DFTs [41]
to rewrite (21) as

y = PΩ(UNRoUN ) + v. (24)

We observe from (24) that the channel measurements in 2D-
CCS are simply a subsampled 2D-DFT of a sparse masked
beamspace. Here, the mask is the discrete beam pattern
corresponding to the base AWM Po, and the subsampling is
performed at the indices in Ω.

Now, we explain how in-sector channel estimation is per-
formed with the 2D-CCS-based measurements. Any algorithm
that uses the measurements y = PΩ (UN (X⊙ Zo)UN )
in (21) can only estimate the entries of X at the indices
in Ao, since the spectral mask Zo blanks out entries of X
outside Ao. In this paper, we use the OMP, a greedy CS
algorithm, to obtain the beamspace estimate X̂o from the
M in-sector measurements. The channel estimate within the
sector of interest is then Ĥo = UNX̂oUN .

The success of sparse recovery from partial 2D-DFT mea-
surements in (24) depends on the choice of the subsampling
indices in Ω. Prior work has demonstrated that subsampling
indices chosen at random allow sparse recovery with a high
probability [44]. It is also known that random subsampling
often results in aliasing artifacts that are almost uniformly
spread over the support of the reconstruction, i.e., [N ] × [N ]
[45]. Many CS algorithms, like the OMP, iteratively cancel
the aliasing artifacts to reconstruct the sparse signal. In our
in-sector CS problem, a uniformly spread aliasing profile
is undesirable because the sparse masked beamspace signal
in (24) is non-zero only at the indices in Ao. To minimize
the reconstruction error, the subsampling set Ω should be
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constructed such that aliasing artifacts over Ao are kept small,
while the artifacts outside Ao are not critical since the masked
beamspace is known to be zero in those regions. We construct
such sets in Sec. IV-B.

B. Proposed Circular Shifts for in-Sector CS

We discuss our procedure to optimize the set of the circular
shifts in Ω to reduce the aliasing artifacts within the sector
sopt.

To aid our optimization, we write down the partial 2D-DFT-
based measurement model, i.e.,

y = PΩ(UN (Zo ⊙X)UN ) + v, (25)

using (24) and (23). This measurement model is equivalent to
a linear measurement model of the N2× 1 sparse vector x =
vec (X). To represent the linear model explicitly, we replace
the sampling operator PΩ(·) with an M × N2 subsampling
matrix S which is equal to 1 at locations in {(m, Nc[m] +
r[m])}M−1

m=0 and zero at the remaining locations. Thus, S
consists of exactly |Ω| = M ones representing the circular
shift indices within Ω. We use zo = vec (Zo) to denote the
N2 × 1 vector form of the spectral mask Zo. The CS matrix
that compresses x to y can be determined from (25) as

Ao = S (UN ⊗UN ) Diag(zo). (26)

The linear measurement model in (24) can be rewritten as

y = Aox + v. (27)

Note that the set of the circular shifts Ω = {(r[m], c[m])}M−1
m=0

determines the subsampling matrix S and therefore the CS
matrix Ao.

The performance of greedy CS algorithms for sparse recov-
ery usually depends on the mutual coherence of the CS
matrix [46]. The mutual coherence is simply the maximum
of the normalized inner product between the columns of the
CS matrix. It was shown in [46] that minimizing the mutual
coherence of the CS matrix results in a tight upper bound for
the MSE in the sparse estimate. To this end, we optimize the
set of the circulant shifts Ω to minimize the mutual coherence
of the CS matrix in our problem.

The CS matrix in our problem has a special structure
due to our comb-like construction for the sectors. We define
Lo = {qN + p : (p, q) ∈ Ao} as the set of the 1D indices
where the comb-like spectral mask Zo is known to be non-
zero. Specifically, for the sector of interest sopt, the vectorized
spectral mask zo is non-zero at the locations in Lo and zero at
the other locations [N2]\Lo. Therefore, we can equivalently
write the measurements (27) as

y = ALoxLo + v. (28)

In (28), ALo is the M × ρeρa submatrix of Ao obtained
by retaining the columns with indices in Lo, and xLo is a
subvector of x with the indices in Lo. So, the in-sector CS
problem is to estimate this ρeρa = N2/S dimension sparse
vector xLo from the M measurements. Also, sparse recovery
in our in-sector CS problem (28) depends on the coherence of
ALo rather than Ao.

Now, we use the notion of the point spread function (PSF)
in partial 2D-DFT CS problem [45] to aid our optimization of
the sampling set Ω. We define the N ×N binary matrix NΩ

that is 1 at the indices Ω = {(r[m], c[m])}M−1
m=0 and is zero at

other indices. Therefore, NΩ has exactly M entries with the
value of 1. The corresponding PSF is [14], [45]

PSFo =
N

M
U∗

NNΩU∗
N . (29)

In a standard partial 2D-DFT CS problem, the coherence of
the CS matrix is simply the maximum sidelobe level of the
PSF. In our in-sector CS problem, however, only the sidelobes
within the sector of interest matter. With our comb-like sec-
tors constructed according to (9), it can be shown that the
coherence of the effective CS matrix ALo is

µo = max
{(i,j)∈T }

|PSFo(i, j)| , (30)

where T={(i, j): i=nNe, j =mNa, (n, m)∈ [ρe]×[ρa]\(0, 0)}
for any comb-like sector with the set of beamspace indices
defined in (9). The maximum sidelobe level of the PSF at the
locations in T determines the mutual coherence of the CS
matrix in our in-sector CS problem.

Now, we formulate the coherence minimization problem as

P :


min

NΩ∈{0,1}N×N
max

(i,j)∈T
|PSFo(i, j)|

s.t.
∑

(i,j)∈[N ]×[N ]

NΩ(i, j) = M.
(31)

The problem P is non-convex and hard to solve. In Lemma 1,
however, we present an optimal solution NNyq

Ω that achieves
µo = 0 when M = ρeρa. This case corresponds to the Nyquist
sampling criterion where the number of measurements M is
equal to the sector dimension N2/S. For the sub-Nyquist
regime where M < ρeρa, our randomized subsampling tech-
nique just selects M elements at random from the Nyquist
sampling set.

Lemma 1: For M = ρeρa, the matrix NNyq
Ω corresponding

to Ω = [ρe]× [ρa], with ρe and ρa defined in (7) and (8), is an
optimal solution of P since it achieves µo = 0 in (30).

Proof: See Section VII-A. □
We now discuss the Nyquist sampling criteria for the

N2 dimension channel estimation problem and the N2/S
dimension in-sector channel estimation problem. In the former
case, the Nyquist sampling criterion is M = N2 and the
optimal solution NΩ for P is an N × N matrix of all ones
corresponding to Ω = [N ] × [N ]. The PSF corresponding to
Ω = [N ]× [N ] can be shown to be zero at all entries except
(0, 0). For the in-sector CCS problem with our comb-like
sectors, the ideal PSF need not be zero at all these locations
to achieve µo = 0. Instead, it only needs to be zero at the
locations defined by T in (30). In Lemma 1, we propose a
construction for Ω that achieves µo = 0 for M = N2/S.
This set simply comprises the 2D-coordinates of any ρe × ρa

contiguous block on the [N ]× [N ] grid.
We use NNyq

Ω to denote the optimal solution of P when
M = N2/S. In the sub-Nyquist regime, i.e., M < ρeρa,
we propose to select M entries from the Nyquist set of circular
shifts in Lemma 1, i.e., [ρe]×[ρa], uniformly at random without
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Fig. 8. One realization of the circular shifts chosen in our PCS scheme and
the RCS scheme are shown for N = 16, Ne = 4, Na = 4, S = NeNa,
ρe = N/Ne, ρa = N/Na, and M = 5. While the circular shifts in PCS
are chosen at random from {0, 1, 2, 3} × {0, 1, 2, 3}, the shifts in RCS are
chosen at random from [16]× [16].

replacement. We refer to this method as the proposed circular
shifts (PCS) for M < ρeρa, i.e., the subsampling set Ω in
PCS is a subset of the optimal set in Lemma 1 for M = ρeρa.
Hence, PCS converges to the optimal solution proposed in
Lemma 1 as M → ρeρa. We would like to mention that PCS
is different from the fully random circular shifts (RCS) used
in [14]. With RCS, the M circular shifts are chosen at random
from [N ] × [N ], while PCS selects the M shifts at random
from [ρe]× [ρa] as shown in Fig. 8.

To illustrate the effectiveness of our PCS in the sub-Nyquist
regime M < ρeρa over RCS, we examine the mutual coher-
ence of the CS matrices. In Fig. 9(a) and 9(b), we compare
the entry-wise magnitude of the PSF (29) obtained from PCS
and RCS in the Nyquist regime M = N2/S. We observe
that with PCS, the PSF is 0 at the indices of interest, i.e., T ,
while RCS which selects M indices at random from [N ]×[N ]
results in a higher coherence µo. Next, we plot the cumulative
distribution function of µo for the two sampling schemes in
Fig. 9(c). We notice from the cumulative distribution function
that PCS achieves a smaller coherence for the effective CS
matrix ALo than RCS. Finally, we show an instance of PCS
and RCS in Fig. 8 to distinguish the difference between the
two sampling schemes.

C. Guarantees on in-Sector CS With the OMP

In this section, we discuss our guarantees for OMP-based
sparse channel estimation within the sector of interest Ao. Our
guarantees are an extension of the coherence-based guarantees
in [46], and they help us study the impact of variations in the
illumination pattern within the sector. Here, we only provide
the main results, and we refer the interested reader to our work
in [2] for more details.

Prior work on coherence-based guarantees for the OMP
makes a strong assumption that the CS matrix has equal
column norms. In our problem, the norms of the columns
within the CS matrix in (26) are controlled by zo. To express
our guarantees as a function of the variations in zo, we define
zLo as a ρeρa × 1 subvector of the vectorized spectral mask
zo obtained by retaining indices in Lo. We use di to denote
the ℓ2-norm of the ith column of ALo . Using the definition

of Ao in (26), we can write that

di =
√

M

N
|zLo(i)|, ∀i ∈ [ρeρa], (32)

where zLo(i) denotes the ith entry of zLo . The maximum and
the minimum of the column norms in ALo are defined as
dmax = max

j∈[ρeρa]
dj and dmin = min

j∈[ρeρa]
dj . As the ℓ2-norm of

zLo is equal to the Frobenius norm of the AWM Po, i.e., 1,
we have

∑ρeρa
i=1 d2

i = M/N2. Due to this energy constraint,

0 < dmin ≤ dmax <
√

M/N. (33)

The entries of the spectral mask in zLo are proportional to the
norm of the columns of the CS matrix.

Now, we provide performance guarantees to recover the
sparse in-sector beamspace xLo from the noisy CS measure-
ments in (27) using the OMP. The guarantees provided in
Theorem 1 set an upper bound on the reconstruction error
and a lower bound on the probability of successful support
recovery depending on the strength of the weakest component
of the sparse signal, the noise power, and the sparsity level.

Theorem 1: Let xLo,min = min
j∈Π

|xLo,j |, where Π denotes

the support of xLo with cardinality |Π| = K. If

dminxLo,min − (2K − 1)µodmaxxLo,min ≥ 2γ, (34)

for γ > 0, with probability exceeding

Pr{E} ≥

(
1−

√
2
π

.

√
σ

γ
exp
(
− γ2

2σ2

))2N2/S

. (35)

the OMP algorithm successfully recovers the support of xLo

and the MSE of the estimate x̂Lo is upper bounded as

∥x̂Lo − xLo∥22 ≤
(

dmax

dmin

)2
Kγ2

(dmin − (K − 1)µodmax)
2 .

(36)
Proof: See Section VII-B. □

An important insight from Theorem 1 is that the OMP can
identify weak coefficients in the beamspace when dmax/dmin

of the CS matrix is small. This observation follows by rewrit-
ing (34) as

xLo,min≥
2γ

dmin − (2K − 1)µodmax
(37)

=
2γ/dmin

1− µo(2K − 1)(dmax/dmin)
. (38)

The upper bound on the MSE in (36) monotonically increases
with dmax/dmin. In summary, our guarantees on support
recovery and the MSE become tight for a small dmax/dmin.
We notice from (33) that the smallest possible dmax/dmin is 1.
This is achieved when min

i∈[ρeρa]
|zLo(i)| =

√
S/N , equivalently

when Po uniformly illuminates the sector of interest. These
guarantees motivate our optimization objective in (19), which
aims to generate AWMs that result in an almost uniform
illumination within the sector. Further, it can be concluded
from our guarantees that our optimized illumination pattern in
Fig. 5(a) should achieve better in-sector channel reconstruction
than the pattern in Fig. 5(b).
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Fig. 9. Proposed subsampling and fully random subsampling for N = 32, Ne = 4, Na = 4, S = NeNa, ρe = N/Ne, ρa = N/Na. In (a) and (b),
we assume M = ρeρa and the entries indicated by □ have indices in T . The PSF for PCS achieves µo = 0, which corresponds to zero aliasing artifacts
under Nyquist sampling. For the same number of measurements, however, the PSF with RCS results in a positive µo. We observe from (c) that the coherence
with PCS is lower than that with RCS in the sub-Nyquist regime for M = 20.

V. NUMERICAL RESULTS

In this section, we first describe how the proposed beam-
forming method is extended to a wideband system using the
IEEE 802.11ad frame structure. Then, we discuss the perfor-
mance of our proposed method in terms of the normalized
MSE in the in-sector channel estimate and the achievable rate.

A. Extension to a Wideband System

We denote the L−tap wideband channel as {H[ℓ]}L−1
ℓ=0

where H[ℓ] ∈ CN×N . The TX first identifies the best sec-
tor by applying S different AWMs {Ps}S−1

s=0 in SLS. The
best sector is the one for which the received power, i.e.,∑L−1

ℓ=0 | ⟨H[ℓ],Ps⟩+vℓ|2 is the highest and the corresponding
base AWM is Po. Then, the TX acquires CS measurements
within this sector by applying different AWMs {Po[m]}M−1

m=0

at the beginning of each training (TRN) subfield in a BRP
packet. As shown in Fig. 10, to obtain the mth measurement,
at the beginning of the mth TRN subfield, TX sets the antenna
weights at the uniform planar array to Po[m]. With our design,
Po[m] is a 2D-circular shift of Po.

In IEEE 802.11ad, a Golay sequence Ga128 of length
128 is used as a guard interval at the beginning of the TRN
subfield [47]. This interval provides enough time to change
the antenna weights at the TX and also avoids interference
across successive subfields. Then, the TX transmits two Golay
complementary pairs {−Gb128, Ga128} and {Gb128, Ga128}
for each AWM, i.e., Po[m], applied at the array. The com-
plementary property of Golay sequences can be used to
obtain measurements of the equivalent wideband channel
seen through the beamformer Po[m] [48]. This channel is
{⟨H[ℓ],Po[m]⟩}L−1

ℓ=0 , a vector of length L for each m ∈ [M ].
We define Yblk ∈ CM×L to denote the set of these ML
spatial channel projections within the sector of interest and
the measurement noise as Vblk ∈ CM×L. Hence, the (m, ℓ)th

entry of Yblk is

Yblk(m, ℓ) = ⟨H[ℓ],Po[m]⟩+ Vblk(m, ℓ). (39)

Due to the spreading gain of Nseq = 256 with the Golay
sequence correlators, the entries of Vblk are independently
and independently distributed as CN (0, σ2/Nseq).

In this paper, only the DC subcarrier, i.e., the sum of the
L taps of the wideband channel Hsum =

∑L−1
ℓ=0 H[ℓ] is

estimated within the sector of interest. Although our method
can be applied to estimate all the taps, we only estimate
the sum of the channel taps as it requires less computational
complexity than wideband channel estimation. This approach
is reasonable because the phased array can only apply a
frequency-flat beamformer, which may be designed based
on a single subcarrier. The in-sector CS measurements are
thus y[m] =

∑L−1
ℓ=0 Yblk(m, ℓ), ∀m ∈ [M ]. Now, similar to

the narrowband case, in-sector CS can be performed using
{y[m]}M−1

m=0 to obtain an estimate of the DC subcarrier Ĥo
sum

within the sector of interest. This estimate can then be used
to design the conjugate beamformer at the transmitter to
maximize the received power.

B. System Parameters

We consider a 32× 32 phased array in Fig. 1(a) at the TX
and we assume 1-bit phase shifters unless otherwise stated.
The TX-RX distance is 60 m. The heights of the TX and
the RX are 3 m and 1.5 m. The system operates at a carrier
frequency of 60 GHz with a bandwidth of 100 MHz that
corresponds to a symbol duration of 10 ns. We use SNRomni

to denote the SNR without spreading gain and without any
beamforming gain. This is obtained when the TX applies
a quasi-omnidirectional beamformer generated by a perfect
binary array [14]. We use mmWave channels obtained from
the NYU channel simulator [33] for a line-of-sight scenario
in an urban micro environment. For 100 independent chan-
nel realizations, the omnidirectional root-mean-square delay
spread was less than 25 ns in more than 90% of the channel
realizations. We model the wideband channel using L =
10 taps corresponding to a duration of 100 ns, which is much
larger than 25 ns. The simulation results in this section are
averaged over the 100 channel realizations.

C. Performance of the Proposed in-Sector CS-Based
Beamforming

We discuss metrics used to evaluate the performance of
the proposed method against two other benchmarks. We also
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Fig. 10. BRP packet in IEEE 802.11ad may comprise upto 64 TRN subfields
containing Golay complementary pairs [37, Table 20-13, Sec. 20.9.2.2.6], [47].
The in-sector CS measurements can be acquired within the sector of interest
sopt, when the TX sequentially applies {Po[m]}M−1

m=0 at the beginning of
each TRN subfield.

assess the performance gain arising from each of our three
contributions: (i) Construction of non-overlapping comb-like
sectors in SLS, (ii) Optimization of the weight matrix Ws

to achieve an almost uniform illumination pattern, and (iii)
Optimization of the circular shifts in PCS for in-sector CS.

To construct the base AWMs in our approach for SLS,
we initialize the weight matrix within the iterative opti-
mization algorithm in (19) to different matrices that exhibit
good autocorrelation properties. This is done because the
algorithm (19) can converge to different local minima depend-
ing on the initialization [49]. To this end, we use perfect binary
arrays [50], the quantized DFT matrix, the outer product of
two Frank sequences [51], the outer product of two Zadoff-
Chu sequences [52], and the outer product of two Golomb
sequences [53] for the initialization. Then, the initialization
that results in the most uniform magnitude profile within our
comb-like construction is used to construct a base AWM for
the sector.

For CS-based channel estimation within the sector of
interest, we used the OMP algorithm [54] to obtain an
estimate of Hsum. Assuming that the (N2/S) × 1 vector
xLo in the in-sector CS measurement model (28) is K-
sparse with K ≪ O(N2/S), the computational complexity
of the OMP algorithm is dominated by the matrix-vector
multiplication A∗

Lo
y [55]. The partial 2D-DFT structure of

the CS matrix ALo in our case, allows fast implementation
of A∗

Lo
y using the fast Fourier transform. It was discussed

in [14] that the complexity of each OMP iteration with such
a partial 2D-DFT matrix is O

(
(N2/S) log(N/

√
S)
)

. For
a K-sparse signal, OMP requires at most K iterations to
converge [46]. Algorithms based on convex optimization can
also be used for sparse recovery. One such algorithm, based
on the subgradient method, minimizes an ℓ1-regularized least
squares objective [46]. To achieve ϵ-error in the objective, this
method requires O(1/ϵ2) iterations [56]. In our simulations,
we observed that the OMP required about 30 iterations,
whereas the subgradient method needed several thousand
iterations to achieve comparable performance.

We study the performance of 2D-CCS-based with both RCS
and the optimized PCS. We note that in RCS, it is possible
to have the same measurement equation corresponding to
different Po[m]s. We remove such measurements to avoid
rank deficiency in OMP sparse recovery. Let Ho

sum denote

the spatially filtered version of Hsum within the sector of
interest. The matrix Ho

sum is obtained by applying a binary
mask, that is one at the indices in Ao, over the beamspace rep-
resentation of Hsum. We then define the normalized in-sector
MSE E[∥Ho

sum − Ĥo
sum∥2F]/E[∥Ho

sum∥2F] as a measure of the
reconstruction error in Ĥo

sum. In addition, we use SNRomni to
denote the signal-to-noise ratio when a quasi-omnidirectional
beam is used at the TX.

After the in-sector channel is estimated, the TX applies
a beamformer F ∈ QN×N

q such that |⟨F, Ĥo
sum⟩| is maxi-

mized. Let phase(κ) denote the phase of the complex scalar
κ. When there is no constraint on the resolution of the
phase shifters, i.e., q = ∞, from the dual norm inequal-
ity [57], F opt

ij = exp
(
jphase([Ĥo

sum]ij)
)

/N is the maximizer

of |⟨Fopt, Ĥo
sum⟩|. Under q−bit phase quantization, the TX

applies F = Qq(Fopt) as the transmit beamformer. The
effective wideband single-input single-output channel is then
{⟨H[ℓ],F⟩}L−1

ℓ=0 . Finally, we use the waterfilling algorithm
to obtain the achievable rate associated with the equivalent
channel [32].

For the benchmarks, we use the methods from [11], [18],
and [19] that use contiguous sectors similar to Fig. 3(a).
These sectors are defined by Bs = {(p, q) : keρe ≤ p <
(ke + 1)ρe, kaρa ≤ q < (ka + 1)ρa}, each representing
a ρe × ρa block in the beamspace. The M in-sector CS
measurements in [11] are acquired using AWMs that are
obtained by modulating a Zadoff-Chu-based sequence with
M columns of the 2D-DFT dictionary chosen at random.
To construct an AWM that illuminates a contiguous sector,
[18] partitions the array into multiple subarrays. Then, it stacks
the phase-modulated version of the subarray response vectors
and takes the outer product of such vectors to construct the
AWM [18]. To construct M different AWMs, the angles used
for phase modulation are selected at random such that the
resultant AWM focuses on the given sector. For the benchmark
in [18], we partition the array into 4 subarrays, a parameter
tuned to optimize the method in [18] for our channel dataset.
Implementing the AWMs in [11] requires log2N resolution
phase shifters and the design in [18] needs infinite-resolution
phase shifters, which may not be available in practice. For a
fair comparison, we quantize the phase of these codewords
to q−bits. For the greedy method in [19], we generate one
million AWMs from QN×N

q at random. Then, for each sector
in {Bs}S−1

s=0 , we select the top AWM that radiates the largest
energy within the sector to be used during the SLS. After
determining the sector of interest in SLS, the top M AWMs
that radiate the largest energy within the sector of interest are
selected to obtain in-sector CS measurements with [19].

In Fig. 11(a), we compare the normalized in-sector MSE
of the estimated channel for the proposed in-sector CCS-
based method and the benchmarks. We observe a large gap
between the proposed method with PCS or RCS and the
benchmarks [11], [18], and [19] for a wide range of CS
measurements. This is because our AWMs result in a higher
received power within the sector of interest, boosting the
received SNR and therefore resulting in a low normalized in-
sector MSE. The high received power with our method is due
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Fig. 11. The plots show the normalized in-sector MSE, achievable rate, and the cumulative distribution function of the achievable rate using the proposed
in-sector CCS-based method as well as the benchmarks. We assume Ne = 2, Ne = 2 which results S = 4 sectors. We use SNRomni = −10 dB. In (c),
we use M = 80. It can be noticed that the proposed in-sector CCS-based method outperforms the benchmarks when the weight matrix Ws in (14) is
optimized.

Fig. 12. Here, we consider Ne = 2, Ne = 2 that correspond to
S = 4 sectors, and use M = 80 in-sector CS measurements. For in-sector CS
with our optimized comb-like sectors, we observe that PCS achieves a lower
normalized MSE than RCS. This is because the designed set of circular shifts
results in lower aliasing artifacts than random shifts. Furthermore, our method
outperforms the benchmarks in [11], [18], and [19] in terms of the normalized
MSE and the rate.

to the concentration of the transmitter’s energy only within
the sector, while the AWMs in [11], [18], and [19] result in
leakage outside the sector. Also, we observe that our method
with PCS results in a lower normalized in-sector MSE than
with RCS within the sector of interest. This is because PCS
leads to lower aliasing artifacts within the sector of interest
than the RCS as we observed in Fig. 9. We can also observe a
similar performance difference between our proposed method
using PCS or RCS and the benchmarks in the achievable rate
from Fig. 11(b) for different CS measurements.

From the cumulative distribution function plot in Fig. 11(c),
we observe that with a probability exceeding 0.98, our pro-

posed method with the optimized weight matrix Ws results
in an achievable rate of at least about 2 bits/s/Hz. The use
of random weights for Ws results in a lower rate, which
motivates the need to use almost uniform comb-like beams
designed in this work. For the other in-sector CS benchmarks
based on [11], [18], and [19], we observe that the achievable
rate is lower than that with our approach. This is because
these methods radiate a significant amount of the transmitter’s
energy outside their intended sectors.

We observe from Fig. 11(a) that the proposed method
with RCS and a random Ws results in a higher normalized
in-sector MSE than the case with the optimized Ws. This
is because a random Ws is very likely to result in a non-
uniform illumination pattern within the comb-like structure as
shown in Fig. 5(b). The column norms of such a CS matrix
are substantially different with such an illumination, which
is expected to result in poor reconstruction according to our
analysis in Section IV-C.

In Fig. 12, we compare the proposed in-sector CS method
against the benchmarks for different values of SNRomni.
We observe that our method outperforms the benchmarks
over a wide range of SNRomni. Furthermore, it is evident
that at high SNRomni, PCS outperforms RCS due to a sig-
nificantly lower in-sector normalized MSE in the channel
estimate. While at low SNR levels, additive white Gaussian
noise remains the dominant factor, at high SNR levels, the
aliasing artifacts arising from subsampling in CS dominate.
As the aliasing artifacts with PCS are substantially lower
than RCS due to the optimized circular shifts, the disparity
in performance between PCS and RCS is discernible at high
SNR.

VI. ADDRESSING IMPLEMENTATION CHALLENGES WITH
OUR IN-SECTOR BEAM ACQUISITION TECHNIQUE

A key assumption in this work is that the received SNR
within the best sector is sufficient enough for packet detection.
This is reasonable due to the sector gain and the use of low
modulation and coding schemes (MCS) such as MCS level
0 during initial access. The RX reports the best identified
sector through a sector-sweep feedback packet, which also
employs a low modulation and coding scheme [34], [58].
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We also assume that perfect timing and carrier synchronization
are maintained throughout the process of acquiring in-sector
channel measurements within a BRP packet. This synchroniza-
tion can be established using the short training field (STF) at
the beginning of a BRP packet in the IEEE 802.11ad standard.
In this paper, we ignore the phase jitter and timing drift within
a BRP packet. Extending our work to account for such jitters
and drifts is beyond the scope of this paper.

We discuss how our technique explained for a single user
can be extended to a multi-user setting. As we assume a
single RF chain in this paper, the direct application of our
sector sweep method to a multi-user setting results in a
substantial overhead. This is because the BRP procedure must
be performed for different sectors, considering that the best
sector varies across the users. This procedure does not scale
well with the number of users and can be time-consuming,
given that the maximum duration of a BRP packet is 46.96
µs [37, Sec. 20.11.3]. To address this problem, a hybrid
beamforming architecture may be used at the TX. In this case,
the IEEE 802.11ay standard can be adopted such that different
base AWMs can be simultaneously applied across multiple RF
chains [58].

Finally, we briefly discuss how our framework can be
extended for two types of hybrid beamforming architectures,
i.e., (i) fully connected architecture where each RF chain is
connected to all the antennas and (ii) subarray-based architec-
ture where each RF chain is connected to a distinct subset of
antennas. With fully connected architectures, each RF chain
can be used to illuminate a certain sector and the RF chains
collectively can illuminate the entire beamspace. This can be
achieved by transmitting orthogonal time-domain codes from
different RF chains. For the subarray-based architecture, our
compressive in-sector channel estimation framework can be
applied to each subarray independently. When non-stationarity
effects can be ignored, the associated beamspace submatrices
of the subarrays share a common support. In such case, sparse
recovery algorithms based on dynamic compressed sensing
[59] can be used to exploit the common support structure
across beamspace submatrices.

VII. CONCLUSION

In this paper, we proposed a new comb structured codebook
for sector level sweep with phased arrays. We also developed a
CCS-based method for channel estimation or beam acquisition
within the sector of interest. Our approach requires a lower
training overhead than the classical exhaustive beam scanning
methods and integrates well into the beam refinement protocol
of the IEEE 802.11ad/ay standards. Furthermore, it overcomes
the poor received SNR issue with CS techniques employing
wide beams, by concentrating the transmitter’s energy in
the sector of interest. We also optimized the CS matrix by
designing the circular shifts in CCS to reduce the in-sector
channel reconstruction error. Finally, we provided conditions
that guarantee the successful recovery of the support of
beamspace within the sector of interest. Our results indicate
that the reconstruction error in the estimated in-sector channel
is low when the antenna weights applied at the transmitter
illuminate the sector almost uniformly.

APPENDIX

A. Proof of Lemma 1

Let 1ρe×ρa denote a ρe × ρa all-ones matrix. We use
Γ(ω1, ω2) to denote the 2D discrete-space Fourier transform
of 1ρe×ρa where {ω1, ω2} ∈ [0, 2π] [39] are continuous. The
inverse 2D-DFT of 1ρe×ρa is U∗

ρe
1ρe×ρaU

∗
ρa

=
√

ρeρaEρe×ρa

where the ρe × ρa matrix Eρe×ρa is zero at all entries except
Eρe×ρa(0, 0) = 1. Hence, we have [39, Sec. 5.5]

1
√

ρeρa
Γ∗
(

2πi

ρe
,
2πj

ρa

)
=
√

ρeρaEρe×ρa(i, j),

∀(i, j) ∈ [ρe]× [ρa]. (40)

Since Eρe×ρa(i, j) = 0 ∀(i, j) ∈ [ρe]× [ρa]\(0, 0), from (40),
we have

Γ
(

2πi

ρe
,
2πj

ρa

)
= 0, ∀(i, j) ∈ [ρe]× [ρa]\(0, 0). (41)

Next, we observe that NNyq
Ω defined in Lemma 1 is an

extended version of 1ρe×ρa obtained by appending ρe(Ne−1)
zeros at the end of each row and then appending ρa(Na − 1)
zeros at the end of each column. Now, we use the fact
that the 2D discrete-space Fourier transform Γ(ω1, ω2) of the
zero-padded signal remains the same, however, its 2D-DFT
will be a densely sampled version of Γ(ω1, ω2) [39, Ch. 5].
Hence, the PSF (29) of NNyq

Ω which is a zero-padded version
of 1ρe×ρa can be written as

PSF(i, j) =
1
M

Γ∗(
2πi

N
,
2πj

N
), (i, j) ∈ [N ]× [N ]. (42)

Finally, from N = ρeNe, N = ρaNa and (41), we observe that
PSF(i, j) = 0 at the desired locations defined by T in (30).
Hence, for NNyq

Ω , the coherence defined in (30) is equal to
zero. Therefore, the sampling set Ω given in the lemma is
optimal which concludes the proof.

B. Proof of Theorem 1

To find a guarantee for successful support recovery, we ana-
lyze the support detection step in the OMP algorithm [54].
An extended version of this proof is available in our confer-
ence paper [2]. We, however, include an outline of this proof
here for completeness.

Let (aLo)j denote the jth column of the effective CS matrix
ALo in the in-sector CS measurement model (28). The noise
term (aLo)

∗
jv/dj in the support detection step of the OMP

algorithm can lead to incorrect support detection. Therefore,
to control support misdetection under noise, we first examine
the event

E =
{

max
j∈[ρeρa]

|(aLo)
∗
jv|

dj
< γ

}
, (43)

where γ := σ
√

2(1 + α) log (N2/S) and α > 0 [46].
In Lemma 2, we provide an upper bound for the probability
of occurrence of event E.

Lemma 2: The probability that event E in (43) occurs is
lower bounded by

Pr{E} ≥

(
1−

√
2
π

.

√
σ

γ
exp
(
− γ2

2σ2

))2N2/S

. (44)
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Proof: We split (aLo)
∗
jv into its real part ℜ

(
(aLo)

∗
jv
)

and its imaginary part ℑ
(
(aLo)

∗
jv
)
. Since the entries of v are

independently distributed as CN (0, σ2), the random variables{
ℜ
(
(aLo)

∗
jv
)
/dj

}
and

{
ℑ
(
(aLo)

∗
jv
)
/dj

}
∀j ∈ [N2/S] are

jointly Gaussian and each distributed as N (0, σ2/2). For any
κ ∈ C, we notice that |κ| < γ whenever ℜ(κ) < γ/

√
2 and

ℑ(κ) < γ/
√

2. Using this observation in (43), we can write

Pr{E} ≥ Pr

{
max

j∈[N2/S]

|ℑ
(
(aLo)

∗
jv
)
|

dj
<

γ√
2⋂

max
j∈[N2/S]

|ℜ
(
(aLo)

∗
jv
)
|

dj
<

γ√
2

}
(a)

≥
∏

j∈[N2/S]

[
Pr

{
|ℑ
(
(aLo)

∗
jv
)
|

dj
<

γ√
2

}

Pr

{
|ℜ
(
(aLo)

∗
jv
)
|

dj
<

γ√
2

}]
.

In (a), we use Šidák’s lemma [60, Theorem 1]. Now, replacing
the probability values in the right-hand of the above equation
with their upper limits similar to [46], we obtain (44). □

Our proof follows a similar structure as the one in [46,
Lemma 3]. We begin with the first iteration of the OMP
algorithm and analyze the support recovery step. Then,
by induction, we show that when the event E occurs and xLo

satisfies (34), the OMP correctly recovers the support of xLo

after K iterations where K is the sparsity level of xLo .
Now, considering the first iteration of the OMP

algorithm [54] and assuming that the event E occurs,
we find conditions for which the index of the selected
column, i.e., the one that maximizes

∣∣(aLo)
∗
jy
∣∣/dj , belongs to

the support Π of xLo . The correct support recovery condition
in the first iteration of the OMP algorithm [54] is

max
j∈Π

∣∣(aLo)
∗
jy
∣∣

dj
> max

j /∈Π

∣∣(aLo)
∗
jy
∣∣

dj
. (45)

For the right-hand side of (45), under the event E, we have

max
j /∈Π

|(aLo)
∗
jy|

dj
= max

j /∈Π

|(aLo)
∗
jv +

∑
i∈Π xLo,i(aLo)

∗
j (aLo)i|

dj

(b)

≤ max
j /∈Π

|(aLo)
∗
jv|

dj

+ max
j /∈Π

∑
i∈Π |xLo,i(aLo)

∗
j (aLo)i|

dj

(c)
< γ + KµdmaxxLo,max. (46)

We use the triangular inequality in (b). In (c), we use the
assumption that the event E occurs and the fact that

|x̄Ls,i(aLo)
∗
j (aLo)i|

dj
= |xLo,i|

|(aLo)
∗
j (aLo)i|di

djdi

(d)
≤dmaxxLo,maxµ.

In (d), we use µo =max
j ̸=i

|(aLo)
∗
j (aLo)i|

djdi
which is an alternative

definition for the coherence of the effective CS matrix ALo

given in (30). Under the event E, for the left-hand side of (45),
we have

max
j∈Π

|(aLo)
∗
jy|

dj

= max
j∈Π

|d2
jxLo,j +(aLo)

∗
jv+

∑
i∈Π\{j}xLo,i(aLo)

∗
j (aLo)i|

dj

≥ dminxLo,max

−max
j∈Π

∣∣∣(aLo)
∗
jv +

∑
i∈Π\{j} xLo,i(aLo)

∗
j (aLo)i

∣∣∣
dj

> dminxLo,max − γ − (K − 1)µodmaxxLo,max. (47)

Note that in the first inequality, we use max
j∈Π

|djxLo,j | ≥
dminxLo,max. Hence, from (46) and (47) we can write

max
j∈Π

|(aLo)
∗
jy|

dj
>dminxLo,max − (2K − 1)µodmaxxLo,max

− 2γ + max
j /∈Π

|(aLo)
∗
jy|

dj
. (48)

From (48), we observe that under the event E, when

dminxLo,max − (2K − 1)µodmaxxLo,max ≥ 2γ, (49)

equation (45) holds and therefore the selected entry in the
first iteration of the OMP algorithm [54] will belong to the
support of xLo . We note that (34) implies (49). Next, by using
an induction-based technique as in [46, Theorem. 4], we can
show that under (34) and the event E, the OMP algorithm
will successfully recover the entire support Π of xLo after
K iterations. Finally, by following our approach in Theorem
2 of [2], we can derive the upper-bound (36) for the MSE in
x̂Lo .
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