
THE GEOMETRY OF TERRESTRIAL LASER SCANNING

IDENTIFICATION OF ERRORS, MODELING AND MITIGATION OF SCANNING

GEOMETRY





THE GEOMETRY OF TERRESTRIAL LASER SCANNING

IDENTIFICATION OF ERRORS, MODELING AND MITIGATION OF SCANNING

GEOMETRY

Proefschrift

ter verkrijging van de graad van doctor

aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus prof. ir. K. C. A. M. Luyben,

voorzitter van het College voor Promoties,

in het openbaar te verdedigen op 5 januari 2016 om 12:30 uur

door

Sylvie Shoba SOUDARISSANANE (DIJKSTRA)

Master of Science in Digital Communications
Master of Science in Telecommunications and Signal Processing

geboren te Orléans, France.



Dit proefschrift is goedgekeurd door de:

Promotoren: Prof. Dr. Dr.h.c. ir. P. J. G. Teunissen en Prof. Dr. M. Menenti
Copromotor: Dr. R. C. Lindenbergh

Samenstelling promotiecommissie:

Rector Magnificus, voorzitter
Prof. Dr. Dr.h.c. ir. P. J. G. Teunissen, Technische Universiteit Delft
Prof. Dr. M. Menenti, Technische Universiteit Delft
Dr. R. C. Lindenbergh, Technische Universiteit Delft

Onafhankelijke leden:

Prof. Dr. PEng D. Lichti, University of Calgary
Prof. Dipl. -ing. Dr. techn. N. Pfeiffer, Technische Universität Wien
Prof. Dr. ir. P. J. M. van Oosterom, Technische Universiteit Delft
Prof. Dr. ir. J. Stoter, Technische Universiteit Delft
Dr. H. Ledoux, Technische Universiteit Delft

Keywords: Terrestrial Laser Scanning, scanning geometry, incidence angle, range,
point cloud, quality, error budget, placement algorithm

Printed by: GILDEPRINT

Front & Back: Abstract illustration of the visibility polygons from instruments view-
points.

Copyright © 2016 by S. S. Soudarissanane

All rights reserved. No part of the material protected by this copyright may be reproduced
or utilized in any form or by any means, electronic or mechanical, including photocopying,
recording or by any information storage and retrieval system, without written consent
from the author (sylvie.soudarissanane@gmail.com).

ISBN 978-94-6233-203-4

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

mailto:sylvie.soudarissanane@gmail.com
http://repository.tudelft.nl/


Contents

Contents v

Preface ix

Summary xi

Samenvatting xiii

1 Introduction 1
1.1 Laser scanning: background and applications . . . . . . . . . . . . . . . . . 1
1.2 Factors influencing the point cloud quality . . . . . . . . . . . . . . . . . . . 4
1.3 Scope and limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Research Question . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Methodology in a nutshell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

I State of the art 11

2 Principle of laser scanning 13
2.1 Laser Scanner: What is it? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Laser beam and footprint . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Emission of laser beams and detection . . . . . . . . . . . . . . . . 17
2.1.3 Range determination . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.4 Relation between Cartesian and spherical coordinate systems . . . 22

2.2 Laser Scanning: A technology for surveying and 3D modeling . . . . . . . 23
2.2.1 A typical TLS surveying procedure . . . . . . . . . . . . . . . . . . . 23
2.2.2 Registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 Factors influencing the individual point quality . . . . . . . . . . . . . . . . 28
2.3.1 Instrument and hardware limitation . . . . . . . . . . . . . . . . . . 29
2.3.2 Atmospheric conditions . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3 Object scattering properties . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.4 Scanning geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

v



Contents

II Identification and modeling scanning geometry influence on the
quality of a point cloud 35

3 Quality assessment using planar features 37
3.1 Accuracy and Precision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Planar feature extraction and noise level . . . . . . . . . . . . . . . . . . . . 39

3.2.1 Complexity of algorithms . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Ordinary Least Squares based on normal equations . . . . . . . . . 42
3.2.3 Least Squares Plane fitting based on Homogeneous Equations . . . 45
3.2.4 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . . 47

3.3 Practical assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.1 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.2 Real data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4 Scanning geometry 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Incidence Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Free Space Path Propagation: towards laser range equation . . . . . . . . . 58
4.4 Signal deterioration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4.1 Signal deterioration due to incidence angle . . . . . . . . . . . . . . 62
4.4.2 Signal deterioration due to range . . . . . . . . . . . . . . . . . . . . 63

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5 Total error assessment in practice 65
5.1 3D point cloud analysis in practice . . . . . . . . . . . . . . . . . . . . . . . 66

5.1.1 Segmentation of a point cloud . . . . . . . . . . . . . . . . . . . . . 66
5.1.2 Data representation: Net-view . . . . . . . . . . . . . . . . . . . . . 67
5.1.3 Patch subdivision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.4 Planar features per patch and incidence angle per point . . . . . . 69
5.1.5 Theoretical number of points per Cartesian patch . . . . . . . . . . 69

5.2 Plate experiment measurements . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2.1 Experiment 1: Influence of changing incidence angle on the noise

level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.2 Experiment 2: Simultaneous influence of incidence angle and dis-

tance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Room experiment measurements . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3.1 Measurement set-up and processing steps . . . . . . . . . . . . . . . 76
5.3.2 Isolating the incidence angle effect . . . . . . . . . . . . . . . . . . . 79

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

III Mitigating scanning geometry negative effects on the quality of a
point cloud 87

6 Scanner position planning for full scene coverage 89
6.1 Planning view-points in a scene: available approaches . . . . . . . . . . . . 90
6.2 A simplified 2D Art Gallery approach . . . . . . . . . . . . . . . . . . . . . . 91

6.2.1 From 3D to 2D view-point positions . . . . . . . . . . . . . . . . . . 92

vi



Contents

6.2.2 2D Visibility Polygon . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2.3 Discretized possible view-points in a scene . . . . . . . . . . . . . . 92
6.2.4 Discretized scene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.5 Discretized visibility polygons . . . . . . . . . . . . . . . . . . . . . . 94

6.3 Optimization problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3.1 Incidence angle and range constraint . . . . . . . . . . . . . . . . . 94
6.3.2 Final view-point localization problem formulation . . . . . . . . . . 95
6.3.3 Optimization problem statement . . . . . . . . . . . . . . . . . . . . 97

6.4 TLS placement algorithm: Greedy approach . . . . . . . . . . . . . . . . . . 97
6.5 View-point localization in practice . . . . . . . . . . . . . . . . . . . . . . . 101
6.6 View-point determination results . . . . . . . . . . . . . . . . . . . . . . . . 102

6.6.1 Measurement set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.6.2 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.7 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

IV Critical assessment and future work 107

7 Conclusions and recommendations 109
7.1 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7.1.1 What major factors influence the quality of an individual point in
a point cloud? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7.1.2 How can the quality of an individual point in a point cloud be
assessed? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7.1.3 What is scanning geometry and how does it affect the individual
point quality? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7.1.4 How does the scanning geometry affects the total point cloud qual-
ity in practice? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7.1.5 How can negative effects of the scanning geometry on the point
quality be mitigated? . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7.2 Recommendations and future work . . . . . . . . . . . . . . . . . . . . . . . 112
7.2.1 Research on other influencing factors . . . . . . . . . . . . . . . . . 112
7.2.2 Investigate other TLS models . . . . . . . . . . . . . . . . . . . . . . 113
7.2.3 Propagate point cloud quality to end-products . . . . . . . . . . . . 113
7.2.4 Evaluate measurement biases . . . . . . . . . . . . . . . . . . . . . . 113
7.2.5 Improve view-point placement algorithm . . . . . . . . . . . . . . . 113

7.3 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Bibliography 115

Curriculum Vitæ 129

vii





Preface

“It is good to have an end to
journey toward; but it is the
journey that matters, in the end.”

Ernest Hemingway

This great (long) journey comes to an end ... and what a journey!

It all started with a phone interview that took place when I was in a train to go to
Stockholm during the cold winter of 2006. From that moment on, I knew this journey
was going to be the most amazing experience of my life. And I can say it now .. it is
really the most amazing! In March 2007, I started my PhD studies at TU Delft, The
Netherlands, right after successfully defending the thesis of my second MSc degree in
Chalmers University of Technology, Sweden. I was young, and not yet ready to start a
career in a company as an engineer. I wanted to stay in the academic world. I knew
there was still a lot for me to learn. This PhD study not only taught me a great deal on
Laser Scanners and error budgeting, but also a lot on a personal level. Throughout my
studies I traveled around the world to gain knowledge in my field and extend my network.
The results of the research of my PhD during the few years that passed since this phone
interview are described in this booklet. I am proud to share the knowledge I gained in
such a concise way.

The journey to the completion of my PhD was not the most straightforward and easy.
Many people have made a contribution to this thesis, directly and indirectly, which enabled
me to successfully finish this work. I am sincerely grateful to all of them.
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ix



Preface

I also want to thank my promotor Prof. Dr. Peter Teunissen. I was able to pursue my
research with great freedom, with not so many objections from him. He often challenged
me with difficult questions that made me think for a long time. His undoubted knowledge
on Least-Squares and adjustment theory was valuable to my research. Peter, thank you.

I am also thankful to ’hidden helpers’, as Rebeca Domingo and Lidwien de Jong. They
arranged all the administrative paperworks seamlessly, and all the multiple extension con-
tracts of my PhD. Of course, I wish to also thank all my (PhD) colleagues with whom I
shared nice coffees and lunch breaks, the list is very long so I only mention a few here:
Jochem, Corne, Kourosh, Elena, Prabu, Joana, Ali, Mahmut, Gert-Jan, Freek. Thank
you all for making these few years as a PhD student so pleasant and fun!

A big thank you to all my friends here and there around the world, who followed my journey
with the same passion as I did: Jean-Sebastien, Berenice, Lionel, Astrid, Helen, Thomas,
Bas, Calvin, Jelmer, Care. Thank you for hearing all my complaints and supporting me
in my quest for the diploma.

Without the unconditional love and support of my parents, I would never have been able
to be who I am now. Thank you Maman and Papa for believing in me and for supporting
me, no matter what. At the end, I almost reach this dream I always had ... BAC+19!
Thank you for sacrificing everything you had so we could grow and reach out for the best.

To my beloved kids Lakshmi and Sanjay, who spent most of their ’mama-dag’ at the
creche, while I was working at the university: sorry that I didn’t spend that much time
with you, and thank you for being such treasures. Je vous aime.

The last person I would like to thank, is the most important person in my life. Arne,
my best friend, soul-mate and love, thank you for your love and support during all these
years. You lived this PhD journey as intensely I did. You were always able to cheer me up
when I felt down. You sacrificed so much and gave me everything you could so I could
complete this PhD. Thank you my dear love.

x



Summary

Over the past few decades, Terrestrial Laser Scanners are increasingly being used in a
broad spectrum of applications, from surveying to civil engineering, medical modeling
and forensics. Especially surveying applications require on one hand a quickly obtain-
able, high resolution point cloud but also need observations with a well described quality,
from which it is possible to reliably derive the quality of the end-product. As any mea-
surement, TLS scans are subject to measurement noise. Currently, the manufacturers
provide documentation containing only global technical specifications including precision
of measurements performed on reference surfaces under laboratory conditions.

After brief introduction of the principal of Laser Scanning, in this thesis an overview
of the major quality influencing factors is provided, grouped in four main categories: (i.)
scanner mechanism, (ii.) atmospheric conditions and environment, (iii.) object properties
and (iv.) scanning geometry. In many cases, the user has limited control on the scanner
mechanism, the atmospheric conditions or the object properties. The only factor on which
the user has control on is the scanning geometry, as the user determines the scan location
and thereby the view-point of a point cloud. This dissertation presents the research on
the influence of scanning geometry on the point cloud quality. This thesis proposes a
theoretical study of the scanning geometry effects on individual point quality, as well as
practical assessments.

The impact of scanning geometry on individual point quality is analyzed, based on local
planar features. The quality investigated in this thesis relates to the random errors or
precision of individual points and does not deal with systematic errors or biases. Different
planar fitting techniques are presented and compared. The quality of each local fit is
described using a Least Squares estimation. The main quality describers used in this work
are presented for each method.

By using these quality describers, the influence of the scanning geometry on the point
quality is characterized both quantitatively and qualitatively. The scanning geometry is
defined using two parameters: the incidence angle and the range. The incidence angle
is defined as the angle between one laser beam vector and the normal vector to the
surface. The range is defined as the distance between the scanner and the surface. It
is shown that and how the received signal strength of the measurements decreases with
increasing incidence angle and range. The presented approach allows the quantification
of the contribution of noise induced by the scanning geometry, based solely on point cloud
data. No additional or external measurements are needed. The contribution of the two
scanning geometry parameters on the point quality has been quantified using contribution
coefficients.

The effect of scanning geometry on the point quality is quantified and tested on a reference

xi



Summary

test board and two point clouds sampling a standard room. It is shown that the theoretical
models developed are consistent with this experimental assessment. It is shown that it is
possible to reduce the total error of the measurements by placing the scanner at another
position in the room, which is not necessarily an obvious position.

Inspired by these results, a new method that determines near optimal view-points in a
scene based on terrestrial laser scanner capabilities is presented. Using a simple approach,
an improvement of the measurement set-up can be easily achieved using a small amount
of computation, memory and time.
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Samenvatting

De laatste decennia worden terrestrial laserscanners steeds vaker toegepast in steeds meer
toepassingen. Van landmeting in de civiele techniek tot gebruik voor medische en foren-
sische doeleinden. Met name landmeetkundige toepassingen vragen aan de ene kant om
een snel verkrijgbare, hoge resolutie puntenwolk, maar aan de andere kant om waarne-
mingen met een goed gedocumenteerde kwaliteitsbeschijving die het mogelijk maakt ook
de kwaliteit van afgeleide producten te beschrijven. Zoals elke meting, zijn ook laser
scans onderhevig aan meetfouten. Momenteel verstrekken producenten slechts algemene
technische specificaties, gebaseerd op metingen verricht op referentievlakken onder labo-
ratorium condities.

Na een korte introductie van de beginselen van laserscannen, geeft dit proefschrift een
overzicht van de belangrijkste factoren die de kwaliteit van een scan beïnvloeden. Dit
overzicht is onderverdeeld in vier groepen: (i.) mechaniek van de scanner, (ii.) atmos-
ferische condities en de omgeving, (iii.) eigenschappen van het object en (iv.) scange-
ometrie. In de meeste gevallen kan de gebruiker slechts beperkt invloed uitoefenen op
het mechaniek van de scanner, de atmosferische condities of de eigenschappen van het te
scannen object. De enige factor die de gebruiker wel kan beïnvloeden, is de scangeometrie,
doordat de gebruiker de opstelplaats van de scanner bepaald en daarmee de positie van de
scanner ten opzichte van de te scannen objecten. Dit proefschrift presenteert het onder-
zoek dat is verricht naar de invloed van de scangeometrie op de kwaliteit van de verkregen
puntenwolk. Dit onderzoek beschrijft de theoretische effecten van de scangeometrie op
de kwaliteit van individuele punten, en verifiëert deze effecten in de praktijk.

De invloed van de scangeometrie op de kwaliteit van een individueel punt wordt geanal-
yseerd op basis van de lokale eigenschappen van het gescande oppervlak. De kwaliteit
die in dit proefschrift onderzocht wordt, heeft betrekking op zogenaamde toevallige meet-
fouten en niet op systematische meetfouten. Verschillende methodes voor het schatten
van vlakken worden gepresenteerd en met elkaar vergeleken. De kwaliteit van elke lokale
schatting wordt beschreven met behulp van kleinste kwadraten.

Door het gebruik van deze kwaliteitsaanduidingen wordt de invloed van de scangeometrie
op de kwaliteit van de puntenwolk getypeerd, zowel kwantitatief als kwalitatief. De
scangeometrie wordt gedefinieerd op basis van twee parameters: de invalshoek en het
bereik. De invalshoek wordt gedefinieerd als de hoek tussen de vector van de laserstraal
en de normaalvector van het oppervlak. Het bereik wordt gedefinieerd als de afstand
tussen de scanner en het oppervlak. Er wordt aangetoond dat en hoe de terugontvangen
sterkte van het meetsignaal afneemt wanneer de invalshoek en het bereik toenemen.
De gepresenteerde aanpak maakt het mogelijk de invloed van de scangeometrie op de
meetonnauwkeurigheid te kwantificeren. Deze aanpak is uitsluitend gebaseerd op de data
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Samenvatting

verkregen uit de puntenwolk. Additionele metingen of metingen met andere instrumenten
zijn daarbij niet nodig. De invloed van de twee parameters op de kwaliteit van de punten
wordt gekwantificeerd door middel van twee specifieke coefficienten.

Het effect van de scangeometrie op de kwaliteit van de punten wordt gekwantificeerd en
getest op puntenwolken verkregen door het scannen van een testopstelling en een stan-
daard kamer. Er wordt aangetoond dat de ontwikkelde theoretische modellen overeenkomen
met de verrichte experimenten. Er wordt ook gedemonstreerd dat het mogelijk is de totale
meetfout te reduceren door de scanner op een andere, niet altijd voor de hand liggende
locatie in de kamer te plaatsen.

In navolging van deze resultaten wordt een nieuwe methode gepresenteerd waarmee bijna-
optimale scanlocaties in een ruimte kunnen worden bepaald, afhankelijk van de prestaties
van de gebruikte laserscanner. Door het volgen van een eenvoudige methode kan gemakke-
lijk een betere meetopstelling worden verkregen, zonder dat hier veel rekenkracht en
rekentijd voor nodig is.

xiv
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1
Introduction

“Those who know, do. Those that
understand, teach.”

Aristotle

1.1 Laser scanning: background and applications

Traditional geodetic surveying instruments such as e.g. total station theodolite and Global
Navigation Satellite System (GNSS) provide the acquisition of 3D coordinates of an object.
However, these commonly used techniques often provide single measurements with a
relatively slow acquisition process, and are often very limited in the range of applications.
For instance, GNSS techniques cannot be used in indoor surveys as a clear visibility of
satellites is required. When using a theodolite, the measurement of a fixed prism in the
scene is required to obtain a precise measurement.

Light Detection And Ranging (LiDAR) systems such as Terrestrial Laser Scanners (TLS)
are remote sensing systems that determine the distance to an object by analyzing a laser
light return on an object’s surface. This new generation surveying technique allows for
extremely rapid acquisition of large amounts of 3D coordinates of objects’ surfaces, with
an unprecedented level of precision. A TLS makes possible to remotely survey areas that
are complex or inaccessible to traditional surveying techniques.

Within a matter of minutes, a TLS mounted on a tripod captures the relative position
of objects’ surfaces in its line of sight as a 3D point cloud consisting of millions of
(x y z) points and their respective intensity value i . In the past decade, this technology is
increasingly being used in various engineering fields, see Table 1.1. However, the actual
quality of a 3D point cloud is often not known. A variety of products are derived from

1



Chapter 1. Introduction

3D point clouds. The quality of these derived products depends on the quality of the
acquired point clouds.

Civil Engineering

Infrastructure (bridge, road, building, indoor/outdoor,
pipelines ...)
Renovations (modification, additions, removal ...)
3D City models
Deformation analysis (tunnels, bridges, dikes,
buildings, ...)

Medical Engineering
Deformation analysis of body parts before/after
surgery
Orthodontia, prosthesis reconstructions and implants

Forensics Crime scene documentation

Mechanical Engineering
Robotic control (scene scan for next position
determination, indoor/outdoor navigation ...)
Small mechanical parts quality control

Remote sensing
Deformation analysis (erosion, deposit of sediments,
nature as forest, beach, ....)
Change detection
Classification

Film and game industry 3D models of real life objects for animation

Archeology
Archive scanning (Historical monuments and cultural
heritage preservation/documentation ...)
3D visualisation models of archaeological sites

Table 1.1: Examples of Terrestrial Laser Scanning applications.

Two different measurement techniques are currently available [85, 44, 126], which basically
use pulse or phase based measurements. An example of a laser scanner is shown in Fig. 1.1.
A TLS is typically composed of two main parts: a rotating motor and a rotating mirror.
The combination of two rotating elements enables the acquisition of panoramic views.
In the case of the FARO LS880 as shown in Fig. 1.1(a), the head motor rotates 180◦

horizontally and the mirror motor rotates 180◦ vertically. The resulting point cloud covers
almost 360◦ in both horizontal and vertical directions in the spherical domain.

At each horizontal angular rotation step, the mirror rotates with a regular vertical angular
step and deflects laser beams towards a defined direction. The return of each laser ray
that hits the surface of an object is measured in the direction of the emitted beam, as
shown in Fig. 1.1(b). This way of measuring the position of an object surface provides
huge amounts of data within a very short period of time. For instance, the TLS FARO
LS880 captures about 125000 points per second. The resulting point cloud is usually
given in unorganized, i.e. not gridded, Cartesian coordinates. This particular scanner can
be upgraded with a single-lens reflex (SLR) camera to enable the coloring of its point
clouds. The software tool provided by the manufacturer corrects as much as possible
the parallax and matches pixels obtained from the camera to the individual points in the
3D point cloud. Nowadays TLSs have integrated cameras located as close as possible to
the laser emitting unit, which make the acquisition of colored point clouds very easy and
almost seamless.
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1.1. Laser scanning: background and applications
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Figure 1.1: Terrestrial Laser Scanner example and principle.

The terrestrial laser scanning technology is increasingly being used for representing and
analyzing 3D objects in a wide range of surveying applications. One of the main applica-
tions of the terrestrial laser scanner is the visualization of 3D objects. The range of such
3D objects is extremely wide, going from a simple pipe in a oil rig to an entire city model.
The TLS portability, combined with its ease of use, makes the number of applications
that make use of TLSs growing fast.

An example of a 3D point cloud is shown in Fig. 1.2. In this view, the (x, y, z) points
are colored following the intensity values i (0 to 1) measured by the TLS, and rendered
following a custom RGB colormap to facilitate a better visualization. The TLS captures
surfaces in its line-of-sight, which results in occluded areas, as shown in Fig. 1.2. In this
example, one inevitable occlusion is shown: the TLS itself. Indeed, the scanner cannot
scan surfaces right underneath itself as the head motor and tripod are always obstructing
the view of surfaces located below the scanner. This obstruction is shown in Fig. 1.2
as the big occlusion circle on the floor. As another occlusion example, in Fig. 1.2, the
person standing acts as an obstacle obstructing the view towards the containers in the
background. Surfaces not in the direct line-of-sight of the TLS from one view-point can
often be captured from a different view-point where they become visible to the TLS.
As the full measurement of a scene is not instantaneously captured, moving objects are
captured as-is at the moment a laser ray hits their surface, as shown in Fig. 1.2. In this
example, a person was walking in the same direction as the TLS was rotating horizontally,
which affects the shape of the person captured on the scan.

Especially surveying applications require on one hand a quickly obtainable, high resolution
point cloud but also need observations with a known and well described quality, from which
it is possible to reliably derive the quality of the end-product. A TLS is a very handy
tool when modeling and monitoring man made structures like buildings, bridges, road
infrastructures or tunnels, but also natural structures like trees, beaches or shallow water
environments. As an example of use, to investigate the scale of morphodynamic changes
affecting the beach topography, an experiment was designed to quantify sand transport
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Moving Object

Occlusion
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Figure 1.2: Example of a 3D point cloud obtained with a TLS FARO LS880.

as shown in Fig. 1.3. The experiment took place at a sandy beach about 15 km south of
the city of The Hague in The Netherlands, at a location called Vlugtenburg. As shown in
Fig. 1.3(a), at approximately 100 m from the high water line, a screen (10 m long and 1 m
high) was erected. The topography was measured with the terrestrial laser scanner Faro
Photon 120 during a period of 88 hours [99] as shown in Fig. 1.3(b). Various analyses of
the point clouds were performed among which the sand volume changes per cubic meter
as shown in Fig. 1.3(c).

1.2 Factors influencing the point cloud quality

As any measurement, TLS scans are subject to measurement noise. Currently, the manu-
facturers provide documentation containing only global technical specifications including
precision of measurements performed on reference surfaces under laboratory conditions
[85, 44, 126].

In practice, the scanning process can be affected by many influencing factors as shown in
Fig. 1.4, which can be grouped in the following four main factors: (i.) scanner mechanism,
(ii.) atmospheric conditions and environment, (iii.) object properties and (iv.) scanning
geometry.

(i.) Scanner mechanism. This includes the hardware components misalignments, cal-
ibration, settings and the variations of the emitted laser beam properties and its
detection process.

(ii.) Atmospheric conditions and environment. This incorporates the errors related to
atmospheric conditions, e.g. humidity, temperature, and pressure variation. It also
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(a) Experiment setup: sand particles transported
towards the plastic screen and the wooden house
protecting the terrestrial laser scanner Faro Pho-
ton 120.

(b) Typical scanning geometry of a screen scan,
point cloud colored with intensity, with the paper
target locations and their respective baselines in
red.

(c) Changes in volume in m3 per grid cell between scan
53 at hour 48.3 and scan 20 at hour 16.

Figure 1.3: Eolian beach sand transport monitored by TLS.

takes into account the presence of ambient lighting in the scene, e.g. total darkness,
artificial light or natural sunlight. The scanning environment is also taken into
account, e.g. indoors, outdoors.

(iii.) Object properties. This influencing factor refers to the surface properties, e.g. re-
flectivity and roughness of the surface material with respect to the wavelength of
the scanner.

(iv.) Scanning geometry. This influencing factors deals with the placement of the TLS
relative to the location and orientation of the scanned surface, which determines
the local incidence angle, the local range and the local point density of the laser
points sampling the surface.

Additionally, automatic post-processing often realized during the capture, e.g. removing
or filtering points according to a criterion, may also affect the quality of the overall point
cloud. Further processing steps such as registration, segmentation or change detection will
all profit from a sound quality description that allows for appropriate error propagation.
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Figure 1.4: 3D point quality influencing factors. A single laser beam is depicted traveling through
some atmospheric and environmental conditions and hitting the surface of an object at a distance
ρ and incidence angle α from the TLS.
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Figure 1.5: Example of two placements of a TLS in one room. Net-view of Cartesian patches of
20×20 cm colored with noise level per patch.

As a result, the noise level in a point cloud is different for every single point. To illustrate
this, the example of a simple room is shown in Fig. 1.5, which is further discussed and
analyzed in Chapter 5. The net-view of the acquisition of the room from two different
view-points is shown, one in the center of the room and another one in the corner of
the room. The points in each point cloud are first divided into small patches of 20×20

cm. A noise level per patch is derived by using planar fitting techniques. It is seen that
by considering the same room, scanned with the same instrument at almost the same
time (about 20 minutes apart), but from different view-points, the quality of the obtained
point clouds is different.
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1.3 Scope and limitations

All the presented factors influence the measurement of individual points, by possibly
adding noise or distorting the intensity and shape of the emitted signal. To characterize
the effects of the scanner mechanism on the point quality, the user should perform a
thorough instrument calibration procedure, which is often costing a lot of time and is
often not an easy procedure to follow. The calibration is most likely to be performed in
near laboratory conditions, by means of reference objects like special coated calibrated
surfaces or reference targets. In most engineering projects, the instrument is assumed to
be properly calibrated and stable during a longer period of use. The TLS is assumed to
be usable as-is and measures the surroundings following the specifications provided by the
manufacturer.

The atmospheric and environmental conditions of the measurement set-ups are often very
hard factors to regulate and predict. The user has very little or no control on this factor.
The impact of this factor on the measurement quality can however become problematic
for the acquisition process itself under extreme circumstances e.g. rain or very cold/hot
temperatures as the TLS has physical measurement limitations. For instance, water
droplets in rain or fog affect the laser beam light properties which results in wrongly
measured points. Using the scanner in a too cold or too warm environment with respect
to the specifications given by the manufacturer is not advised. However, some projects still
require the acquisition of 3D point clouds under those extreme conditions, e.g. deformation
monitoring on wet sandy beaches all year long, or historical monument mapping in a high
ambient temperature.

The object properties are also an influencing factor on which the user has very little or
no control. There exists coating sprays which cover the outer surface of an object with
calibrated material such as Spectralon coating. In this way, specular surfaces such as
objects made of glass or mirror-like metal, could be better scanned as the reflection on
coated surface becomes more diffuse. However in practice, in most of the cases it is not
possible to modify the material properties of an object. When scanning an old church for
instance, the user cannot spray coat the entire building before scanning it.

In many cases, the user has limited control on the scanner mechanism factor, the atmo-
spheric factor or the object properties factor. The only influencing factor on which the
user has control is the scanning geometry, as the user determines the scan location and
thereby the view-point of a point cloud. This dissertation presents the investigation of the
identification, modeling and mitigation of one major point cloud quality influencing factor:
the scanning geometry. This thesis proposes a theoretical study of the scanning geome-
try effects on individual point quality, as well as practical assessments of the developed
contribution models.

In 2006, TU Delft acquired a laser scanner of its own: a FARO LS880. Most of the results
presented in this thesis are based on scans obtained with this scanner. The focus of this
thesis is placed on phased based scanners, although most of the theory presented here is
applicable to most types of TLSs.
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to achieve final products of a well-described good quality?
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individual point in a point cloud?

Chapter 2

How can the quality of an individual point in 

a point cloud be assessed?

Chapter 3

What is scanning geometry and
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Introduction
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Critical assessment and future work
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Figure 1.6: Diagram of the thesis outline and the subquestions answered per chapter.

1.4 Research Question

The main research question of this dissertation reads as follows:

How to incorporate measurement geometry in scanning proto-
cols to achieve final products of a well-described good quality?

The following subquestions are derived from the main research question:

(1.) What major factors influence the quality of an individual point in a point cloud?

(2.) How can the quality of an individual point in a point cloud be assessed?

(3.) What is scanning geometry and how does it affect the individual point quality?

(4.) How does the scanning geometry affect the total point cloud quality in practice?

(5.) How should a scanning survey be effectively planned?
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1.5 Methodology in a nutshell

The investigation of the influence of the scanning geometry on the point cloud quality
follows four main modules:

(i.) Identification. The major influencing factors on the point cloud quality as presented
in Sec. 1.2 are investigated. The global impact of influencing factors on existing
post-processing methods is presented in Chapter 2. The point cloud quality is being
defined by using planar fitting methods as shown in Chapter 3.

(ii.) Modeling. The scanning geometry is first defined as being the range and incidence
angle to the surface of an object in Chapter 4. A general approach to modeling
negative effects due to the scanning geometry is provided based on planar features
defined in Chapter 3.

(iii.) Quantification. The models of incidence angle and range are applied in real-life cases
in Chapter 5. The quantification of the total errors is presented in a controlled set-
up as well as a regular indoor room. The total error is significantly changing by
moving the scanner from one view-point to another.

(iv.) Mitigation. A method is presented to determine necessary view-points that cover 2D

areas of interest with a small number of view-points based on the floor plan of the
area of interest in Chapter 6. The negative effects of scanning geometry presented
in Chapter 4 are incorporated into this method as constraints. From those view-
points, the area of interest is being fully covered given a maximum allowed range
and incidence angle.

1.6 Thesis organization

An overview of the thesis organization and the relation of the chapters to the subquestions
is presented in Fig. 1.6. The state of the art and general background on laser scanning
is presented in Chapter 2. In this chapter, the principles of laser scanning as the range
determination process and typical surveying procedures are presented. Major point cloud
quality influencing factors are also presented. In Chapter 3, the assessment of the quality
of a point cloud is presented using planar features. After presenting the propagation of er-
rors of individual points, several planar fitting methods are presented. Chapter 4 proposes
a definition of the scanning geometry and its implications on the amount of received signal.
It also provides an approach that allows to quantify the contribution of noise induced by
the scanning geometry, based only on point cloud data. The application of the proposed
models is presented in Chapter 5, where real-life point clouds are analyzed. Chapter 6
presents an original method to determine near optimal view-points in a scene based on
terrestrial laser scanner capabilities. The view-point of the laser scanner are determined
such that the negative impact of scanning geometry on the point quality is minimized
as much as possible. Chapter 7 concludes the thesis and provides recommendations on
future work remaining to achieve a full error budget of Terrestrial Laser Scanning.
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Principle of laser scanning

“Le savant doit ordonner ; on fait
la science avec des faits comme
une maison avec des pierres ; mais
une accumulation de faits n’est pas
plus une science qu’un tas de
pierres n’est une maison.”
“The Scientist must set in order.
Science is built up with facts, as a
house is with stones. But a
collection of facts is no more a
science than a heap of stones is a
house”

Henri Poincaré, Science and
Hypothesis

Laser scanning is a remote sensing technology that allows 3D measurements of real-world
objects. Distance measurements using laser light have already been in use since the 1970’s
[84]. However, the range determination methods used at that time were very expensive,
unreliable and often realized on small-scale objects. Laser scanning technology became
popular in the late 1990’s thanks to the advances made in the field of computer sciences,
notably the increase of data storage and processing capabilities, as well as more reliable
and accurate range measurement techniques [62, 87]. These advances resulted in better
laser scanners, with unprecedented acquisition time and large spatial coverage.

In this chapter, the following research question is investigated and answered:
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Chapter 2. Principle of laser scanning

What are the major influencing factors on the
quality of an individual point in a point cloud?

First, the principles of laser scanning will be introduced, followed by a presentation of
typical applications of this technique. An overview of influencing factors on the individual
point quality is given at the end of this chapter.

2.1 Laser Scanner: What is it?

A terrestrial laser scanner (TLS) provides a 3D point cloud of the surroundings by deter-
mining the position of visible surfaces using the reflection of laser light. Several types
of laser scanners are in use and each have strengths and weaknesses depending on the
application. The three main scanners in use are the triangulation-based scanners, the
time-of-flight scanners and the phase-based scanners [161].

Detailed modeling and precise surface measurements are achieved using the so-called tri-
angulation method, implemented in for example hand-held laser scanners or triangulation
3D scanners using single or double CCD cameras. Triangulation based scanners provide
very accurate measurements, in the order of tens of micrometers. This method is however
only applicable to small surface areas (in the order of centimeters size objects to few me-
ters) and at close ranges (in the order of one to few meters). As this method is restricted
in terms of object size and range to the object, and because the usual measurement
set-up is far more complex for this method than for the two following methods presented
in this thesis, the triangulation method is further not discussed. More references can
however be found, on calibration of scanners that implement this principle [135, 163] and
on applications on cultural heritage documentation [37, 16].

Time-of-flight of a laser pulse is a broadly used method, both in airborne and terrestrial
laser scanning. Time-of-flight scanners emit a narrow laser beam pulse in a known direc-
tion and measure the backscattered signal reflected by the object surface. As depicted
in Fig. 2.1, by determining the round-trip time of the emitted pulse, it is possible to
determine the distance to an object in a known direction. This technique allows to scan
objects over a larger range of distances, from few meters to kilometers. The maximum
measurement rate depends on the user defined maximum distance. Indeed, the pulse
travel time increases with increasing distance to the object. The scanner must wait for
the return of the pulse, or for a time-out before sending out another pulse. Higher scan-
ning distances involve higher waiting times, and therefore lower measurement rate. For
longer distances, the acquisition time of the time-of-flight technique is relatively high.
The 3D point accuracy achieved with this method is dependent on the accuracy of the
round-trip time determination [74, 75], and is reported for example by Faro [44], Riegl
[126] and Leica [85] to often be in the order of some millimeters.

In the past ten years, another type of scanner has been increasingly used: the phase-
shift laser scanners. The principles of measurements are very similar to the time-of-
flight scanners. Phase-based scanners emit a continuous amplitude modulated wave,
often modulated with a combination of several different wavelengths. Among others,
the shortest wavelength determines the precision that can be achieved and the longest
wavelength defines the ambiguity of the measurements. As depicted in Fig. 2.1, the
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Figure 2.1: Distance measurement principle of time-of-flight laser scanners (top) and phase
based laser scanners (bottom).

distance to an object is determined by measuring the phase shift between the emitted
signal and the received signal. Because the phase-based laser scanners emit a continuous
wave, it enables greater measurement rates [85, 44]. Moreover, phase-based scanners
achieve slightly better measurement precision, mostly due to the multiple wavelength
amplitude modulation and more accurate phase shift determination.

2.1.1 Laser beam and footprint

The common feature of all laser scanners is the laser light and the determination of
a distance from the reflection of the light on an object surface. In general, the laser
beam is assumed to have an ideal Gaussian intensity distribution, which means that the
energy is normally distributed across the beam [68, 3]. This assumption approximates
the laser light propagation to an ideal plane light wave propagation, which corresponds
to a fundamental Transverse Electromagnetic Mode TEM00. Due to diffraction, the laser
beam tends to diverge as it propagates away from the emitter. The propagated beam
first expands from a minimum beam width w0, commonly known as the beam waist, see
Fig. 2.2(a). For longer propagation distance (i.e. z →∞), the laser beam asymptotically
approaches a cone of beam divergence γ0 as defined in Eq. (2.1).

γ0 =
λ

πw0
(2.1)

where λ denotes the wavelength of the laser light.

The radius w (z) of the laser beam after the emission is given as a function of the distance
propagated z, the wavelength of the laser light λ and the beam waist w0, as shown in
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Eq. (2.2).

w (z) = w0

√

√

√

√1+

(

λz

πw2
0

)2

(2.2)

The beam divergence of the Gaussian beam becomes relatively high for larger distances,
and cannot be neglected. A larger beam radius results in larger footprint on the surfaces
to be measured. Laser scanners aim at a smaller footprint, which enables a better mea-
surement of the object surface. As an example, consider a laser source of typical beam
waist size of w0 = 0.34 mm and wavelength λ= 785 nm. The resulting beam divergence is
equal to γ0 = 0.83 mrad. At a distance of z = 50 m, the radius of the laser beam becomes
w (50) = 41.6 mm. The convenience of the assumption of a Gaussian intensity profile is
that the beam’s intensity profile remains Gaussian after refraction of optical devices. For
this particular application, the emitted laser beam is first expanded, then collimated by
means of lenses and other optical elements, resulting in a coherent, directional and low-
divergent laser beam, as depicted in Fig. 2.2(a). The beam divergence γ and the beam
diameter after collimation d0 are often calibrated and provided by the manufacturer of
the laser scanner.

The footprint is defined as the intersection area between a surface and the laser beam.
The shape of the footprint varies with two factors: i) the topography or shape of the
surface, e.g. planar, spherical, ii) the scanning geometry, i.e. the angle at which the laser
beam hits the surface. The local geometry depends on the distance and the orientation
of the scanned surface, relative to the position of the scanner. The beam diameter d (z),
after collimation, is given as in Eq. (2.3). It also defines the diameter of the footprint of
a laser beam hitting perpendicularly on a flat surface.

d (z) = d0 +2z tan
(

γ
)

(2.3)

Using the same laser source as described in the previous example, a collimated laser beam
with a given beam divergence of γ= 0.16 mrad and a beam diameter at the exit of the
collimator of d0 = 3 mm results in a beam radius size of d (50) /2 = 9.5 mm at a distance
of z = 50 m.

When beams are emitted on surfaces that are slanted with respect to the laser source
and when assuming that the surface is planar relative to the size of the footprint, the
resulting footprint is elongated, as depicted in Fig. 2.2(b), and is defined as an ellipse
often described by its major axis dM (z) and minor axis dm (z), as given in Eq. (2.4) [140].























dM (z) = d0 +2z
sin

(

2γ
)

cos(2α)+cos
(

2γ
)

dm (z) = d0 +2z
sin

(

2γ
)

cos(α)
(

1+cos
(

2γ
))

(2.4)

where z is the distance of the planar surface to the origin, α is the incidence angle of
the laser beam with respect to the surface and γ is the beam divergence after collimation.
The footprint elongation dM (z) increases for larger ranges at higher incidence angles, as
seen in Fig. 2.3.
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Figure 2.2: Gaussian beam propagation and footprint shape. (a) Gaussian beam propagation
expanded and collimated resulting in a coherent, directional and low-divergent laser beam. The
beam waist w0 is represented at the propagation distance z = 0 m. w (z) represents the expansion
of the emitted Gaussian beam, with beam divergence γ0. d0 defines the laser beam diameter
at the exit of the collimator. For longer propagation distance (i.e. z →∞), the laser beam after
collimation asymptotically approaches a cone of angular radius γ. (b) A laser beam hitting
perpendicularly a surface placed at a distance z from the source results in a circular footprint of
diameter d . A beam hitting a surface at an incidence angle α yields in an ellipsoidal footprint,
defined by its major axis dM and minor axis dm .

2.1.2 Emission of laser beams and detection

A laser scanner is an opto-mechanical measurement system, meaning that the laser beam
after collimation is deflected on a set of mirrors towards a defined direction. The laser
light being the carrier signal, in most of the current TLS systems, the emitted laser
signal and the received echo of that signal are considered to determine the range to an
object’s surface. The point cloud acquisition process depends on the TLS in use. Different
deflection mechanisms are currently in use, which produce different point cloud patterns
and involve different detection systems.

Some mechanisms can scan bidirectionally (front and back), by using for example a
rotating mirror, as shown in Fig. 2.4. In the case of a rotating mirror, the emitted beam
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Figure 2.3: Footprint size increases with increasing range and increasing incidence angle.

is deflected 90◦ on the rotating mirror. The rotating mirror is inclined 45◦ and rotates by
means of a motor which partially defines the resolution of the point cloud [88]. A slower
mirror rotation combined with a high laser beam emission rate results in a large number
of points per unit area. In the same way, a faster rotation of the mirror results in less
points measured per unit area.

The mirror rotates at a defined speed, which defines the vertical angular step ∆ϕ between
each laser beam emitted. A full rotation of the mirror results in a plane of beams regularly
spaced with ∆ϕ over 360◦, perpendicular to the emitted beam after collimation. These
type of line scanners are used to measure profiles of objects, or can be integrated in a
mobile mapping system.

By adding a motor to the scanning head that rotates in the horizontal plane at a defined
speed, a horizontal angular step ∆θ is added, which provides the third dimension to the
point acquisition. By rotating in both horizontal and vertical directions, the laser scanner
can acquire a spherical 3D point cloud of the surroundings, ideally with 360◦ ×360◦ of
field of view. In practice, the field of view of such a scanner is limited by the obstruction
due to the fixation of the laser head on a tripod, usually of a cone of around 20◦. In
most laser scanning systems, the orientations of both the mirror and the scanner head are
registered using angle encoders, which measurement accuracy can be up to 1 arcsecond.
Other deflection systems can be used, e.g. multi-facets mirrors, prisms, oscillating mirrors,
glass fibers. As extensive literature is already available on each specific system [168, 115],
such as ALS systems [12, 165] and TLS systems [52], they will not be presented in this
thesis.

The laser beam after deflection travels towards a defined direction through the atmosphere
and bounces on objects surfaces that are present in the beam direction. In addition to
coordinates, for each point in the point cloud an intensity value is provided. Depending
on the object surface reflectance properties, a fraction of the emitted signal will scatter
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Figure 2.4: Scanning mechanism: deflection of emitted laser light and received signal on sets of
mirrors. The emitted beam is split using a beam splitter. A part is directed towards a direction,
and the other part is used as reference. The difference between the reference and the echo signals
define the distance to the surface.

back to the laser scanner. This intensity value represents the amount of light received
back at the scanner relative to amount of emitted light. The intensity value is often an
uncalibrated product. According to the manufacturers of laser scanners, the original inten-
sity values are rescaled such that the final values correspond to the perceptual sensitivity
of a human eye. In this way, an intensity ’image’ of a scan is produced that resembles a
well-balanced black and white photo of the scanned scene. The intensity measurement
has been well studied in many different fields of work [2, 116, 117, 114]. Many studies
focus on correcting the intensity value [65] to make use of it in further calibration or post
processing [69, 70, 71].

The strength of the signal received back at the scanner depends on the scattering behavior
of the surface. Six main types of reflectivity are distinguished, as illustrated in Fig. 2.5.
Specular reflection occurs on a mirror-like smooth surface: light from a single incoming
direction is reflected into a single outgoing direction. In contrast to the specular reflection,
Lambertian reflectance appears when the surface scatters the light diffusely in all directions
[124]. In practice, the scattering behavior of a surface is often described by mixed models
as the Minnaert model or the Henyey-Greenstein model that both result from combining
the Lambertian with the specular model depending on the surface properties. Real surfaces
are often more complex than these models. The anisotropy of the scattering as well as
the surface roughness must be taken into account for each specific type of surface. An
empirical model can be derived for a particular surface by analyzing it under all possible
incidence angles.

The spreading of light that is reflected by a surface is described by the Bidirectional
Reflectance Distribution Function (BRDF) that gives the ratio between the incoming and
outgoing radiance [124]. As depicted in Fig. 2.6, a laser beam of radiation of flux density
F (power crossing the unit area normal to the propagation direction) hits the surface at an
incidence angle i and an azimuthal angle αi . The irradiance or the total incident emitted
power per unit area E at the surface is given by E = F ·cos (i ). The radiance or the
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Figure 2.5: Different surface scattering models.[124]

total incident reflected power per unit area of the scattered radiation in direction (r,αr )

is denoted as L. The BRDF describes the physical reflection properties of the surface and
it is defined as the ratio of the directional reflected radiance to the directional incident
irradiance in Eq. (2.5):

BRDF (i ,αi ,r,αr ,λ) =
L(i ,αi ,r,αr ,λ)

E (i ,αi ,λ)
(2.5)

F
L

N

i
r

αi

αr

Figure 2.6: Reflection geometry of a laser beam on a surface for the definition of the BRDF .

A photodetector in the receiver unit detects the backscattered signal, which is then am-
plified and further analyzed to determine the distance.
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2.1.3 Range determination

A laser scanner is a Light Detection And Ranging (LiDAR) system. The laser light is
transmitted, either modulated as a pulsed wave or as a continuous wave with a predefined
set of wavelengths. The laser beam after collimation is often split in two beams by means
of a beam splitter as seen in Fig. 2.4. One beam is sent towards the sets of mirrors, the
other beam is sent to the receiver unit. By comparing the original emitted signal and
the received echo, the distance to a surface can be determined. As mentioned before,
two main technologies are used: the time-of-flight laser scanners and the phase based
laser scanners. The time difference ∆t definition depends on the technology in use. As
this time difference represents a back and forth travel, the actual time difference used
to compute the distance to an object is ∆t/2. For both technologies, the distance is
determined using Eq. (2.6).

ρ = c
∆t

2
(2.6)

where c is the speed of light.

Time-of-flight A pulse of few nano second is emitted regularly in time, often assumed
to be Gaussian in shape and perpendicular to the propagation direction, as shown in
Fig. 2.1. A fraction of this emitted beam is analyzed, where the time of the emitted pulse
is defined as te . The measured echo, after amplification, is sent to a constant fraction
discriminator, which determines the maximum of the pulse. The received pulse time is
then defined as tr . The difference in time between the emitted pulse and the received
pulse is computed as Eq. (2.7):

∆t = tr − te (2.7)

The distance to an object ρpul se is computed from Eq. (2.6) and is given as Eq. (2.8) for
time-of-flight laser scanners.

ρpul se = c
tr − te

2
(2.8)

This type of system needs to wait for the return signal before sending a new pulse to
another direction. Therefore, the longer the distance to measure, the longer the mea-
surement time. For measuring a maximum distance of 300 m, the back and forth sig-
nal travel time is ∆t = 2×10−6 sec. Therefore the maximum measuring rate would be
500000 points/sec if the emission/receiving devices were ideal. In practice, this rate is not
easily achievable since some time buffers are needed for the devices to rotate or analyze
the signals. For a smaller maximum distance of 120 m, the back and forth signal travel
time is ∆t = 0.8×10−6 sec and the measurement rate increases to 1250000 points/sec.
The accuracy of the range depends mainly on the detection unit, i.e. the photodector,
and the time determination, i.e. the constant fraction discriminator. A clear study on the
time-of-flight laser range determination topic is provided by [59] and [125].

Phase based A phase based laser scanner emits a continuous wave, which enables
much higher measurement rates as the device does not need to wait for the return signal
before sending the next one. Moreover, the modulation of such a continuous wave enables
to achieve a accuracy in the order of millimeters, which is often better than the time-of-
flight scanners. The laser light being the carrier signal is modulated, often using sinusoidal
signals with several wavelengths amplitude modulation. The received signal is an echo of
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the emitted signal with a time delay, in the same principle as for the time-of-flight scanners.
Assuming that the emitted signal consists of a simple modulation, i.e. a sinusoidal signal
using one wavelength, the time difference ∆t is related to the phase difference ∆ϕ between
the emitted and the received signal, and the signal period λ/c, as defined in Eq. (2.9).

∆t =
∆ϕ

2π

λ

c
(2.9)

The distance Rphase is obtained from Eq. (2.8) and is defined for the phase based laser
scanners as Eq. (2.10):

Rphase =
∆ϕ

4π
λ (2.10)

As the signal is sinusoidal, the measurement of the phase difference can be ambiguous,
meaning that there can be an uncertainty in the number of periods measured. To avoid
this ambiguity, multiple wavelengths are used for the amplitude modulation. The longest
wavelength defines the longest distance that can be measured, as a longer distance can
be considered longer or shorter than what it actually is since the number of periods of the
signal is not known. The shortest wavelength defines the range resolution, i.e. the ability
to differentiate two objects on the same line of sight. Modulations with more wavelengths
enable to enhance the signal to noise ratio of the received signal, so that the distance
can be better determined. However, the more wavelengths are used, the more time is
consumed to demodulate the signal and retrieve the range. In most current laser scanners,
three wavelengths are used. The current systems can scan up to λlong /2 = 150 m, with
a short wavelength of λshor t /2= 1.2 m.

As opposed to the time-of-flight systems, a phase based scanner has theoretically no
limitations to the number of points it can acquire. However, in practice the number of
points acquired is limited by the signal processing times in detection and demodulation.

The acquisition process of phase based scanners can be compared to the one in Global
Navigation Satellite System (GNSS), where a carrier signal is modulated with multiple
frequencies to resolve the unknown integer ambiguities, known as integer bootstrapping
[153].

2.1.4 Relation between Cartesian and spherical coordinate systems

The scanner mechanism can be considered to operate in a spherical coordinate system
[122], with a regular horizontal angle increment (∆θ) and vertical angle increment (∆ϕ)
[95]. The TLS detects the returned signals of reflections on a surface and records the
horizontal angle θ, the vertical angle and computes the range ρ to the object surface,
regarding the TLS as the center of the coordinate system. In spherical coordinates, the
point cloud is defined at regular intervals of θ and ϕ. In most current systems, a point
cloud of n acquisitions is expressed in Cartesian coordinates, which are computed from
the measured spherical coordinates as described in Eq.2.11.





xi

yi

zi





i=1···n

=





ρi cosϕi cosθi

ρi cosϕi sinθi

ρi sinϕi





i=1···n

(2.11)

The 3D point cloud in Cartesian coordinates representation is unorganized. Reversely, the
spherical coordinates of the point cloud are obtained from the Cartesian coordinates as

22



2.2. Laser Scanning: A technology for surveying and 3D modeling

described in Eq.2.12.
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(2.12)

Current laser scanners capture point position information. The points color (RGB) infor-
mation is captured by an external camera, and is then mapped during post processing
to the points. The point cloud can be viewed in different ways depending on the appli-
cation. If the 3D positions are expressed in spherical coordinates as in Eq. (2.12), the
point cloud can be viewed as a 2D image, where the horizontal angles θi are mapped
on the horizontal axis and the vertical angles ϕi are mapped on the vertical axis. Each
pixel of this 2D image can be colored with a defined feature. For instance, an intensity
image (θi ,ϕi , Ii ) represents the light intensity Ii received per point (θi ,ϕi ). Another type
of image is the range image (θi ,ϕi ,ρi ) where each pixel value corresponds to the range
ρi of a measurement. A range image is a 2.5D representation of the dataset, meaning
that the 2D image is represented with a depth information.

2.2 Laser Scanning: A technology for surveying and 3D
modeling

A laser scanner provides point clouds consisting of millions of points measured on the
surface of objects. By capturing several point clouds around the object of interest, 3D

models can be made, which can be further used, such as for visualization or further
computations. The process of “stitching” multiple scans together is called registration
and is presented below. An important step in the processing of the point clouds is to
detect and identify objects within the points. This process is often called classification or
segmentation and is also presented in this section.

2.2.1 A typical TLS surveying procedure

Surveying is the well-known technique that determines the position of objects accurately
and depicts them in known forms, e.g. 3D Cartesian coordinates. The aim is to capture
the reality as well as possible and represent it virtually. For many years, few different
techniques were in use, e.g. total stations, leveling, photogrammetry. The surveying pro-
cedures of these techniques are very well documented [4, 143] and are still the predominant
techniques in use. However, these methods are often consisting of single point measure-
ments or 2D images. The post-processing of data such as 2D images enables to obtain a
3D point clouds. These techniques often do not provide massive 3D data at the capture.
Since a decade, the terrestrial laser scanning technique has been more and more used to
create data with a greater level of detail, more accurate and in 3D with shorter acquisition
times. A survey using terrestrial laser scanners produce massive amounts of data in a very
short time, therefore a proper surveying methodology needs to be defined.
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To avoid collecting too many data, or missing important measurements, a thorough sur-
veying procedure needs to be defined. At first, the requirements of the project needs
to be well defined. What is the area of interest? What are the objects to be scanned?
What is the scale of the total measurement area? What is the required measurement rate
(e.g. hourly, daily, yearly)? At this first stage of investigation, it can be decided whether
a TLS is suitable for the project. For example, a project that involves scanning water or
glass windows is not suited for TLS technology, because the laser wavelengths in use yields
a weak reflection back to the scanner. In those types of projects, the windows would have
to be coated with a more reflective material, or the water would need some clay addition
to opacify. For specific types of surfaces, photogrammetry would be a technique that is
better suited. Another example is a project where data has been acquired continuously
on a very small area. The laser scanner needs time to scan the same spot again, as the
head of the scanner and the mirror rotate at regular increments. For point measurements,
it would be better to make use of a total station.

A second step of the survey plan is to define the level of detail needed, the accuracy and
precision of the measurements (see Sec. 3). What is the minimum feature size of the
object of interest? What is the minimum point spacing needed? How accurate should
be the point measurements? During this phase of planning, the resolution of the point
cloud is defined. For instance, the maximum distances to be measured can be roughly
estimated so a corresponding laser scanner can be selected. Table 2.1 provides a list of
popular laser scanners used in 2014.

Manufacturer Model Type
Max.

Range

Single
point

accuracy

Max.
Scan rate
(pts/sec)

FARO
Focus

3D
Phase

0.6m -
120m

±2mm 976000

Leica P-20 Pulse/WFD 1 0.1m -
120m

±3mm 1000000

Leica
HDS-
7000

Phase
0.3m -
187m

±1.2mm 1016727

Leica C-10 Pulse
0.1m -
300m

±6mm 50000

Topcon
GLS-
1500

Pulse
1m -

330m
±4mm 30000

Riegl
VZ-

6000
Pulse

5m -
6000m

±15mm 37000

Table 2.1: Laser scanners specifications

Unless the project consists in scanning a very simple object with one scan, usually a
scanning survey consists in acquiring multiple scans over the area to obtain a full coverage.
To register the scans together, the measurement set-up has be planned beforehand, for
instance by estimating the maximum range a scanner can scan and making sure that two

1WFD refers to Waveform Digitizing technique used to determine the range. These types of scanners
are still time-of-flight laser scanners, enhanced with a waveform digitizing technique. This type of scanner
is supposed to be faster than a normal time-of-flight scanner, and should provide point clouds with low
noise.
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2.2. Laser Scanning: A technology for surveying and 3D modeling

acquisitions would have enough overlap. The stand-points of the scanner in the scenery
have to be planned, as well as targets placement in the scenery. Depending on the scanner
in use, certain types of targets are more suited than others. For instance, a black and
white checkerboard target is better suited for phase based scanners. Targets with different
reflectivity materials are better for time-of-flight scanners.

Usually when surveying, several techniques of measurement can be combined to achieve
a better dataset of the area of interest. Some of the above mentioned scanners have
an integrated color camera, usually a few mega-pixel resolution camera. Pictures of the
scenery are taken and later on registered with the point cloud, so both the point cloud
and the pictures are expressed in the same coordinate frame (see Sec. 2.2.2). The closest
pixel to a point provides the color information of the 3D point. This process is usually
performed as post-processing, as it takes too much time to be performed while scanning.
Another technique used in parallel to scanning is to measure points in the scenery with
GPS to reference the whole dataset on a map. Usually, the positions of targets or stable
features of the area are measured using Real Time Kinematic GPS. These measurements
are then integrated in post-processing so all measurements are expressed in an unified
coordinate frame.

Once the scans are registered and referenced, either using an arbitrary coordinate frame or
geo-referenced, the data can be analyzed and further processed according to the project’s
needs, e.g. surface modeling [120, 159] or classification [64, 42, 164, 33]. Registered
scans are often used to perform deformation monitoring of man-made structures such as
buildings [53, 51, 167, 136], or tunnels [98, 57] and to monitor natural areas [129, 99].
The quality of the point cloud acquisitions shows to be a crucial aspect when considering
the monitoring and deformation analysis [67, 111, 6].

2.2.2 Registration

The process of registration consists in overlaying scans of a same scenery, either captured
from different stand points, and/or from different times. The scans are overlaid in such
way that they represent the scene in the same coordinate frame to obtain a global point
cloud of the scanned area. One of the scans is regarded as the reference scan. The
coordinate frame of this reference scan will be the reference coordinated frame where all
the other scans will be geometrically aligned to. As a terrestrial laser scanner produces
1 : 1 scale measurements, the scans do not need to be rescaled before the overlaying.

A rigid-body transformation preserves the shape of the scans. It only rotates and/or
translate the whole scan to overlay on the reference scan. The registration process consists
of executing a method that determines the rotation angles [ϕ,θ,ψ] and the translation
parameters T = [Tx ,Ty ,Tz ]T that result in the best alignment of two scans. Typically,
two scans are considered to be aligned in the best possible way if a suitable objective
function is minimized in the least squares sense, e.g. minimizing the distance between
matching tie points, or between matching surfaces. Redundancy of information enables a
better estimation of the rotation and translation parameters, therefore enough tie points
overlapping on two consequent scans should be planned.

A translation consists of moving the coordinates of an object in the same defined direction.
In Cartesian coordinates, for instance, the translation of a point Pi = [xi , yi , zi ]T with a
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translation direction T = [Tx ,Ty ,Tz ]T is defined as:

Pi−translated = Pi +T

=
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yi

zi


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Tz





(2.13)

A rotation rotates the object about the x−, y−, and z− axis. The three basic rotation
matrices about the x−, y− and z− are defined in counterclockwise direction when looking
towards the origin as follows:

Rx (ϕ) =





1 0 0

0 cosϕ −sinϕ

0 sinϕ cosϕ





Ry (θ) =
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0 1 0
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Rz (ψ) =
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sinψ cosψ 0

0 0 1
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 .

(2.14)

Let A,B and C be matrices respectively of dimensions (i × l), (l ×k) and (k × j ). The
multiplication of A,B and C is associative, i.e. [ABC ]i j = Ai l BlkCk j = ([AB]ik )Ck j =

Ai l ([BC ]l j ). When multiplying two matrices, their dimensions must satisfy the prod-
uct (i × j ) = (i ×k)(k × j ). If the matrices are not squared, this product is not satisfied
when commuting. If the matrices are diagonal and of the same dimension, then the mul-
tiplication is commutative. A matrix multiplication is associative but not commutative.
As such, many different rotation matrices can be derived depending on the order of the
desired rotations. A rotation matrix obtained from the multiplication of the three rotation
matrices Eq. (2.14) is given as:

R(ϕ,θ,ψ) = Rz (ψ)Ry (θ)Rx (ϕ)

=
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(2.15)

The rotation of a point Pi = [xi , yi , zi ]T with rotation angles [ϕ,θ,ψ] is defined as:

Pi−rotated = RPi
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(2.16)

Many different rigid body transformations can be defined depending on the order of the
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desired rotations and translations [39]. The 3D rigid body transformation is defined as
the 4×4 matrix with 6 degrees of freedom, which first rotates the points then translate
them as follows:
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Two main registration methods are distinguished [17, 169]. The first class of methods
consists in matching tie points, or reference points [107, 118, 43]. Before scanning a
scenery, reference objects are placed in the line of sight of the scanner, and later on used
to match and overlay the scans. The second class of methods reconstruct features in
the scenery based on measured points such as planes or lines [15, 60, 110, 58]. These
features are used for matching between two scans.

The point clouds can also be georeferenced, which means that they are expressed in a
chosen external geodetic coordinate system, e.g. WGS84. Direct georeferencing implies
that the position and orientation of the scanner head are known [93]. A total station or
a GPS receiver can be used to measure the exact position of the stand point. Indirect
georeferencing makes use of local control points measured in the scene with another
method, such as again a GPS receiver or total station. These points, either recognizable
features or targets, are then mapped in the point clouds, and the whole point cloud is
transformed accordingly.

2.2.3 Segmentation

After acquiring millions of 3D points, one direct post-processing step is to group the
points to fit a specific analysis. Segmentation algorithms group points that have sim-
ilar properties under a given homogeneity criterion, e.g. planar features, color features.
Many segmentations methods are currently implemented [109], each of them specifically
designed to group points in a predefined environment and type of data, e.g. forest data
or building site data. Most of these methods can eventually be customized to comply to
another type of data.

A segmentation divides the data in several regions that are all connected. The regions
are viewed either as a group of points with similar homogeneity criterion, or as a group of
points surrounded by edges. Two main categories of segmentation are commonly used to
extract surface features: region growing and edge connection. Region growing method
detects continuous surfaces under a local surface criterion, such as planar, convex or con-
cave surfaces, or a defined color gradient. The region grows around a chosen seed point
as long as the local surface criterion is fulfilled [55, 56, 128, 121]. Other approaches to
region growing are the so called split-and-merge methods [9]. At first, the data is split
in equal regions by means of quadtrees or octrees, until the points in each subregion are
meeting the predefined homogeneity criterion. Once the split phase is finished, neigh-
boring regions with similar properties are merged. The merge phase is repeated until no
more region need a change. Edge-based methods detect discontinuous surfaces under a
predefined criterion [36, 142]. Edges of discontinuous surface are connected to produce
object contours.Fig. 2.7 depicts the edge detection and a segmentation of a duck in 7

homogeneous colors areas.
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Object Edges Background

Segment 1 Segment 3

Segment 4 Segment 5 Segment 6

Segment 2

Figure 2.7: Edge detection and segmentation of a 2D duck picture. The edges of the duck
are detected by looking for local maxima of the gradient of a grayscale image. The duck is
partitioned in 7 different clusters of colors by using a k-means clustering method.

Both categories of segmentation require well defined threshold values. These methods are
often sensitive to noise in the point cloud and varying point density. The data is most of
the time filtered from noise and biases before being segmented. The quality description
of individual 3D point quality will improve the quality of the segmentation and result in
more accurate regions of similar properties.

2.3 Factors influencing the individual point quality

The systematic and random errors induced by the scanning mechanism as well as the
surrounding factors accumulate in the final point cloud products. Errors of individual
points propagate through standard processing steps like registration or segmentation into
final products such as 3D as-built models or structural monitoring results. The quality of
individual points is influenced by several factors. Considering the point cloud acquisition
process as a link budget [119], four main groups of influencing factors can be distinguished:
i- instrumental, ii- environmental, iii- object related, iv- scanning geometry. In this sec-
tion, the influencing factors that play a role on the quality of a 3D point acquisition are
presented, but for which, in many cases, the user has limited influence on, namely the
instrumental factor, the environmental factor, the object related factor.
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2.3.1 Instrument and hardware limitation

Like any instrument, a terrestrial laser scanner is not perfect. The systematic and random
errors due to the mechanical design and the technical limitations of the hardware propa-
gate in both the emission of the laser beam and the reception of the reflected light. A
thorough calibration of the instrument often enables to identify the systematic errors and
correct the biases in the final point cloud [24, 133]. Different calibration approaches are
studied, e.g. calibration based on point matching [150, 47, 134], planar features matching
[11, 1] or cylinder features matching [22, 23]. Laser scanner self-calibration determine
different calibration parameters based on the point-cloud measurements, by for instance
focusing on the correction of systematic errors [91, 92]. Different methods of analysis
are used to determine the calibration parameters, such as the covariance analysis [10],
piecewise linear functions [102] or Fourier transform techniques [132].

Random errors due to the inherent physical properties of the different units are often not
easily removable.

At the emission of the laser beam, three main factors are to be taken into account. The
first factor is the beam divergence deviation σbeam, which represents the uncertainty in
the angular position of the emitted laser beam [3, 141]. The beam divergence γ0 is the
derivative of the beam radius, as defined in Eq. (2.2), with respect to the axial position.
The emitted laser beam can have a small deviation from the center axis of the desired
direction. This uncertainty is however often negligible for scanners with good collimation.

The second factor is in relation with the beam deflection unit, which depends on the
type of laser scanner in use. Some scanners use a single-facet rotating mirror [85, 44],
others use a multi-facet rotating mirror [126]. Each system has its own error sources,
e.g. variation of facet angles, surface roughness [124], mirror deformation [168]. Moreover,
the angular position of the mirror is recorded by a shaft encoder [5], which translates the
angular position of the mirror into a digital code. By taking all possible instrumental error
sources, the beam deflection angular precision σangular deflection is a common factor to
both types of deflection unit. The uncertainty of this angular position propagates in the
final point cloud, as this position determines the vertical angle position ϕi of a point.

The third factor is the axes error σaxes, which comprises three different axes. The first
axis is the horizontal axis, which is the rotation axis of the mirror. The second axis is
the vertical axis, which is the rotation axis of the head of the scanner. The last axis
considered is the collimation axis, which is the axis that passes through the center of the
mirror, both for the emission of the beam and the reception of the echo. These axes are
never perfectly aligned and stable, and therefore result in uncertainties [92].

At the reception of the echo signal, the above mentioned instrumental uncertainties play
a role when detecting the echo signal. On the top of those factors, few more random
errors are added. First, depending on the type of scanner in use, namely a phase-based
or a time-of-flight, the determination of the range differs, see Sec. 2.1.3. For a time-
of-flight scanner, the effect of non-linearities and noise in the received pulse rising edge
can affect the pulse arrival time determination, defined as σpulse time. For a phase based
scanner, the determination of the phase difference between the received and the emitted
signals can be altered by uncertainties σphase diff due to e.g. the signal digitization, initial
and final phase computation, or phase shift computation. Finally, for both types of
scanners, a last major uncertainty to be taken into account is the range determination
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precision σrange instrument. As explained in Sec. 2.1.3, the range is not directly measured,
it is derived from the measurement of time or phase difference between the emitted and
received laser beam. The precision of the range computation depends on the precision of
the measured reflected signals.

2.3.2 Atmospheric conditions

After the emission, the laser beam travels through the air until it reaches an opaque
surface [141]. The object’s surface scatters the light in many directions, as explained
in Sec. 2.1.2. The measured backscattered light also travels back through the air. The
laser beam will be affected by atmospheric conditions depending on the wavelength in
use. The main atmospheric factors to take into account are the ambient temperature, the
humidity, the ambient light, the vibrations due to turbulences and the pureness of the air.
The laser beam can be affected in three ways. First, it can be attenuated, meaning that
the signal intensity becomes weaker as it travels through the medium. Second, the signal
can be distorted, which means that a pulse would be elongated of shortened and that a
continuous wave frequency is changed. Third, the laser beam can be deviated from its
original propagation direction due to atmospheric disturbances such as droplets or dust
particles present in the medium [13, 18, 63].

Extreme atmospheric conditions such as very high or low temperatures, rain and wind can
affect the instrument functioning. For instance, some mechanical rotations like the mirror
or the scanning head may not be as accurate as specified when scanning under normal
weather conditions. Moreover, the mirror surface is affected by changes of temperature
and can deform. Water condenses on the surface resulting in a thin layer of water or
droplets. Additionally, like every electronic instrument, the functioning of the scanner is
affected by humid conditions and can damage the inner electronic part by oxidation and
weakening the connections.

As described by Weichel [166], the atmospheric attenuation is a combination of the
molecular absorption and scattering, and the aerosol absorption and scattering. Two
main atmospheric attenuation factors due to particles in the air are to be taken into
account [124, Sec. 3.4.2]. The first attenuation factor is the scattering of the light
due to particles in the air. These particles are either in the size of molecules, which is
the Rayleigh scattering, or the particles are larger but in the order of the wavelength λ,
which is explained by the Lorenz-Mie theory. Diffraction theory describes the scattering
of very large particles such as water droplets. The second attenuation factor is due to the
absorption of the light by gases and by particles present in the air, e.g. water vapor, dust.

During the two ways travel, the laser beam interacts with the atmosphere [124, Chap. 4],
mainly consisting of nitrogen (78%) and oxygen (21%). Water is also present, often as
water vapor. Among other gases, the atmosphere also contains carbon dioxide (0.035%).
All the gaseous constituents of the Earth atmosphere have an influence on the transmission
of signals depending on the signal wavelength, as shown in Fig. 2.8. The attenuation of
the laser beam in the atmosphere is described by the Beer-Lambert’s law [166], which
relates the absorption of light to the properties of the material through which the light
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signal is traveling:

ηatm =
I (ρ)

I0

= e−Γρ (2.18)

where ηatm is the atmospheric transmittance, I0 is the intensity of the emitted signal,
I (ρ) is the intensity of the received signal, ρ is the distance to the object and Γ is the
atmosphere attenuation factor or optical depth.
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Figure 2.8: Wavelength dependence on the atmospheric transmittance measured over 1820 m
path at sea level. [166]

Moreover, as seen in the Fig. 2.8, the atmospheric attenuation is dependent on the laser
light wavelength in use and the range to the object. The manufacturer often provides
general measurement accuracies under near-laboratory conditions. When the user is cap-
turing a point cloud, it is often never under those conditions. Indoors, the artificial
ambient light and the dust in the air have to be taken into account. Outdoors, possible
rain and fog affect the number of returned points, as the laser beam has difficulties to
penetrate through water droplets without being distorted and scattered around. More-
over, the sunlight also disturbs the laser beam as the same wavelength as the beam is
relevant in the solar emission spectrum.

2.3.3 Object scattering properties

As explained in Sec. 2.1.2, the BRDF characterizes the variations of the reflectance prop-
erties of a surface with the illumination and the scattered light directions as the Eq. (2.5).
The surface properties can be described using for instance the albedo, the roughness or
the directional-hemispherical reflectance. The anisotropy of the reflected light defined by
the BRDF depicts the dependency of the reflected intensity with respect to the incidence
direction. The reflectivity property of a material defines the amount of light scattered,
with respect to the wavelength of the laser light in use. The laser scanner has therefore
a view on the surroundings in terms of intensities, it can be seen as a black and white
picture, where the brighter the pixel, the more reflective the material.
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In general, the albedo is defined as the ratio between the total power scattered by the
material and the total incident power. The albedo is dependent on the direction of
the incident signal. The absorption and reflection of the received light are inherent
properties of the material and dependent on the wavelength of the emitted signal. The
color of a surface is a human perception property, which represents the visible spectrum
of wavelengths that are not absorbed by the material and reflected back. However, as the
laser scanners function under different wavelengths, namely IR and green spectrum, the
color property does not impact the perception of a laser scanner in the same way as for
the human eye.

The irradiance M defined as Eq. (2.19) represents the total power reflected by the material
Lout in all possible directions and depends on the material reflectivity properties [124, 103].

M =

∫π/2

θ=0

∫2π

ϕ=0
Lout cosθdϕ (2.19)

The surface roughness scatters the light in different directions and affects the reflectance
properties of a surface. If a surface is perfectly smooth, it acts like a mirror and reflects
the light specularly in one direction, following the law of reflection as depicted in Fig. 2.5.
As a TLS measures in backscatter, in the particular case of specular reflections no light
signal is returned back to the scanner if the surface is not perpendicular to the emitted
beam. A TLS can therefore not measure mirror-like surfaces if they are not exactly
placed perpendicularly to the emitted laser beam. If the surface is ideally rough, the light
is scattered homogeneously in all directions, following the Lambertian scattering model
depicted in Fig. 2.5. The outgoing radiance is then independent of the direction of the
incoming light as it is isotropic, following:

M = Lout

∫π/2

θ=0

∫2π

ϕ=0
cosθdϕ (2.20)

Most of the surfaces encountered while scanning are not perfect. They have different
albedos, different backscatter models and roughnesses. Defining each material scanned
during a surveying plan is a very tedious work and costs a lot of time with respect to
the actual influence on the point cloud quality. The two major influences the material
property has on the individual point quality are: i- the number of returned signals, ii- the
signal distortion. It is often not possible to scan surfaces that have a high transmittance
or that are highly specular, such as windows, transparent surfaces or mirror-like unless
these surface are on beforehand coated with a more reflective and rough material. Other
types of materials can distort the backscattered signal, such as high reflectance materials
or polarized materials. The estimated range is then biased due to the distortion of the
received signal, as the estimation of the range depends on the estimated time or phase
of the backscattered signal, see Sec. 2.1.3.

The influence of the material properties on measured intensity and the number of re-
turned points have been sparsely studied. However, a thorough study of this influencing
factor has to be performed, where all the consequent uncertainties σmaterial on the range
measurement still has to be defined. Currently some studies have shown the effects of
surface properties on the quality of individual points [21, 94], mainly focusing on the
returned intensity measurements for instrument calibration [69, 71], analysis and use of
the intensity meansurement [2, 117] or the correction of the intensity measurement [65].
As this study would be on itself equivalent to another PhD study, it is not part of this
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work.

2.3.4 Scanning geometry

Scanning geometry is defined as the incidence angle and the range to a surface. The
incidence angle is defined as the angle between the laser beam vector and the normal
vector of the surface. The range is defined as the distance between the TLS and the
surface. This influencing factor is the only factor where the user have control on.

This influencing factor is well studied on Airborne Laser Scanning data [137]. The effects
of this factor on TLS measurements are briefly identified in some studies [115, 76], by for
instance investigating the intensity return under different scanning geometry conditions
[116, 69, 78]. These effects are modeled in our contributions [148, 147, 149].

This influencing factor is further studied in detail in Chapter 4, where models of incidence
angle and range effects are presented. The developed scanning geometry models are
currently being widely used [77, 40, 34] and applied in many different studies such as
deformation modeling in man-made structures [127, 96] as well as natural sites [80, 48,
100] using scanning geometry constraints.

2.4 Conclusions

In this chapter, the following research question was investigated and answered: What
major factors influence the quality of an individual point in a point cloud?

This chapter presented an overview of the principles of laser scanning. By using the laser
light as a carrying signal, the distance to objects is estimated from the backscattered
signal reflected on objects surfaces. As a 3D position of surfaces is captured with a
very short time and with very good accuracy, it has been shown that the technology
of laser scanning is more and more used in surveying procedures. After the acquisition,
the point clouds are post processed for further applications. As the errors of individual
points propagate in the final product, there is a need for a good point quality description.
The manufacturer provides basic technical specifications which are often obtained in near-
laboratory conditions. In practice, the quality of individual points in a point cloud is
influenced by four main factors. Three of the four main factors were presented in this
chapter, namely the instrument limitations, the atmospheric conditions and the object
properties. In real-life, the end-user often has a limited influence on these three factors.
It is difficult to modify parameters such as mirror rotation, foggy weather or wall material
to comply with better scanning conditions. The last influencing factor is the scanning
geometry, for which the end-user has a strong influence as the position of the laser scanner
in the scenery is determined by the user. The influence of the scanning geometry will be
further discussed in Chapter 4.

All the presented factors influence the measurement of individual points, by either adding
noise or by distorting the intensity and shape of the emitted signal. The range determi-
nation precision depends on the quality of the received signal. The precision of individual
point comprises all the possible uncertainties due to instrumental errors, environmental
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conditions, object surface properties and scanning geometry as follows:

σpoint =

√

σ2
instrument +η2

atm +σ2
material

+σ2
geometry (2.21)

It is assumed that every error factor is uncorrelated. The propagation of the individual
errors in the point precision and eventually to the point cloud is presented in Chapter 3.
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Quality assessment using planar features

“Quality means doing it right when
no one is looking.”

Henry Ford

High spatial resolution and fast capturing possibilities make 3D terrestrial laser scanners
widely used in engineering applications and cultural heritage recording. Most surveying
applications require high quality end products, which can only be achieved by carefully
processing high quality acquisitions. Although the TLS measurements are in general
reliable, they are subject to random and systematic errors. A thorough quality description
of the individual point is currently needed to improve the end-products that make use of
3D point clouds [67, 28, 32, 35, 112, 25, 20, 101, 7, 82, 48].

In this chapter, the following research question is investigated and answered:

How can the quality of an individual point in a point cloud be assessed?

First, in Sec. 3.1 the basics of quality description are presented, consisting of the accuracy
and the precision of a measurement. As the background in probability and statistics is
not the same for every reader, elements used in this work are detailed in this chapter. The
quality analysis of the point cloud is further described using error propagation techniques.
The quality of a point cloud presented in this thesis is based on the estimation of local
planar features. There are several methods to fit a plane to a number of points. In
this thesis, three methods were investigated that are commonly used in the field of laser
scanning [104], which enabled us to process massive amounts of data with reasonable
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processing time and memory usage. These methods are compared and evaluated in
Sec. 3.2. Based on the results it is decided which method is further used in the rest of
this work. The quality of each local fit is described using a Least Square Estimation. The
main quality describers used in this work are presented for each method.

3.1 Accuracy and Precision

Statistical analysis of the data spatial dispersion enables to characterize the uncertainty
of the measurements [152, 154]. Generally, the uncertainty of measurements is defined
as the systematic and random errors. Random errors are described by the statistical
dispersion of the measurements, from which the precision of the acquisition is derived.
Random errors are by definition not reproducible and are determined using the redundancy
of information. Systematic errors, conversely, are reproducible errors and are defined by
the biases of the measurements, from which the accuracy of the acquisition is derived.
A reference value or true value is needed to determine the systematic errors. Fig. 3.1(a)
depicts an example of systematic and random errors on targets and Fig. 3.1(b) depicts
the uncertainty determination using normally distributed data.

The variability of the random errors distribution is an indicator for the quality of the
measurements. A good quality acquisition is obtained when the systematic and random
errors are minimal around the required levels.

The accuracy refers to the deviation of measurements from a true value, as depicted
in Fig. 3.1. A reference or true value can be acquired with a different more reliable
measurement technique such as a total station point measurement, or could refer to a
horizontal and a vertical datum such as a WGS 84 coordinate point. The identification of
biases is one of the main steps to achieve a good calibration of the instrument [92, 71, 132].
The position of every single point is difficult to be verified using other surveying techniques.
In this thesis, the systematic errors or biases are not further analyzed. The instrument is
considered to be well calibrated and ready to be used “as is”.

The precision of a measurement is defined by two main factors. The first factor is the
repeatability of a measurement. It defines the variations of the measurements when using
one same instrument repeatedly for the same target under constant surveying conditions
in a short period of time. Small variations in these repeated measurements define a good
repeatability and a consistency in the measurements. The second factor is the reproducibil-
ity of a measurement. It defines the variations of the measurements when using the same
instrument under different surveying conditions and long periods of time between the
measurements. Both the repeatability and the reproducibility are expressed as standard
deviations, as depicted in Fig. 3.1(b). The definition of the precision of a measurement
does not require a true value, and therefore it can be estimated using the measurements
only. A reliable measurement is a measurement that is precise, i.e. repeatable and repro-
ducible. Many studies have been conducted in the field of the calibration of the instrument
[11, 90, 89, 92, 97, 139, 134, 132, 162, 71, 70, 29, 24]. However, there is very limited
literature that deals with the propagation of errors on individual points in a 3D point
cloud. This chapter presents different ways to propagate errors that were used in this
thesis.
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Figure 3.1: Random errors and systematic errors.(a) Random and systematic errors using a
target as a reference value. The precision and the accuracy of the measurements are dependent
respectively on the random errors and systematic errors.(b) Uncertainty determination using
normally distributed data.

3.2 Planar feature extraction and noise level

TLS technology measures signal reflections on object surfaces as point clouds. Assuming
the surface is locally sufficiently planar as further described in Chapter 3, a plane can be
estimated on the object surface. In this thesis, the considered dataset is a small area of
the point cloud obtained after subdivision of planar segments data extracted from a point
cloud as described in Sec. 2.2.3 or a small neighborhood. A larger dataset requires more
memory and is therefore computationally heavier. The local area can be an entire planar
segment (see Sec. 2.2.3), a smaller area like a patch (e.g. a 10×10 cm area as shown in
Chapter 5) or a local neighborhood (e.g. 10 points in the surrounding of the point of in-
terest). The resulting planar parameters can be applied for different purposes, e.g. normal
extraction, 3D modeling, segmentation, classification, feature extraction, registration. In
this work, we are using the planar parameters to assess the individual point quality in a
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point cloud.

The following methods are based on the equation of a plane defined as Eq. (3.1).

f
(

x, y, z
)

= PN+d = 0 (3.1)

where P=
[

x, y, z
]

denotes a point on the plane, N= [n1,n2,n3]T is a normal vector of the
local plane and d denotes the distance to the plane from the origin.

The derivation of the local planar features differs with respect to to the stochastic compo-
nents taken into account. The following section introduces several plane fitting methods:
Least Squares (LS) plane estimations and Principal Component Analysis (PCA). The LS
methods presented in this work are formulated following a common notation, see [154].
The uncertainty investigated in this work deals only with the noise levels, biases are not
studied.

P̂   : Estimated point orthogonal to the model
ê  : Residual orthogonal to the model

P̂ y : Estimated point using y component stochastic behavior
ê y : Residual in the y direction

P̂ z : Estimated point using z component stochastic behavior
ê z : Residual in the z direction

: Measured point P

Residuals in 2D

Residuals in 3D

y

x

x

x

P = (x,y)

P = (x,ŷ)ˆy

x êy

ê

P = (x,ŷ)ˆ ˆ
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Figure 3.2: 2D and 3D Residuals of Least Squares Estimation methods. In both cases, the
residuals can be defined in one specific direction or perpendicular to the fitted model.

3.2.1 Complexity of algorithms

An algorithm is a list of calculation steps. It inputs data, processes it through the defined
calculation steps and outputs a result. Every single calculation step requires a specific
processing time, which is a function of the input data size.

For example, let us consider the simple case of the addition and the multiplication of
two numbers a and b. In both cases, the algorithm is the most ‘complex’ when a and
b are consisting of the same number of digits n. As an example, the algorithm of the
addition process is given in Algorithm 1. This algorithm describes the steps to follow
when two numbers have to be added together, by means of ‘for loops’. The function
‘Mod’ computes the remainder of the division and the function ‘Floor’ rounds the number
out.

In the same way, the algorithm for the multiplication of two numbers a and b is given in
Algorithm 2.

Multiplying two n-digits numbers requires more processing time than simply adding them
up. As seen in the pseudo-code in Algorithm 2, a multiplication requires the machine to
first multiply digit by digit and add them up accordingly afterwards. The multiplication
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Algorithm 1: Addition (base 10) of two numbers

input : a[1, · · · ,n], b[1, · · · ,n]

output : result

for i ← 0 to n−1 do
result[i ]← Mod((a[i ]+b[i ]+c,10));
c ←Floor((a[i ]+b[i ]+c)/10);

end
result[n] ← c;

Algorithm 2: Multiplication (base 10) of two numbers

input : a[1, · · · ,n], b[1, · · · ,n]

output : result

for i ← 0 to n−1 do
c ← 0;
for i= 0 to n−1 do

product ← (a[i ]∗b[ j ]+c);
temp[ j ][i + j ]← Mod(product,10);
c←Floor(product /10);

end
temp[ j ][n+ j ] ←c

end
for i← 0 to 2∗n−1 do

sum ← c;
for j ← 0 to n−1 do

sum ← sum + temp[ j ][i ];
end
result[i ]← Mod(sum,10);
c ← Floor(sum /10);

end
result[2∗n] ← c;

algorithm is more complex than the addition algorithm as it involves a ‘for loop’ in a ‘for
loop’.

In terms of number of operation realized, the addition algorithm would perform n number
of operation, realized in the ’for loop’. As the multiplication algorithm contains a nested
‘for loop’, it would perform n2 operations.

The asymptotic running time is a generally accepted describer for quantifying the efficiency
of an algorithm [30, 8]. The asymptotic running time describes the number of operations
an algorithm would perform as a function of the size of the data to be processed.

The symbol big O is commonly used for estimating the order of magnitude of a variable
and describing the asymptotic upper bound of an algorithm, which expresses the worst
case scenario of computation. It means that an algorithm could need the indicated
maximum number of operations, but it could also need less, depending on the specific
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input data. An algorithm provides a solution to a given problem, however the way it
solves the problem may be more or less efficient from an asymptotic running time point
of view. An algorithm is called optimal if there is no alternative algorithm solving the
same problem with a better asymptotic running time. If, for example, the asymptotic
running time of an optimal algorithm to solve a certain problem is O(n log n), we say this
problem has a computation complexity of O(n logn).

As big O characterizes functions according to their growth rates as n approaches infinity,
only the components in the algorithm with the highest growth rate are taken into account,
leaving out the constants, scaling factors and lower order terms. Therefore, the big O is
a describer that provides a fairly good estimate how an algorithm scales for large values
of n. However, when considering smaller n the asymptotic running time is less relevant.
By looking at the previously shown examples, the main factor to be taken into account is
the number of ‘for loops’. The asymptotic running time of the addition algorithm is O(n),
which is linear, and the one for the multiplication algorithm is O(n2), which is squared.

3.2.2 Ordinary Least Squares based on normal equations

The Ordinary Least Squares (OLS) method estimates the plane coefficients by minimizing
discrepancies in one given Cartesian direction. In this section, a weighted least square ap-
proach is presented that uses the statistical behavior of the observations in the estimation
model, and provides an unbiased estimator [154]. Using this method of least squares esti-
mation implies the assumption that the variances of the other two Cartesian components
are not taken into account. In this section, the example of the least squares estimation
in the z-direction is presented, assuming the x and y components to be deterministic.

From this assumption, the equation of a plane Eq. (3.1) is formulated as:

zi =−

(

n1 xi +n2 yi +d
)

n3

(3.2)

Let A be a [m×n] design matrix and x be the planar parameters of the considered area.
The general LS system is expressed as:

y = Ax (3.3)

where y is the vector of observations.

Using this LS formulation in the case of the OLS estimation in the z-direction, the vector
of observations is expressed as follows:

y = [zi ]i=1,...,n

and the design matrix A is:

A = [xi , yi ,1]i=1,...,n

In this case of OLS, the planar parameters x are defined as follows:

x =

[

n1

n3

,
n2

n3

,
d

n3

]T

In this thesis, the focus is put on finding the Best Linear Unbiased Estimation (BLUE),
which is obtained by substituting the weight matrix with the inverse of the observational
covariance matrix W = Q−1

yy [154]. The LS estimation of the planar parameters x̂ is then
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given as Eq.2.59 in [154]:

x̂ =

(

AT Q−1
yy A

)−1
AT Q−1

yy y (3.4)

where Qyy denotes the dispersion or the second central moment of y, which is represented
as the covariance matrix Qyy = D(y). D represents the mathematical dispersion operator.
When assuming a Gaussian model for the parameter estimation, the complete structure
of the PDF is given by y ∼N (Ax,Qyy).

In this case, the estimated planar parameters are given as:

x̂ =
[

x̂1 x̂2 x̂3

]

(3.5)

The normalized plane norm is defined then as follows:

N =

[

−x̂1
√

x̂2
1 + x̂2

2

−x̂2
√

x̂2
1 + x̂2

2

1

]T

(3.6)

The distance between the plane and the origin is given as:

d =
−x̂3

√

x̂2
1 + x̂2

2

(3.7)

Following the Eq.2.12 in [154], the least squares residual vector ê is defined as follows:

ê = y− ŷ (3.8)

The residuals minimized in this method are only expressed in the z-direction, as follows:

ê = [zi − ẑi ]i=1,...,n (3.9)

The planar parameters x are estimated to minimize the sum of squares of the deviations
êi as Eq.2.9 in [154]:

S = argmin
x

n
∑

i=1

êT
i êi (3.10)

The sum of squares of OLS minimizes the residuals in the z-direction as defined in:

S = arg min
n1,n2 ,d

n
∑

i=1

(zi − ẑi )T (zi − ẑi ) (3.11)

The least squares estimation model described in this thesis minimize the l 2-norm of the
residuals. One can also compute the perpendicular residuals to the fitted model, defined
as the distances from the points to the plane, and they are computed as follows:

ê⊥ =
[

xi yi zi 1
][

N d
]T

(3.12)

These orthogonal residuals are not used for this particular LS minimization. Their values
have no influence in the OLS fitting process.

The variance-covariance matrices of the estimated parameters Qx̂x̂, the estimated values
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Qŷŷ and the residuals Qêê are given as follows:

Qx̂x̂ =

(

AT Q−1
yy A

)−1

Qŷŷ = AQx̂x̂AT

Qêê = Qyy −Qŷŷ

(3.13)

The number of points per area of interest varies with the type of considered subdivision
(e.g. segment, Cartesian area selection, spherical area selection, neighboring points). To
compare the quality of one area with respect to another, the Root Mean Squared Error
(RMSE) is used, which takes into account the number of points per area. The RMSE is
an indication of the precision of the residuals based on the fitted plane parameters and
the sample observations, and is computed as described in Eq. (3.14). As we assume the
data to be unbiased, the RMSE is equivalent to the standard deviation of the residuals
σê.

RMSE =σê =

√

êT ê

n−m
(3.14)

where n is the number of observations and m is the number of estimated parameters.
The redundancy of information is expressed as p = n −m. In this case, the number of
parameters to be estimated is m = 3.

The OLS is a simple deterministic process that enables to estimate planar parameters
from observations by solving an inconsistent system of equations. By incorporating the
statistical behavior of the observations by using the weighting matrix W = Qyy

−1, we are
able to estimate planar parameters that are optimal and unbiased.

Incorporating the reference standard deviation σê means that the local noise level is used
to express confidence in how well the points determine the planar parameters. The matrix
of observational variances Qyy is derived as shown in Eq.3.15.

Qyy =σ2
êIn (3.15)

In determining the planar parameters, a higher point density will result in more pre-
cise planar parameters estimation. In general, using the redundancy of the observations
(

p = n−m
)

allows the derivation of adjusted points on the adjusted planar surface with
a precision far below the nominal point precision of an individual laser point.

The propagation of the planar parameters quality on the center of gravity (CoG) M =

[x̄, ȳ , z̄] of the area enables a good representation of the range quality of the considered
area. Based on the linear variance propagation law described as Eq.3.16 [154], for each
considered area, the quality of the planar fitting is propagated σ̂m to the center of gravity
M.

σ̂2
m = AmQx̂x̂ AT

m (3.16)

In this OLSE method, the matrix Am is defined as Am = [x̄, ȳ , z̄]. The planar quality
describers obtained with this method are not based on approximations.

Advantages of this method This method enables the computation of planar features
of a set of points very easily. Moreover, this linear LS estimation offers the possibility to
analyze the quality of the planar features in an extensive and complete way.
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Disadvantages of this method The residuals are minimized in one direction only.
Therefore, if the plane is not tilted in a x y-plane, the residuals to be minimized will
not make sense, e.g. a xz-plane to be estimated using the residuals in z-direction will not
provide an optimal solution. This method is limited in terms of planar orientation, as the
residuals to be minimized become larger for other orientations than x y-planes. One could
first rotate the points about a given angle, however to do so, one has to first determine
this angle, therefore the normal of the plane passing through these points needs to be
known. This method is very sensitive to outliers. One way to deal with outliers is to make
use of a weighted LS [154], i.e. a weight matrix per point, or to filter the outliers before
applying this method, e.g. by using a RANSAC method [45] or any other outlier detection
methods such as data-snooping methods (e.g. W-Test), Tau Test or t- Test [155]. The
inversion of the n ×n variance-covariance matrix in Eq. (3.4) requires a large memory
capacity and can be seen as the major limiting factor of the complexity computation.
The complexity of the OLSE method has an asymptotic bound O

(

n2log (n)
)

[128].

3.2.3 Least Squares Plane fitting based on Homogeneous Equations

This method is based on the solution proposed in [61], and is often called Total Least
Squares Estimation. This method is originally presented by [49]. This method estimates
the planar features by assuming all the coordinates’ stochastic behavior. The minimized
residual per point is the perpendicular distance to the fitted model. This type of residuals
is independent of the coordinate system in use.

Let the equation of a plane be defined as Eq.3.1. Using matrix notation, this equation is
written as follows:

[

xi yi zi 1
]

i=1...n

[

n1 n2 n3 d
]T

= 0n×1

Ax = b
(3.17)

where 0n×1 is a vector of [n×1] zeros. Recall that we have n observations, and in this
case m = 4 parameters to estimate. It is required that n ≥ m to ensure a unique solution
exists for the following minimization problem. The LS solution x̂ minimizes the sum of
the squares as in Eq. (3.10) defined as follows:

S = argmin
x

‖Ax−b‖

One trivial solution to this problem is x̂ = 0. A sufficient condition for the existence of a
nontrivial solution is given in Theorem 4.1 by [49], formulated as follows:

Let σ̂ j be the j th largest singular value of A ∈Rm×n and σ j be the j th largest
singular value of the augmented matrix [b|A], with v j the corresponding right
singular vector, m > n. If

σ̂n >σn+1 (3.18)

then σn >σn+1 and the Total Least Square problem has an existing solution
and is the only solution to the problem.

To minimize the sum of the squared errors, the gradient with respect to each planar
parameter should be equal to zero. The solution of this problem is obtained by making
use of the singular value decomposition (see Section 7.4 in [83]). The solution of this
linear LS problem is given by the matrix of eigenvalues λ and the matrix of eigenvectors x
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of the AT A matrix. The solution x̂ that minimizes the Least Squared Error is given by the
eigenvector of the AT A matrix corresponding to the smallest eigenvalue λmin = min

i
λi .

The eigenvectors x of the matrix AT A and the corresponding eigenvalues λi are computed
using the singular value decomposition, e.g. built in in Matlab®.

In this case, the estimated planar parameters are given as:

x̂ =
[

x̂1 x̂2 x̂3 x̂4

]T
(3.19)

The normalized plane norm is then defined as follows:

N =

[

x̂1
√

x̂2
1 + x̂2

2 + x̂2
3

x̂2
√

x̂2
1 + x̂2

2 + x̂2
3

x̂3
√

x̂2
1 + x̂2

2 + x̂2
3

]

(3.20)

The distance to the plane is given as:

d =
x̂4

√

x̂2
1 + x̂2

2 + x̂2
3

(3.21)

This method solves the Least Squares estimation based on homogeneous equations, which
means that the vector of observations y is equal to zero. Therefore the residuals ê that
are minimized are given as the perpendicular distance to the fitted model as follows:

ê = Ax̂ (3.22)

In this method, the number of parameters estimated is m = 4. Therefore, a constraint
has to be made on the computation of the RMSE which is based on the sample mean
and not on the population mean. It is computed as follows:

RMSE =

√

êT ê

n−m +1
(3.23)

where n is the number of observations and m is the number of estimated parameters. The
redundancy of information is expressed as p = n −m. Similarly to the previous method,
we assume that all the observables have the same precision and that the weight matrix
gives the same weight to all the observables.

Advantages of this method The Total Least Squares method minimizes the orthogonal
distance to the model. As shown in Fig. 3.2, this vector of residuals is independent of the
coordinate system direction, and therefore more reliable than the residuals resulting from
the previously presented OLSE method.

Disadvantages of this method The computational complexity of this algorithm is very
important. The asymptotic upper bound is dominated by the bound of the singular value
decomposition, as O

(

mn2)
)

[49]. This limits the amount of data that can be processed, as
it requires a lot of internal memory. Moreover, as this method is non linear, the complete
quality description can not be computed. Only approximations to linear models can be
used to provide an approximation of the quality describers.
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3.2.4 Principal Component Analysis

Consider a set of n observations X = [xi , yi , zi ]i=1,...,n of coordinates of points on a planar
surface. As described in Eq. (3.24), the aim of this method is to find the Cartesian basis
B with respect to which the observations are expressed such that no correlations between
different Cartesian directions is possible. The corresponding change of basis B transforms
the n observations X into a dataset Y. The basis B estimates a Cartesian coordinate
system that is the best in a least squares sense: it minimizes the perpendicular distances
from the data to the fitted plane model formed by two of the axes.

Y = BX (3.24)

Note that the size of the matrix of observations X is n×m, where in this case the data
dimension is m = 3.

The point cloud is first centered around its center of gravity M = E [X] =
[

x̄, ȳ , z̄
]

so that
the data set has a zero empirical mean.

Xc = X−M (3.25)

Then, the m ×m covariance matrix1 Cx of the mean-deviated data Xc is computed as
defined in Eq.3.26.

Cx =
1

n−1
XcXc

T (3.26)

The components ci , j of Cx represent the covariance of the variable components Xi and
Xj. The variance of a component ci ,i indicates the spread of the variable component Xi

around its mean value.

The eigenvectors V of the covariance matrix Cx and the diagonal matrix D of the eigen-
values λ of the covariance matrix Cx are computed as in Eq.3.27 using e.g. the eigen
decomposition in Matlab®.

V−1CxV = D (3.27)

where λ= di ag (D). Note that the covariance matrix Cx is a symmetric positive definite
matrix, and that its eigen decomposition results in positive eigenvalues only. An eigen-
value is a scaling factor, i.e. a stretch or a shrink. A negative eigenvalue characterizes a
reflection, meaning that the scaling occurs in the opposite direction.[83]

An orthogonal basis is created by ordering the eigenvectors V in the order of descending
eigenvalue size, i.e. the first column of this orthogonal basis consists of the eigenvector
having the direction of the largest variance data. We assume the variance of the two first
principal components to be larger than the variance of the measurement noise. That is,
the two eigenvectors corresponding to the two largest eigenvalues represent the two 2D
axes of the best fitted plane to the point cloud. The third eigenvector, which corresponds
to the smallest eigenvalue, is orthogonal to the first two and defines the normal vector N

of the fitted plane.

The m ×n vector of residuals ê is obtained by computing the distances from the mean-
deviated points Xc to the plane, as explained in Eq.3.28

ê = XcN (3.28)

1Note that the covariance matrix is obtained based on the sample mean of the dataset. As the popula-
tion mean is assumed to be unknown,the sample covariance matrix takes into account the redundancy of
information. If the population mean is known, the population covariance matrix becomes: Cx =

1
n XcXc

T .
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The distance to the plane is defined as:

d =
[

x̄ ȳ z̄
]

N (3.29)

In this method, the number of parameters estimated is m = 3. It is computed as follows:

RMSE =

√

êT ê

n−m
(3.30)

where n is the number of observations and m is the number of estimated parameters.
The redundancy of information is expressed as p = n−m.

Advantages of this method Principal Component Analysis (PCA) is one of the key
tools in multivariate statistical analysis. The linear regression determined by a PCA mini-
mizes the perpendicular distances from the point cloud to the fitted model regardless the
coordinate frame. PCA is in some sense comparable to the Total Least-Squares method
(see the previous method), but it is known to be computationally more efficient. Moreover,
PCA can incorporate a covariance matrix to take the relative quality of the observables
into account. PCA determines the optimum basis, in terms of Least-Mean-Squares-Error,
in which the data set can be re-expressed, using orthogonal linear transformations.

The complexity of the PCA has an asymptotic upper bound O
(

nm2
)

, where m = 3 is
the data dimension [38]. By comparing it to the previously presented methods, the best
scenario for computation of the OLSE is worse than the worst scenario for the computation
of the PCA, see the practical assessment presented further.

Robust PCA can be used instead of the classic PCA, where a non-trivial robust covari-
ance matrix is incorporated that results in the determination of more robust Principal
Components [157]. The main reason why this method is not used in this work is that the
determination of this robust matrix is recursive and computationally heavy. The use of the
classic PCA is chosen for its fastness and linear behavior. Moreover, the classic PCA can
handle large amounts of data very accurately with very fast processing time, given that
there are no outliers. Additionally, one can also investigate the Independant Component
Analysis, which separates statistical independent components from each other and finds
a basis that is not necessarily orthogonal.

Disadvantages of this method The quality analysis of the planar features is not
achieved as straightforward as for the OLSE method.

PCA is very sensitive to outliers. If large outliers are present, the first component of the
orthogonal basis is often attracted toward outlying points instead of the main direction of
the observations [130]. To cope with this major drawback, prior to using PCA, an outliers
filtering procedure should be applied on the dataset. Many different filtering algorithms
are present, which are often computationally heavy as well [131]. In this work, the robust
plane fitting is performed using the RANSAC algorithm, which is very fast and requires
low amounts of memory. Considering that each random sample should contain at least
three points, which is the minimum to define a plane, and assuming that at most 50%
of the points are outliers, 35 random samples are needed to ensure, with a probability
of 99%, that at least one sample is outliers-free [61]. The relatively small number of
the required random samples compared to the large amounts of data indicates that the
computational cost of this type of robust plane fitting is easily affordable. Finally, the
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PCA method is not robust for exceptional cases such as points aligned as a line. The
efficiency of the algorithm depends on the structure of the data.

3.3 Practical assessment

To illustrate the different planar fitting methods, in this section a short practical assess-
ment is presented. First, the performances of the algorithms based on two simulated
datasets are shown. Afterwards, the three above described planar fitting methods are
demonstrated on two real datasets. The first dataset is extracted from a real life point
cloud of a planar surface without outliers. The other dataset is containing some large
outliers. The comparison of the methods on these cases provides practical information on
the performance and the applicability of each method.

The proposed methods have been tested on a workstation Dell Precision 390, with 3 Gb of
RAM memory, a Dual-Core Intel CPU at 2.13 GHz, and a graphical card NVIDIA Quadro
FX3500 256-bit GDDR3. The computations are run under the OS Microsoft Windows 7.
The programs are implemented using the software Matlab. The plots are also generated
using Matlab.

3.3.1 Simulated data

The first simulated data is a point cloud of 100000 points. This point cloud is generated
such that it simulates the pattern of a real point cloud. The points are regularly distributed
in the x y-plane and normally distributed in the z-direction, following the distribution
N ∼ (0,0.003 m). The three above described algorithms are used to fit a plane through
this dataset. The performances of each algorithm is listed in Table 3.1.

Method OLSE Total LS PCA
Number of Points 100 000

Time (s) 0.28 1.03 0.16
RMSE (m) 0.0030 0.0030 0.0030

Table 3.1: Performance of plane fitting algorithms on first simulated dataset

As stated previously, the orientation of this point cloud is ideal for the OLSE method
presented in Sec. 3.2.2. The resulting point quality is the same using all three algorithms
and is also the same as the individual point cloud quality. They all deliver the same
planar parameters. However, the OLSE and the PCA methods are computing the planar
parameters much faster than the Total Least Square method. Therefore, it is concluded
that if the orientation of the considered point cloud is known beforehand, the choice of
the planar fitting method influences the processing time to extract the planar parameters.

The second simulated data is generated in the same way as the previous one, except that
in this case the point cloud is oriented in the xz-plane. The points still follow a normal
distribution N ∼ (0,0.003 m) in the y-direction. The performance of each algorithm is
listed in Table 3.2.

49



Chapter 3. Quality assessment using planar features

Method OLSE Total LS PCA
Number of Points 100 000

Time (s) 0.28 1.03 0.16
RMSE (m) 1.45 0.0030 0.0030

Table 3.2: Performance of plane fitting algorithms on the second simulated dataset

In this case, the “worst case scenario” for the OLSE method is presented, where the points
are oriented vertically while the residuals in the z-direction are minimized. It is seen that
by using the OLSE method on such a case, the estimated planar parameters are not fitting
the points. However, the other two methods perform well in this case too, showing that
the orientation of the plane is not influencing the end results.

Note that for the two presented experiments, the computational effort of the planar
fitting methods is the same for the same number of points. It is however seen that
the orientation of the plane plays an important role in the decision of which method
to use. If the orientation of the plane is on forehand known, the OLSE method is an
attractive method, as it computes the planar parameters very fast and provides a full
quality description of the resulting parameters. If the latter is not needed, the PCA
method is then the preferred method for its fastness. The Total Least Squares method
costs the most computational efforts but provides the best planar parameters regardless
the orientation of the plane, and enables a quality description.

3.3.2 Real data

In this paragraph, sets of points are extracted from real datasets. The point clouds are
captured using the TLS Faro LS880, which is reported by the manufacturer to provide a
global individual point quality of 3 mm.

The first real dataset is extracted from a point of cloud of an indoor area. It contains
13851 points. This point cloud is extracted from a horizontal floor area. Again, the three
above described algorithms are used to fit a plane through this dataset. The performance
of each algorithm is listed in Table 3.3.

Method OLSE Total LS PCA
Number of Points 13 851

Time (s) 0.02 0.82 0.03
RMSE (m) 0.0035 0.0035 0.0035

Table 3.3: Performance of plane fitting algorithms on first real dataset

A visualization of this point cloud is given in Fig. 3.3, where a smaller random sample of
the used points is plotted for better visibility. The respective distributions of the residuals
per methods are plotted in Fig. 3.4.

The three methods deliver the same quality in terms of the resulting RMSE. Again, as
seen previously, the Total Least Squares method is much slower than the OLSE or the
PCA. In this case, the obtained results are comparable to the simulated horizontal dataset.
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Figure 3.3: 3D Plot of real dataset of a floor without outliers

Figure 3.4: Residual histogram per method

The RMSE obtained for the three plane fitting methods is comparable to the individual
point quality and fits the manufacturer’s specifications.

The second real dataset is extracted from the same indoor area point cloud as the previous
one. It contains 73575 points. This point cloud also samples a horizontal floor. It however
contains some large outliers. The three above described algorithms are used to fit a plane
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through this dataset. The performance of each algorithm is listed in Table 3.4.

Method OLSE Total LS PCA
Number of Points 73 575

Time (s) 0.07 0.84 0.04
RMSE (m) 0.0035 0.0036 0.0035

Table 3.4: Performance of plane fitting algorithms on first real dataset

A visualization of this point cloud is given in Fig. 3.5, where only a subset is plotted for
better visibility. In addition, a zoomed view on the fitted planes is provided in Fig. 3.6.
The respective distributions of the residuals per methods are plotted in Fig. 3.7.

Figure 3.5: 3D Plot of real dataset of a floor with outliers

The first result to be observed is that the presence of outliers influences the planar param-
eter determination in the case of the OLSE and PCA methods. As seen on the histograms,
the spread of the residuals is very small for the Total Least Squares method compared to
the OLSE and the PCA methods. The second result to be observed is that the RMSE
remains in the range of the individual point quality. Of course, in this example a very
few number of points are outliers, therefore they did not have much influence on the
overall number of points. But such a small number of points already affected the planar
parameters determination.

This practical study enabled to have a better insight in the different cases of planar fitting.
First, if the orientation of the plane to be fitted is known on forehand, the OLSE method
is attractive as it is fast and complete. Second, if outliers are present, it is often better to
make use of the Total Least Squares method, which is independant of the orientation of
the plane and less sensitive to outliers. Finally, the PCA method is fast and independent
of the orientation of the plane as well. However, the PCA method is more sensitive to
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Figure 3.6: Zoom on the 3D plot of real dataset of a floor with outliers

Figure 3.7: Residual histograms per method

outliers. This last example stresses the fact that the OLSE and the PCA methods would
require a proper outliers detection before fitting a plane.
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3.4 Conclusions

This chapter provides an answer to the previously stated research question: How can the
quality of an individual point in a point cloud be assessed?

This chapter presented an overview of methods of planar fitting considered in this thesis.
As stated previously, there are many other methods present that estimate planar features
with different subtleties. These particular three methods were chosen, investigated and
used because, among other reasons, they enabled us to process huge amounts of data
(few million points) with a reasonable time / memory consumption.

To evaluate the global influence of the scanning geometry on the point cloud quality,
standard quality describers are computed for each local planar surface estimated with n

scan points. By using these quality describers, the influence of the scanning geometry
is developed in the next chapters. It has been shown that the Ordinary Least Squares
method is fast and provides a good quality analysis of the planar features. However, this
method is dependent on the orientation of the plane. The second method described is
the Total Least Squares method, which computes the planar features in a very accurate
way regardless of the orientation of the plane. It is however a slow method and requires
a lot of memory. A good trade-off method presented in this chapter is the Principal
Component Analysis, which is fast and independent on the plane orientation. The quality
description achieved by the latter is not as straightforward as the two previous methods.
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4
Scanning geometry

“La musique est l’arithmétique du
son, comme l’optique est la
géométrie de la lumière.”
“Music is the arithmetic of sounds
as optics is the geometry of light”

Claude Debussy

In Chapter 2 the principles of laser scanning were presented. It is shown that there are four
major influencing factors on the quality of an individual point in a point cloud. On three
main factors, the user only has a limited influence. In this chapter, the last influencing
factor, where the user does have control on is presented: the scanning geometry.

After defining the scanning geometry components and their effects on the point quality,
the free space propagation of the laser light is presented, from which the laser range
equation is derived. The quality assessment of individual points in a point cloud has
been presented in Chapter 3, where details on the error modeling using planar features is
provided. Based on these error models, correction coefficients are derived in this chapter.

In this chapter, the following research questions are investigated and answered:

What is scanning geometry and how does
it affect the individual point quality?
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4.1 Introduction

The position of the Terrestrial Laser Scanner (TLS) and the local orientation of the
surface determines the local scanning geometry, defined as the incidence angle and the
range to the surface. The scanning geometry influence has been previously investigated on
Airborne Laser Scanning data [137]. Although already identified in previous TLS studies
[115, 116, 76, 69], these effects were not yet modeled for TLS. Characterization of the
contribution of the influencing factors to the quality of scan points results in a better
quality description of the point cloud. Subsequently, the propagation of well-described
errors in further processing steps leads to better end-products, by means of proper weight
factors per measurement for instance. As an example, the Least Squares 3D surface and
curve matching method presented by Gruen and Akca [60] proposes an algorithm that
enables the propagation of the errors by means of variance-covariance matrix weighting
to achieve a better estimation of the registration parameters. The knowledge of the
scanning geometry contribution to the measurement noise also enables the optimization
of the measurement set-up to achieve a minimization of the measurement of noise for
example.

In standard error analysis of TLS, the impact of the scanning geometry on the the total
error budget is not well investigated. This chapter explores the effects of the scanning
geometry on the point cloud quality, focusing on the incidence angle and the range of the
laser beam with respect to a surface. The incidence angle is defined as the angle between
the laser beam vector and the normal vector of the surface. The range is defined as the
distance between the TLS and the surface. The incidence angle and the range affect the
individual point Signal to Noise Ratio. The received signal level of the measurements
decreases with increasing incidence angle and range. The received signal level influences
the precision of the distance determination.

The theoretical models of the scanning geometry, as the incidence angle and range in-
fluence, have already been developed and presented in [148, 147, 149]. This chapter
summarizes the findings and contributions published in these works.

The individual point quality is computed using Least Squares estimation techniques pre-
sented in Chapter 3. The quality of the point cloud as a whole, as specified in this chapter,
is derived based on the propagation of the individual point range precision. This chapter
presents an original approach to model the scanning geometry contribution to the total
error budget of a TLS. The foreknowledge of the local surface geometry enables the as-
sessment of the influence of the scanning geometry on the quality of the individual point
measurements in a point cloud. The application of the developed models is presented
through two practical experiments presented in Chapter 5.

4.2 Incidence Angle

Let the vector Pi =
[

xi , yi , zi

]

i=1···n be defined as the laser beam vector from the laser
scanner to the surface in the direction of the transmitted laser beam. The incidence angle
αi , as depicted in Fig. 4.1, is defined as the angle between one laser beam vector Pi and
the normal vector N of the surface, see Eq. (4.1):

αi = cos−1

(

Pi ·N

|Pi | |N|

)

. (4.1)
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The normal vector N is defined as the outer-pointing unit vector perpendicular to the
tangent plane of the surface at the point Pi . The angle of incidence is therefore always in

the interval
[

0<αi <
π

2

]

. As explained in Sec. 2.1.2, the scanner measures the reflected

beams at backscatter, i.e. the measured reflected laser light path, as depicted in Fig. 4.1,
and retraces the path of the transmitted laser beam Pi . The reflection of the light on
a surface depends on the object properties, i.e. the material and the shape dependent
anisotropy, and the scanning geometry. The reflectivity property describes the reflection
of the light at a surface.

The emitted laser beam expands with a beam divergence characterized and provided by the
manufacturer, as explained in Sec. 2.1.1. A laser beam hitting a surface perpendicularly
results in a circular footprint on the object’s surface. In this work, we assume the TLS
emits Gaussian beams, which means that the distribution of the energy in the footprint is
normally distributed, as depicted in Fig. 4.1. This assumption implies that for continuous
surfaces the reflected signal is also Gaussian. In the perpendicular case, the energy
distribution is the same along all radial sections in the footprint. Larger distances results
in wider circular footprints and therefore weaker returned signals. If the laser beam is
hitting the surface with a non-zero incidence angle, the resulting footprint on the surface
is elongated, and therefore the energy distribution is also spread and forms an ellipse on
the surface as defined in Eq. (2.4).

A lower intensity of the received signal implies a deteriorated Signal to Noise Ratio (SNR).
The detection unit often applies a threshold value to detect a reflected signal. If a signal
is too weak, it will not be detected as a reflected signal. A signal is weak when its
magnitude is smaller than the noise level of the detection unit. For longer distances or
higher incident angles, the detection of the signal becomes harder.

TLS

Footprint 
on the 
surface

Energy 
distribution

ρ
/
 = ρ

┴

Threshold

N = (a,b,c)

P
┴ 

= (x,y,z)

α

ρ
/

TLS

ρ
┴

P
/
 = (x,y,z)

N = (a,b,c)

α=0

Figure 4.1: Schematic illustration of the reflection geometry, with (left) a perpendicular laser
beam (α= 0◦), (right) a laser beam with an incidence angle α to the normal N of a planar surface.
P represents the point measured on the surface. The perpendicular laser beam results in a point
of range ρ⊥. The incident beam results in a point of range ρ/. The resulting footprint shape
and the energy distribution within the footprint are sketched for both situations.
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4.3 Free Space Path Propagation: towards laser range equation

The TLS technology enables accurate distance measurements to objects’ surfaces by
emitting laser beams at known angular directions and measuring the reflected signals
in the emitted direction. The detection of the reflected signal requires a SNR of good
quality, since a threshold on the level of energy of the signal determines the validity of
the received signal.

To quantify the amount of the received signal with respect to the emitted signal, we
describe the energy budget between the laser light transmitter and the detection unit.
The energy budget takes into account the attenuation of the signal due to propagation
as well as other possible signal deterioration, and enables the characterization of the
SNR. As depicted in Fig. 4.2, in the case of the Laser Scanner, a two-way energy budget
is conceived. In the first way, a laser beam is emitted from the transmitter towards a
surface, which receives an amount of energy contained within a footprint. Depending on
the surface reflectance properties, a certain amount of energy is reflected. On the way
back, the energy is reflected and scattered in directions defined by the surface reflectivity
properties, which are mostly different from the line of illumination. Therefore, a very
small fraction of the emitted number of photon is reflected back towards the detector.
Located at the same position as the laser transmitter Tx and placed at a distance ρ away
from the surface S, the detection unit Rx measures the reflected signals in backscatter
within a given field of view, as depicted in Fig. 4.2.

The received power PR

(

ρ
)

at the receiver Rx is given by the Free Space Path (FSP)
transmission equation, also known as the Friis equation [46]

PR

(

ρ
)

= PTGTGRηsysηatm LFSP (4.2)

where: PT is the transmitter power, GT,GR are the transmitter and the receiver gains, ηsys

is the transmission factor of the system, ηatm is the transmission factor of the atmosphere
and LFSP is the FSP loss.

The FSP loss is a function of the wavelength λ and the distance ρ of the surface:

LFSP =

(

λ

4πρ

)2

(4.3)

In the case of the Laser Scanner, a two ways link budget is considered. The first link
budget is between the laser (Tx) and the receiving surface

(

SRx

)

. The second link budget
is between the radiating surface

(

STx

)

and the detector (Rx).

The gain G represents the directivity of the unit, or how well the unit is capable of
sending/receiving the light in one given direction. The gain G is the ratio between the
power received from an ideal lossless isotropic unit (which receives power equally likely
from all directions) and the power received from the actual unit. This key performance
parameter is related to the effective area Ae of the considered sensor as follow:

G =
4πAe

λ2
(4.4)

The effective area AeTx of the transmitting sensor Tx is related to the distance ρ and
the transmitter beam width βT. It represents the footprint area at the surface placed at
a distance ρ. Following Eq. (2.3), the footprint is at first approximated to a circle of
diameter deTx = 2ρ tan

(

βT/2
)

. As the transmitter beam width βT is small compared to
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Way 1: Emission

Way 2: Detection
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Figure 4.2: Two ways link budget between the receiver (Rx) and the transmitter (Tx) in a FSP
propagation model.

the distance ρ, the diameter of the footprint can be approximated to deTx = ρβT. The
effective area AeTx of the transmitting sensor is then defined as follow:

AeTx =
πd2

eTx

4
=

πρ2β2
T

4
(4.5)

It shows that for lower frequencies (or longer wavelengths), a bigger unit is needed to
achieve a specific gain G.

The irradiance, or power per unit area USRx at the surface at a distance ρ is related to
the effective area of the transmitter AeTx and the transmitted power PT as:

USRx =
PT

AeTx

=
4PT

πρ2β2
T

(4.6)

USRx is expressed in
(

W ·m−2
)

, and it represents the power density with respect to the laser
beam spreading that is captured at the surface.

The reflection of the light on a surface depends on the reflectance of the surface S. The
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Figure 4.3: Schematic representation of the signal propagation from the transmitter to the
receiver.

reflection of the light at a surface is described by the Bidirectional Reflectance Distribu-
tion Function (BRDF), which depends on the properties of the surface, as described in
Eq. (2.5). The reflectivity property χ of the surface is defined as the ratio between the
total incident power USRx and the total power scattered USTx , such as:

χ=
USTx

USRx

(4.7)

The scattered power PSTx at the surface is therefore a function of the surface directional
properties χ, the received power at the surface USRx and the effective area AeSRx of the
receiving surface:

PSTx =USTx AeSRx

=USRxχAeSRx

=
4PT

πρ2β2
T

χAeSRx

(4.8)

The incoming signal on the surface is partially absorbed, and partially radiated. The
outgoing radiation is simplified and modeled as a cone of solid angle βs, as shown on
Fig. 4.2. The effective area AeSTx of the transmitting surface is defined as the function of
the solid angle βs and the distance ρ:

AeSTx =βsρ
2 (4.9)

The power per unit area URx at the receiver at a distance ρ from the surface S is related
to the effective area of the transmitting surface AeSTx and the radiated power PSTx at the
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surface as:

URx =
PSTx

AeSTx

=
4PT

πρ2β2
T

χAeSRx

1

βsρ2

(4.10)

The effective area of the receiver AeRx is defined as surface of the disk with the receiver
area diameter DR:

AeRx =
πD2

R

4
(4.11)

The power entering the receiver is then defined as:

PR =URx AeRx

=
4PT

πρ2β2
T

χAeSRx

1

βsρ2

πD2
R

4

(4.12)

The target cross-section represents how well an object can be detectable. It is based on
its surface directional properties χ, the effective area of the receiving surface AeSRx and
the direction of the outgoing radiations βs. Let the target cross-section σ be:

σ= 4πχ
AeSRx

βs
(4.13)

The power entering the receiver (Rx) is then:

PR =
PTD2

R

4πρ4β2
T

σ (4.14)

In the case of the Laser Scanner, the target area is a disk (footprint) and assumed to have
Lambertian scattering behavior. The outgoing photons are then scattered in the conic
area within the solid angle βs = π. Assuming that the the effective area of the receiving
surface AeSRx is a function of the effective area of the transmitter AeTx and the incidence
angle α, the target cross-section becomes:

σ=πρ2β2
Tχcosα (4.15)

where AeSRx = AeTx cosα.

Taking into account the system and the atmospheric transmission factors, the power
entering the receiver is finally defined as:

PR =
PTD2

R

4ρ2
ηsysηatmχcosα (4.16)

Eq. (4.16) is the laser range equation being used in this work. It is defined as a function of
the scanning geometry, represented as the incidence angle α and the range ρ, the system
settings, represented as the transmitted power PT and the receiver area diameter DR, the
surface reflectivity property χ and the transmission factors ηsysηatm .

4.4 Signal deterioration

In the previous section, by considering the two ways link budget between the receiver and
the transmitter, the total power entering the receiver PR has been defined as in Eq. (4.16),
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Chapter 4. Scanning geometry

which among other parameters, depends on the geometry of the surface to be measured.

It is seen that the emitted signal PT undergoes degradation, which results in a weaker
signal. First, Eq. (4.16) shows that the SNR of a laser return deteriorates with the cosine
of the incidence angle α. Additionally, the SNR deterioration is inversely proportional to
the range ρ squared.

In this section, these two types of deteriorations are presented in detail, for which a
coefficient of contribution is derived per type of deterioration.
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Figure 4.4: Effect of increasing incidence angle and range to the signal deterioration. (left)
Plot of the the signal deterioration due to increasing incidence angle α according to Eq. (4.23),
(right) plot of the signal deterioration due to increasing ranges ρ according to Eq. (4.24), with
ρmin = 0 m and ρmax = 100 m.

4.4.1 Signal deterioration due to incidence angle

Assume the equation of a plane is expressed in Cartesian coordinates to be defined as in
Eq. (4.17).

d = ax +by +cz, (4.17)

where the normal vector of the planar surface is defined as N = [a,b,c] and d is the
distance of the plane to the origin. By substituting the Cartesian coordinates of a point
P with its spherical coordinates Ps = [θ,ϕ,ρ] following Eq. (2.12), the equation of a plane
Eq. (4.17) is expressed as in Eq. (4.18).

d = ρ
(

cosφ(a cosθ+b sinθ)+c sinφ
)

. (4.18)

The distance d of the plane to the origin, depicted as ρ⊥ in Fig. 4.1, can also be expressed
as a function of the incidence angle α and the range measurement ρ to the surface,
following Eq. (4.19):

d = ρcosα. (4.19)

As seen in Chapter 3, by fitting planes to the points, the distance between the points and
a planar fit is minimized, resulting in residuals êρ per point, which are in the direction of
the laser beam if the Least Squares plane fitting method based on homogeneous equations
is used.

Following the same principle as in Eq. (4.19), the orthogonal residuals per point êd are a
function of the residuals per point êρ in the direction of the laser beam and the incidence
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angle α, following Eq. (4.20):

êd = êρ cosα. (4.20)

The standard deviation σêρ of the noise level êρ in the direction of the laser beam is
defined as Eq. (4.21):

σêρ =

√

êT
ρ êρ

n−m
, (4.21)

where m represents the number of estimated parameters of the plane fitting and n is the
number of points.

Using the law of propagation of uncertainty, the orthogonal distance standard deviation
σêd

is expressed as a function of the range standard deviation σêρ following Eq. (4.22):

σêd
=σêρ cosα (4.22)

The effect of the incidence angle on a measurement can be quantified by means of a
“contribution coefficient”. In Fig. 4.4, the theoretical contribution of the incidence angle
to the signal deterioration is plotted, that follows, according to Eq. (4.22), the function
cosα. The effect of the incidence angle on the range measurement is expressed as a
coefficient cI (α) of values ranging from 1 to 0 for incidence angles α ranging from 0◦ to
90◦, as defined in Eq. (4.23):

cI (α) = cosα

= cosφ(a cosθ+b sinθ)+c sinφ
(4.23)

The model of the incidence angle contribution cI (α) expresses the effect of incidence
angle on the range measurement noise based only on the point cloud angular information
(

θ,φ
)

and a local surface normal vector N. This incidence angle factor approach enables
an easier incorporation of uncertainties using error propagation techniques. Furthermore,
the foreknowledge of the normal vector per point allows the computation of an incidence
angle per scan point. This model is applicable to planar surfaces, for e.g. a CAD model,
on the condition that the normal vector per scan point is known.

4.4.2 Signal deterioration due to range

The received amount of power decreases with increasing scan range, as described by the
laser range equation Eq. (4.16), i.e. the effect of the range to the total noise level is
proportional to the square of the range. Assuming that ρmin is the minimum range for
which the backscattered signal can be detected, and ρmax is the maximum range measur-
able without ambiguity, the contribution of the range on the measurement deterioration
is modeled by a coefficient cR

(

ρ
)

of values ranging from 1 to 0 for ranges ρ ranging from
ρmin to ρmax , as defined in Eq. (4.24).

cR

(

ρ
)

=
ρ2

max −ρ2

ρ2
max −ρ2

min

(4.24)

where ρmin and ρmax are set depending on the laser scanner in use.

The model of the range contribution cR

(

ρ
)

expresses the effect of the range on the
precision of the range measurement noise based on the type of laser scanner in use and
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its measurement limitations. This coefficient is mainly derived from a first calibration
of the tool in use. This coefficient show how reliable the measurement is depending on
the measured range. This coefficient has been developed and tested with phase based
scanners. It is however expected to be applicable in the same way for the pulse based
scanners.

It will be shown in Chapter 5 how Eq. (4.23) and Eq. (4.24) allow us in a practical setting
to decompose the noise into components by measurement range and by incidence angle.

4.5 Conclusions

In this chapter, the following research question was investigated and answered: What is
scanning geometry and how does it affect the individual point quality?

First, in this chapter, the scanning geometry has been defined, by using two parameters:
the incidence angle and the range. It is seen that the shape of the footprint of the laser
light on a surface depends on those two parameters.

To quantify the amount of received light with respect to the emitted light and the elements
contributing to a signal deterioration, a two ways energy link budget was described, which
led to the definition of the total power entering the receiver. It is shown that this power
depends greatly on the scanning geometry. The influence of the scanning geometry is
shown to be a major influencing factor, which is often taken into account in the current
point quality studies [127, 160, 113].

It is shown in Chapter 5 that by considering the influence of scanning geometry on the
signal to noise ratio, the increase in measurement noise with increasing incidence angle
and increasing ranges is successfully modeled. By reconstructing the original spherical
point cloud measurements, the models quantify the scanning geometry contribution as a
function of the point cloud angular information and locally estimated planar parameters.

The presented approach allows the isolation of the contribution of noise induced by the
scanning geometry, based only on point cloud data. No additional or external measure-
ments are needed. The contribution of the two scanning geometry parameters on the point
quality has been quantified using contribution coefficients. Both models of contribution
express the reliability of the incidence angle and range on the measurement noise as a
coefficient ranging from 1 to 0, as 1 means the measurement is reliable and 0 translates a
not reliable measurement. These models are currently being widely used [77, 40, 34] and
applied in many different studies such as deformation modeling in man-made structures
as well as natural sites using scanning geometry constraints [127, 96, 80, 48, 100, 151].

In Chapter 5, the scanning geometry is further investigated in practical situations.
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5
Total error assessment in practice

“For the things we have to learn
before we can do them, we learn by
doing them.”

Aristotle, The Nicomachean Ethics

A terrestrial laser scanner measures the distance to an object surface with a precision in
the order of millimeters. The quality of the individual points in a point cloud, although
directly affecting standard processing steps like point cloud registration and segmentation,
is still not well understood. In this chapter the influence of the scanning geometry on
the individual point precision or local measurement noise is evaluated. The local scan
geometry depends on the distance and the orientation of the scanned surface, relative
to the position of the scanner. The local scanning geometry as shown in Chapter 4 is
parameterized by two main parameters, the range, i.e. the distance from the object to
the scanner and the incidence angle, i.e. the angle between incoming laser beam and the
local surface normal.

In this chapter, the following research question is investigated and answered:

How does the scanning geometry affect
the total point cloud quality in practice?

In this chapter it is shown that by studying the influence of the local scan geometry on the
signal to noise ratio in a real point cloud, the dependence of the measurement noise on
range and incidence angle can be successfully characterized if planar surfaces are observed.
This work is presented in [146, 147] and [148]. Two practical measurement set-ups are
presented. First, a controlled set-up using a plate mounted on a goniometer is used to
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Chapter 5. Total error assessment in practice

examine the effects of the scanning geometry. The plate is first rotated to enable the
study of the effect of the incidence angle. Then, the same experiment is reproduced at
different distances to the scanner, resulting in a complete study of the influence of both
incidence angles and range. As a second measurement set-up, the implications of the
models presented in Chapter 4 are demonstrated further by comparing two point clouds
of a small room, obtained from two different scanner positions: a center position and
a corner position. From these practical assessments, it is shown in Chapter 6 that it is
possible to optimize measurement set-ups in such way that the measurement noise due
to bad scanning geometry is minimized, which therefore contributes to a more efficient
acquisition of point clouds of better quality.

5.1 3D point cloud analysis in practice

After the acquisition of a 3D point cloud (see Sec. 2.1), some post processing steps are
needed to estimate the scanning geometry per point. In this section, we present the
steps we followed in this work. There are of course many other ways to extract the
scanning geometry from a point cloud. The presented work flow is one way of doing it,
which enabled us to process large amount of points in a reasonable amount of time and
memory.

5.1.1 Segmentation of a point cloud

In Sec. 2.2.3, the concept of segmentation was introduced. The point cloud P =
[

x, y, z
]

is first segmented based on a planar feature extraction algorithm. Several segmentation
methods are presented in Sec. 2.2.3.

In this thesis, the planar surfaces are extracted using a gradient based range image [55].
A range image enables a 2.5D representation of the dataset, where each pixel value
corresponds to the distance ρ of an observed point from the scanner. This method
estimates, for each measurement considered as an image pixel1, the parameters of a
normal vector in a spherical coordinate system, namely the two angles

(

α,β
)

and the
perpendicular distance

(

γ
)

between the plane the measurement belongs to and the origin,
as shown in Fig. 5.1. This estimation is based on the scan parameters and horizontal and
vertical gradient images2.

Points with similar planar parameters
(

α,β,γ
)

are considered to be part of the same plane,
i.e. segment. For the experiments presented in this work, small segments are filtered out
from the analysis. We consider a segment to be small when it contains less than 10 points.
This segmentation algorithm is based on the range image and therefore does not take
into account the intensity measurements.

1The point cloud is represented as a range image, where every image pixel represents the angular
position following the scanning resolution, and is colored following the measured range.

2A gradient image provides the directional changes in pixels of an image. It enables the extraction
of edges of objects and local contrasts.
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Figure 5.1: Relationship between scan angle and normal vector orientation used for the seg-
mentation of point cloud with respect to planar features. A point P = [θ,ϕ,ρ] is measured on
the plane with the normal parameters N = [α,β,γ]. Different angles used for the range image
gradients are plotted.

5.1.2 Data representation: Net-view

3D laser scans can be seen as panoramic images. To have a better and easier visualization
of the experimental results, the 3D point cloud is represented as a 2D net-view, such that
it allows a real 2.5D visualization of the scene when colored. The relative scale of the
objects in the scene is then maintained. Fig. 5.2 depicts the common example of the
net-view of a dice consisting of six planar surfaces.

In this work, the X Y plane is usually taken as the reference plane of the net-view rep-
resentation. The segmentation of the captured point cloud results in groups of points
having similar planar features. The knowledge of surface normals enables rotations of the
points belonging to the planar surface to the X Y plane.

5.1.3 Patch subdivision

To have a better insight into the local error behavior and the local quality of points of
similar scanning geometry, each segment is divided into small patches. This subdivision
results in patches containing only a small number of points, but enough points to apply a
plane fitting algorithm. The least squares estimation of the local planar features presented
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Figure 5.2: Schematic representation of patch subdivision (a) Schematic 3D representation of a
cube, (b) 2D Net-view of the cube.

in Chapter 3 is less consuming in memory and computation time for smaller datasets.
Two different patch subdivisions are applied to point clouds in this work. The first
method described in Sec. 5.1.3.1 separates the point cloud into areas based on Cartesian
coordinates. The second subdivision described in Sec. 5.1.3.2 is based on the spherical
representation of the point cloud. These two different ways of patching the data provide
a very different insight in the quality of the local data.

(a) (b) (c)

Figure 5.3: Schematic representation of patch subdivision (a) Cartesian patches, 50×50 cm grid.
(b) Spherical patches, 5◦×5◦ grid. (c) Spherical patches represented in the Cartesian domain.

5.1.3.1 Cartesian patch subdivision

Based on the net-view presented previously, it is very easy to create a 2D grid of the
point cloud, with a specified patch size, as depicted in Fig. 5.3(a). The point cloud lies
on the X Y reference plane. The advantage of this type of subdivision is that the patch
area remains the same for the entire point cloud. As the point density varies with the
orientation and the distance of the patch with respect to the laser scanner, the number
of points per patch is varying as well.
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5.1. 3D point cloud analysis in practice

5.1.3.2 Spherical patch subdivision

As seen previously in Sec. 2.1.4, the TLS captures 3D measurements in a spherical way.
Laser beams are sent with regular horizontal and vertical angle increments. The measure-
ments consist of the two angular positions

(

θ,φ
)

and a distance
(

ρ
)

for each laser beam
received. The point cloud is divided into smaller rectangular patches in the spherical
domain, as depicted in Fig. 5.3(b). This spherical subdivision results in patches contain-
ing the same number of points per patch as the coordinate system is the one used by
the scanner in acquiring its points. Therefore, the patch size varies with respect to the
orientation and the distance of the considered surface, as illustrated in Fig. 5.3(c). In
Fig. 5.3(b) the spherical patches are shown in the spherical domain and in Fig. 5.3(c)
the same patches are shown in Cartesian domain. Depending on the orientation of the
surface, the representation of such spherical grid into the Cartesian coordinate system
differs. In the case plotted in Fig. 5.3(c), the surface is placed at a almost perpendicular
orientation with respect to the scanner.

5.1.4 Planar features per patch and incidence angle per point

Once the point cloud has been segmented and patched, the planar features of each patch
are extracted by applying a planar fitting algorithm. In this thesis, we presented three
methods of planar feature extraction methods in Chapter 3. In the rest of this chapter,
we choose to make use of the Total Least Squares method presented in Sec. 3.2.3. After
extracting the planar parameters, the computation of the incidence angles at individual
points is derived from Eq. (4.1).

5.1.5 Theoretical number of points per Cartesian patch

60° 

60° 

Figure 5.4: Theoretical number of points. Practical example of a plate of 1×1 m placed at 3 m,
oriented at 0◦ and being rotated at 60◦.
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As shown in Fig. 5.4, the scanner captures points on the considered surface in a spherical
way i.e. range measurements obtained at fixed angular increments, see Chapter 2. The
scanner emits a regular grid of laser rays that is independent of the surface that is scanned.
The number of pulses locally hitting the surface depends on the scanning geometry, namely
the orientation and distance of the surface with respect to the scanner. In this theoretical
example, the plate being rotated at 60◦ (red plate in Fig. 5.4) covers less surface in
the spherical domain than the perpendicular one (blue plate in Fig. 5.4). Therefore, the
number of points recorded on the red plate is smaller.

In Fig. 5.5, the theoretical number of points per patch of 20× 20 cm is shown. [98]
presents a method for computing the theoretical number of points on a surface, which is
based on the scanning specifications of the laser scanner in use, in this case the FARO
LS880 [44]. The main parameters to consider when determining the number of points
on a surface are the vertical and horizontal scanning angle increments and the spherical
coordinates of the borders of the considered surface. In Fig. 5.5 on the left, the number
of points with respect to the orientation of the patch of 20×20 cm and its distance to the
scanner is plotted. On the right, the theoretical number of points per patch of 20×20 cm
is plotted, assuming that the patch is at a near perpendicular orientation with respect
to the Laser Scanner. In this theoretical plot, the scanning specifications applied in the
case study are used, namely a scanning resolution of 1/5 of the total resolution of the
scanner (see Table 2.1).
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Figure 5.5: Theoretical number of points. (left) Number of points with respect to the orientation
of the patch and the distance.

In Fig. 5.5, it is shown that the theoretical number of points decreases dramatically for
orientations of the patch greater than 70◦. It is also shown that when considering smaller
ranges, e.g. smaller than 20 m, the number of points per patch is very high. As shown in
Fig. 5.5, small variations in small ranges result in a great variation in number of points.
For example, at 5 m, the number of points of a near perpendicular patch of 20×20 cm is
2601. When this patch is placed at 10 m, the number of points decreases to 676. When
placing it further away to 20 m, the number of points on the patch is only 169. When
considering bigger ranges, e.g. greater than 40 m, the variation in number of points is
smaller. When this patch is placed at 40 m, the number of points decreases to 49. When
placing it further away at 60 m, the number of points is 25. The number of points per
considered area is an important aspect when fitting plane and assessing the quality of the
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area. The redundancy of information is important to obtain a reliable plane model. As
shown in Chapter 6, the minimum number of points per unit area is a constraint a user
can specify and require when scanning a scene.

5.2 Plate experiment measurements

Two different sets of experiments were conducted to validate the models developed in
Chapter 4. A first set of experiments is performed to examine the effect of varying
incidence angle on the noise level at a fixed distance to the scanner. In the second set
of experiments, the distance to an object is varied as well. The influence of the scanning
geometry on the scan quality is analyzed through experiments conducted under near
laboratory conditions3 using the TLS HDS6000 from Leica [85]. Both experiments are
performed on a 1×1 m white coated plywood board. The board used in this experiment is
not reflecting in a perfect isotropic way, but it is considered to be almost Lambertian. This
board is mounted on a tripod via a screw clamp mechanism provided with a goniometer
that enables the mechanism to rotate horizontally with an angular resolution of 2◦, as
depicted in Fig. 5.6. The first experiment focuses on the influence of the incidence angles
on the quality of the point cloud. The second experiment combines the influence of the
incidence angles and the range.

The incidence angles per point are computed locally by first fitting a plane through the
points as shown in Chapter 3, then using the methods described in Chapter 4. The angle
given by the goniometer only provides a rough indication on the orientation of the plate.

Figure 5.6: Reference plate measurement set-up. A white coated plywood board is mounted on
a tripod via a screw clamp mechanism provided with a 2◦ precision goniometer.

3The experiments were conducted in the basement of a building, where the tempetrature and humidity
were controlled and monitored, and where there was no daylight.
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5.2.1 Experiment 1: Influence of changing incidence angle on the noise

level

The first experiment investigates the incidence angle contribution on the range measure-
ment. The experimental board is placed at a fixed distance of 20 m from the TLS. The
board is rotated from 0◦ to 80◦ in steps of 10◦. At each orientation step, the board is
scanned, as depicted in Fig. 5.7. The following analysis is based on 9 scans, containing
between 4900 and 38500 points per scan depending on the orientation of the plate with
respect to the laser beam.

TLS

30°60°

 20 m

0°

Figure 5.7: Measurement setup of experiment 1. A board placed at a fixed distance of 20 m is
scanned at varying incidence angles. A representative laser beam is depicted in red.

First the planar parameters N are estimated for each scan using Total Least Squares as
described in Sec. 3.2.3. The estimation uses all points of the considered scan of the board.
A noise level êρ in the direction of the laser beam is then computed for each point in
the scan following Eq. (3.22). The orthogonal noise level êd is derived for each point in
the scan following Eq. (4.20). The incidence angle α per point is computed based on the
estimated planar parameters N and the laser beam vector P, as described in Eq. (4.1).
Fig. 5.8 shows the standard deviation σêρ with respect to the incidence angle for each
scan, derived from the noise level in the direction of the laser beam per point êρ following
Eq. (4.21). It also shows the standard deviation σêd

with respect to the incidence angle
for each scan, derived from the orthogonal noise level per point êd following Eq. (4.20).
Note that for each plate orientation, the number of points considered decreases with
increasing incidence angles as seen in Sec. 5.1.5.

The influence of the incidence angle is clearly visible and follows the theoretical incidence
angle effect described in Section 4.4.1. A larger standard deviation of errors in the di-
rection of the laser beam is observed for larger incidence angle. Subsequently, the noise
level induced by the incidence angle α is removed from the noise level êρ, providing the
remaining standard deviation σêd

in Fig. 5.8. The orthogonal noise level is almost inde-
pendent of the incidence angle. The orthogonal noise level êd shows a slight increase
at 10◦, followed by a small continuous decrease of errors until 70◦ and a consecutive
increase towards maximal incidence angles. This characteristic trend could be partially
explained by the scattering behavior of the surface with respect to incoming light, de-
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Figure 5.8: Standard deviation with respect to the incidence angle of the surface, given a fixed
scanner position. The standard deviation of the noise in the direction of the laser beam σêρ
is plotted in red. The orthogonal standard deviation σêd

, after removal of the incidence angle
effect is plotted in blue. At every plate orientation, the standard deviations are computed using
all the points scanned on the plate.

scribed by the Bidirectional Reflectance Distribution Function of the surface, which is not
perfectly Lambertian. Lichti [90] also observes such a characteristic trend and suggests
to use an a-priori threshold of a maximum incidence angle of 65◦ for removing not reliable
measurements.

5.2.2 Experiment 2: Simultaneous influence of incidence angle and

distance.

This experiment investigates the simultaneous influence of distance and incidence angle
on the point cloud quality. The experimental board is placed at distances ranging from
10 m to 50 m in steps of 10 m and one additional low distance placement at 5 m from
the TLS. At each distance placement, the experiment described before in Sec. 5.2.1 is
conducted. As depicted in Fig. 5.9, the board is scanned at each distance placement and
for each rotation. This experiment consists of 54 scans captured successively at around
the same time.

However, only 45 scans are captured in a good enough quality. For higher distances and
larger rotation angles, the standard deviation obtained was significantly higher than 5 mm.
The number of points measured at these extreme situations decreased to less than 100

points per scan, as depicted in Fig. 5.10. At 60◦ and 50 m distance, only the points
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TLS

 5 m 

 10 m 

 50 m 

Figure 5.9: Measurement setup of experiment 2. A board is scanned at varying distances and
at varying orientations.

on the border of the board are measured, no points on the board are measured because
of the high incidence angle and range of the measurements. The return signal strength
is too low for the detection unit to be detected. These extreme cases appeared to be
irrelevant for the analysis and are therefore not presented in the following study. For the
remaining 45 scans, the point cloud contains between 3100 and 150500 points depending
on distance and orientation of the surface.

Figure 5.10: Point clouds of the board colored with intensity. The board is placed at 50 m from
the TLS. The presented inclinations are from left to right 0◦, 20◦, 40◦ and 60◦. The board is
outlined in bold lines. At 60◦ and 50 m distance, only the points on the border of the board are
measured, no points on the board are measured because of the high incidence angle and range
of the measurements.

The standard deviation of the residuals σêρ is derived for each scan in the manner described
in Sec. 5.2.1. The planar parameters are estimated using all the points in a scan. Two
different effects of the scanning geometry are isolated by this experiment.

5.2.2.1 Isolation of incidence angle effect

Fig. 5.11 shows the standard deviation of the residuals σêρ with respect to the distance
from the surface. As in Sec. 5.2.1, it is clearly visible that for larger incidence angles,
larger noise levels are obtained.
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Figure 5.11: Standard deviation with respect to the incidence angle of the surface, given 6
different scanner positions. The standard deviation of the noise in the direction of the laser beam
σêρ is plotted in red. The orthogonal standard deviation σêd

, after removal of the incidence angle

effect following Eq. (4.20), is plotted in blue.

The incidence angle effects are removed from the standard deviation of the residuals σêρ

using the method described in Sec. 4.4.1. The standard deviation of the orthogonal noise
σêd

is almost independent of incidence angle and follows the same increasing trend for
increasing distance from the board to the scanner. The errors obtained for an orientation
of the plate at 0◦ seem to be shifted in comparison with the global trend observed for
other incidence angles. Low incidence angles result in almost circular footprints on the
surface as shown in Chapter 4. In this case, a near optimum signal is returned, with a
large magnitude. A possible explanation for the phenomenon observed for low incidence
angles could be as follows: the detection system might adapt the recording system to this
optimal measurements by rescaling the measurements because it is more likely to saturate
the detection system when the laser beam hits a surface in a nearly perpendicular way
[71].

5.2.2.2 Isolation of distance effect

It is shown that with increasing range, the measured noise level increases. Fig. 5.12
shows the remaining standard deviation after removal of incidence angle effects. The
range effects are removed from the remaining noise levels using the approach described
in Section 4.4.2.

A larger standard deviation is observed for larger ranges. The noise level induced by the
range effect is removed from the noise level êρ, shown as the remaining standard deviation
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Figure 5.12: Standard deviation of noise level given 6 different scanner positions. The standard
deviation of the orthogonal noise σêd

after correction of the incidence angle effect is plotted in
blue. The orthogonal standard deviation σêd

, after removal of the incidence angle effect and the
range effect following Eq.4.23, is plotted in green. The standard deviation of the 0◦ case is not
plotted due to its particular properties.

σêd
in Fig. 5.12. The additional parameters of the range contribution model in Eq. (4.24)

are set with respect to the TLS in use in this experiment, namely the Leica HDS6000,
resulting in dmin = 0 m and dmax = 80 m. The remaining error is almost independent of
the range. A slight increase of the global trend is observed from 10 m to 30 m, which
can be avoided by fine tuning the additional parameters in Eq. (4.24).

5.3 Room experiment measurements

5.3.1 Measurement set-up and processing steps

In this section, the influence of scanning geometry is isolated and quantified for a typical
point cloud representing a closed and empty room, as depicted in Fig. 5.13. As the
captured point cloud contains more than 20 million points, the determination of planar
parameters and the isolation of the scanning geometry contribution comprises additional
steps described further in this section.

Two walls and the floor of the room are analyzed in this study. The floor of this room
is covered with light colored linoleum and the walls are painted in white and have very
smooth surfaces. This experiment is conducted using the LS880 HE TLS from FARO.
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6.45 m 5.43 m

Viewpoint B

Viewpoint A

Viewpoint B

Viewpoint A

Figure 5.13: Measurement Set-up of the standard room measurement using the location of the
two view points: viewpoint A in the center and viewpoint B in a corner. (left) 3D representation
of the room, with the two viewpoints locations, (right) 2D net-view representation of the room
with the two walls and the floor, and the two viewpoints locations.

The resolution was set at 1/4 of the full resolution [44]. The laser scanner scans the
room from two different viewpoints. The first viewpoint (viewpoint A) is approximately
situated in the middle of the room. From the viewpojnt A, the resulting point cloud
contains 1225307 points. The second viewpoint (viewpoint B) is located near the corner
formed by the two planar walls. From the viewpojnt A, the resulting point cloud contains
1591288 points.Both scans were acquired on the same day, with similar environmental
conditions. The position of the TLS is recognizable in scans of the floor because the
TLS cannot scan underneath its position. Four test plates that were used in previous
studies are added on the two planar walls. Two reference test charts (ESSER TE106 and
TE109) for color and grey scale were previously used in a remission experiment [19]. A
white coated plywood and a medium-density fibre board were used before in a scan angle
experiment [149].

In this work, to determine the incidence angle of a surface, the point cloud is first seg-
mented according to coarse planar features [55]. The segmentation process divides the
scanned scenery into areas having similar planar parameters. Resulting segments are spa-
tially different in size and point density. The segmentation results in four main segments:
the floor and three wall pieces, as depicted in Fig. 5.14. One of the walls is divided into
two different segments. For an easier visualization of the experimental results, the point
cloud is represented as a net view, allowing a real 2.5D visualization of the scene in such
a way that the relative scale is maintained, as depicted in Fig. 5.14. In this work, the X Y

plane is chosen as reference plane of the net-view representation.

To have a better insight into the local error behavior and the local quality of points of
similar scanning geometry, each segment is subdivided into small patches as described
in Sec. 5.1.3. First, each segment is divided into small Cartesian patches of 20×20 cm,
as shown in Sec. 5.1.3.1. As discussed previously, this type of patch provides a regular
grid area over the whole segment. However the number of points per patch varies with
respect to the orientation and the distance to the scanner.

Then each segment is divided into small spherical patches of 5◦ × 5◦, as explained in
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Segment 1:

Floor

Segment 2:

Wall 1

Segment 3:

Wall 2, part 1

Segment 4:

Wall 2, part 2

Figure 5.14: Net-view representation of the standard room segmentation. The room is segmented
into four main segments.

Sec. 5.1.3.2. This subdivision results in patches containing only a small number of points,
but enough points to apply a Least Squares estimation of the planar parameters as de-
scribed in Sec. 3.2.3. In this work, a spherical patch contains approximatively 12000 points.
The spherical patches applied on the segments in the room are depicted in Fig. 5.15. The
patch size, varies with respect to the orientation and the distance of the considered sur-
face. Hence, the use of spherical patches enables the local estimation of the deviation to
smaller surfaces, which reduces the magnitude of the outliers due to imperfections in the
planarity of the floor and the walls.
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Figure 5.15: Net-view of the standard room with spherical patches, using a grid size of 5◦×5◦
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5.3.2 Isolating the incidence angle effect

In this section, the influence of the incidence angle on the point cloud quality is analyzed
for the different positions of the TLS. In this case study, the influence of the range is not
incorporated as the variety of ranges in the room is very limited, ranging from 0 m to
6.5 m.

5.3.2.1 Theoretical incidence angle effect

Fig. 5.16 depicts the theoretical incidence angle effect per point on the measurement
precision, derived from the estimated planar parameters per segment, as described in
Eq. (4.23). Clearly, the position of the laser scanner has an influence on the local incidence
angle. Angles plotted in red indicate larger theoretical contribution to the deterioration
of the measurement precision. The corner viewpoint results in higher incidence angles
towards the far sides of the segments.

Figure 5.16: Net-view of the standard room colored with the theoretical incidence angle effects.

5.3.2.2 Noise level per segment in practice

For each segment, a regression plane is fitted according to the method described in
Sec. 3.2.3. Fig. 5.17 shows the residual êρ in the direction of the laser beam, per point in
each segment. The points colored in red represent residuals higher than 1 cm. The points
on the floor segment (segment 1) that are situated in high incidence angle areas produce
high residuals. By moving the scanner from the viewpoint in the corner to the viewpoint
in the center, high incidence angles at the bottom right corner of the segment 1 are
avoided. In white, the RMSE per segment as computed following Eq. (3.23) is printed
in Fig. 5.17. The differences in RMSE between the two viewpoints can partially be
explained by comparing the different incidence angle pattern for each segment. In the
corner viewpoint (viewpoint B) results, a circular pattern of higher noise levels can be
observed in segment 2, corresponding to a surface that is oriented nearly perpendicular
to the laser beam. A possible explanation for this effect can be found in the saturation
of the detection unit, due to an overload of the intensity sensor of the laser beam. The
points measured shortly after the saturation are all affected by a higher residual.
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Figure 5.17: Net-view of the standard room colored with the the noise level êρ in the direction
of the laser beam. Residuals higher than 1 cm are colored in red. (left) Scan captured from
viewpoint A, in the center of the room, (right) Scan captured from viewpoint B , in the corner
of the room.

Fig. 5.18 shows the residual per point êd computed according to Eq. (4.20), for each
segment. In both viewpoints, the effects of incidence angle on the signal deterioration
are removed, leaving a noise level êd theoretically independent of the scanning geome-
try influencing factor, and only dependent on the other influencing factors described in
Sec. 2.3.

Figure 5.18: Net-view of the standard room colored with the the noise level êd computed
according to Eq. (4.20). Residuals higher than 1 cm are colored in red. (left) Scan captured
from viewpoint A, in the center of the room, (right) Scan captured from viewpoint B , in the
corner of the room.

In the center viewpoint (viewpoint A), it can be seen that the walls and the floor are
not perfectly planar. Segment 2 for instance, shows residuals in the laser beam direction
higher than 6 mm despite the local low incidence angle, see Fig. 4.23. After removal
of incidence angle effects, these residuals remain higher than 6 mm, see Fig. 5.18. A
local planar estimation on a smaller neighborhood enables the analysis of the scanning
geometry influence on the signal deterioration, and avoids fitting model errors. In the
corner position (viewpoint B), residuals êρ obtained for incidence angles higher than 70◦
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are higher than 1 cm, see Fig. 5.17. Globally, by moving the scanner roughly 2 m to a
viewpoint containing higher incidence angles, ∼ 20% of the signal deterioration is due to
incidence angles effects.

5.3.2.3 Number of points per Cartesian patch in practice

In Fig. 5.19, the number of points per patch of 20×20 cm is shown for the room used in the
experiment. In general, the theoretical number of points is matching the one obtained in
the real point cloud. The scanner position at viewpoint B results in a higher total number
of points per patch than viewpoint A. For both positions, the point density decreases
rapidly with increasing range and incidence angle. As an example, when considering the
viewpoint B in Fig. 5.19, the number of points in the patch located at (6,6)(X ,Y ) is greater
than 1500 points, whereas at (6,6)(X ,Y ) it is less than 10.
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Figure 5.19: Net-view of the standard room subdivided into Cartesian patches of 20×20 cm
colored with the number of points per patch. (left) Scan captured from viewpoint A, in the
center of the room, (right) Scan captured from viewpoint B , in the corner of the room.

5.3.2.4 Noise level per Cartesian patch in practice

From the points in the Cartesian patch, local planar parameters are determined as de-
scribed in Sec. 3.2.3. For each point in the Cartesian patches in Fig. 5.19 the noise level
in the direction of the laser beam is êρ. The standard deviation σêρ of the residuals
êρ in the direction of the laser beam is computed for each Cartesian patch according to
Eq. (4.21). Fig. 5.20 shows the standard deviation σêρ for each Cartesian patch, for both
viewpoints.

On average, scanning from viewpoint B results in Cartesian patches of better quality. The
average patch variance for all patches together equals 0.0023 m for viewpoint A against
0.0017 m for viewpoint B. This shows that by simply moving the scanner by two meters,
the quality of the point cloud is in this sense improved by ∼ 25%. This is mainly due to
the larger amount of small incidence angles patches and smaller amount of patches on
the floor with higher noise at viewpoint B.
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Figure 5.20: Net-view of the standard room subdivided into Cartesian patches of 20×20 cm,
colored with the standard deviation σêρ computed according to Eq. (4.21). (left) Scan captured

from viewpoint A, in the center of the room, (right) Scan captured from viewpoint B , in the
corner of the room.
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Figure 5.21: Net-view of the standard room subdivided into Cartesian patches of 20×20 cm,
colored with the standard deviation σêd

computed according to Eq. (3.14). (left) Scan captured
from the viewpoint A, in the center of the room, (right) Scan captured from the viewpoint B , in
the corner of the room.

Fig. 5.21 represents the net view of the room colored with the remaining noise level
per scan point êd , after removal of the incidence angle effects according to Eq. (3.14).
Clearly this standard deviation depicted in Fig. 5.21 reflects both the individual point
quality, compare Fig. 5.17, and the local point density, compare Fig. 5.19. The quality of
the Cartesian patches is dominated by the number of points, which biases the comparison
of the patches. The Cartesian patches are therefore not really suitable when assessing
the quality of local patches of a planar segment with big variations in point density. To
avoid the correlation with the number of points per Cartesian patch, we make use of the
spherical patches presented in the next paragraph.
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5.3.2.5 Noise level per spherical patch in practice

Each segment is subdivided into spherical patches, with a 5◦ ×5◦ grid size as depicted
in Fig. 5.15. As a consequence, each patch contains 1200 points, unless a patch covers
an area with less measurement return or the edge of a segment. For each point in the
spherical patches in Fig. 5.15 the noise level in the direction of the laser beam is êρ. The
standard deviation σêρ of the residuals êρ in the direction of the laser beam is computed
for each spherical patch according to Eq. (4.21). Fig. 5.22 shows the standard deviation
σêρ for each spherical patch, for both viewpoints.

Figure 5.22: Net-view of the standard room subdivided into spherical patches of 5◦×5◦, colored
with the standard deviation σêρ computed according to Eq. (4.21). (left) Scan captured from

viewpoint A, in the center of the room, (right) Scan captured from viewpoint B , in the corner
of the room.

At lower incidence angles and lower ranges, the point density is higher, which results in
a smaller area per patch. The noise contribution due to the incidence angle is clearly
visible. Indeed, the patches located at higher incidence angles as seen in Fig. 5.16 are
globally less precise than the ones with lower incidence angles. As an example, segment 1,
i.e. the bottom right segment, is analyzed. By moving the scanner to the corner viewpoint,
the far end patches of this segment are less precisely measured due to higher incidence
angles. The point density at the far end patches decreases and the area is increasing.
By having bigger areas, with less points density, the planar features estimated on these
points are less precise. On segment 1, the contribution to the noise level of incidence
angles is on average ∼ 22%. Moreover, because the surfaces are not perfectly planar,
the local imperfections of the surfaces are more apparent on patches with a bigger area.
The planarity imperfections of the floor appear very clearly on each viewpoint scan. For
example, at the location (8,6)(X ,Y ), in both viewpoints the patch quality is lower despite a
relatively good incidence angle (∼ 60◦).

By using local patches, the error behaviors of the scan points on the test charts placed
in the scene, see Fig. 5.13 are more visible. As studied previously [19], the residuals are
dependent on the incidence angle and the surface properties of these test chart.

The average standard deviation of the room is σêρ = 3.23 mm. Fig. 5.23 represents the net
view of the room colored with the remaining noise level per scan point êd , after removal
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Figure 5.23: Net-view of the standard room subdivided into spherical patches of 5◦×5◦, colored
with the standard deviation σêd

computed according to Eq. (3.14). (left) Scan captured from
the viewpoint A, in the center of the room, (right) Scan captured from the viewpoint B , in the
corner of the room.

of the incidence angle effects. The average remaining standard deviation of the room is
σêd

= 2.55 mm. By averaging the incidence angle contribution per point, it is determined
that for this standard room, in both cases approximately ∼ 20% of the measurement noise
is caused by non-zero incidence angles. The average of the incidence angle contribution
per patch takes into account the point density information.

The proposed approach has been tested on a workstation Dell Precision 390, with 3 Gb of
RAM memory, a Dual-Core Intel CPU at 2.13 GHz, and a graphical card NVIDIA Quadro
FX3500 256-bit GDDR3. The computations are run under the OS Microsoft Windows 7.
The programs are implemented using the software Matlab. The plots are also generated
using Matlab.

5.4 Conclusions

This chapter provides an answer to the previously stated research question: How does the
scanning geometry affects the total point cloud quality in practice?

The original approach presented in Chapter 4 to express the influence of scanning geometry
on the point cloud quality is put in practice and evaluated in this chapter. It is shown
how the scanning geometry is extracted from a 3D point cloud in practice. This approach
is based on the estimation of local planar features as presented in Chapter 3 applied on
both Cartesian and spherical patches. The effects of scanning geometry are quantified and
tested on a reference test board and two point cloud sampling of a standard closed room.
The practical assessment presented in this chapter shows that the scanning geometry
affects the point cloud quality for higher incidence angles and higher ranges from the
scanner.

The study of the reference test board shows consistency between the theoretical models
derived in Chapter 4 and the noise levels measured at different plate orientations and
range placements. The study on the effect of the incidence angles allowed us to show
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that for a real point cloud of a small room, the contribution of incidence angles to the
noise budget decreased by approximately ∼ 20% per point when the scanner is moved from
one viewpoint located in the middle of the room to another viewpoint with on average
more favorable incidence angles. This result is achieved in a small indoor room, where the
range effect is not playing an important role. Accordingly, it is shown that it is possible
to reduce the total error of the measurements by placing the scanner at another position,
which is maybe not the most trivial position one can think of. In this particular case, it
is shown that a position at the corner of the small room provides a global better quality
point cloud than the one acquired from the middle of the room.

Moreover, the focus of the thesis is set on the scanning geometry effects on the point
cloud quality, therefore the surface property effects were not investigated. However, tests
performed for this research should ideally be repeated using reference surfaces with known
reflectance behavior such as the Spectralon diffuse reflectance targets [79]. From the
preliminary studies performed [149] but not shown in this thesis, the surface property
effects to also play a role in the quality of the acquisition. As stated previously in Chapter 2,
this thesis solely focuses on the effects of scanning geometry on the point quality. All
other effects such as surface properties are not presented in this thesis. By being able to
isolate the noise component due to scanner geometry, it will also be easier to investigate
other noise components. Adequate corrections of these other influencing factors, such as
the surface properties, the atmospheric conditions and instrument calibration, will provide
future users with measurements of better quality.

Using our approach, an optimization of the measurement set-up can be achieved. An
example of such optimization process is presented in Chapter 6. Based on a 2D map of
the scene to be scanned, an algorithm is developed that computes possible viewpoints
combinations that fulfill a complete coverage of the scene under specific constraints,
e.g. maximum range, maximum incidence angle, minimum point density. Another appli-
cation could be a CAD drawing on a first low resolution scan, which enables the charac-
terization of the scanning geometry contribution from the position of the terrestrial laser
scanner. Based on the computed incidence angles and ranges, a better positioning of
the terrestrial laser scanner according to the scene can be determined where the scanning
geometry effects can be minimized. Another application could also be to define a quality
standard (say 5 mm), from which the measurement set-up will be derived. This threshold
specifies the desired maximum standard deviation achieved from a viewpoint.
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“Give me a place to stand, a lever
long enough and a fulcrum. and I
can move the Earth”

Archimedes

One of the main applications of the Terrestrial Laser Scanner (TLS) is the visualization,
modeling and monitoring of man-made structures like buildings. Especially surveying
applications require on one hand a quickly obtainable, high resolution point cloud but
also need observations with a guaranteed quality. As shown in Chapter 4 and Chapter 5,
the scanning geometry plays an important role in the quality of the resulting point cloud.
The ideal set-up for scanning a surface of an object is to position the laser scanner in such
a way that the laser beam is near perpendicular to the surface. Due to on-site conditions,
such an ideal set-up is in practice often not possible.

In this chapter, the following research question is investigated and answered:

How should a scanning survey be effectively planned?

Several scans taken from different view-points are needed to obtain full coverage of the
object surface and to avoid major occlusions. Most scenes contain a large variety of
materials and different parts of the scene are scanned with a different scanning geometry
from several view-points. The different incidence angles and ranges throughout a scan
result in 3D points of varying quality, see Chapter 4. The view-points of the scanner that
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give the best point-cloud quality are generally not known. This chapter presents a new
approach to determine good view-points, but not guaranteed the best view-points.

Despite the large variety of applications, to the best of our knowledge, the topic of TLS
placements enabling good quality acquisitions has not been investigated at the time of
this research. In this chapter, the different view-points of the laser scanner in a scan
project are designed such that the negative impact of scanning geometry on the point
quality is mitigated in a particular sense. The design of the measurement setup ensures the
complete spatial coverage, while each part of the scene is scanned according to predefined
quality requirements. The main quality requirements we use in this thesis are that surfaces
are scanned within a maximum incidence angle and range from a given view-point. The
complete spatial coverage of the area to be scanned is obtained with a small of number of
view-points. The quality of the end point cloud is not investigated in this chapter, as we
assume that scanning constraints are sufficient to obtain a good quality point cloud. In
the method introduced in this chapter and presented in [145], the impact of the scanning
geometry on individual point error is not directly incorporated, only the strict thresholds
derived from the scanning geometry studies performed in Chapter 4 and Chapter 5 are
used.

6.1 Planning view-points in a scene: available approaches

The determination of the minimum number of view-points needed to cover all edges of
a room is known as the set-coverage problem and is a NP-complete problem, a class
of notoriously difficult problems [72, 14, 158] (see Sec. 3.2.1). In general, there are
no efficient or fast solutions for this class of problems. Therefore, in practice, heuristic
methods are used that give an approximation solution.

In this work, we define a view-point as the location of the center of the scanner in the
scene. The determination of the positions of view-points that give full coverage of a given
scene is investigated in computer science in the Art Gallery problem [26, 108, 50] and the
Next Best View problem [73, 123, 14].

In the Art Gallery problem, the complete floor map is assumed to be known on forehand.
The positions of the sensors are computed in such a way that all surfaces on the map are
covered with a minimum number of sensors. [26] proved that Art Gallery problems have
an upper bound on the minimum number of required view-points: there always exists a
solution consisting of [n/3] number of view-points that cover all edges of a simple polygon
of n vertices. [66] proved that any polygon with n vertices, and h possible holes, can be
completely covered by a minimal solution consisting of at most [(n+h)/3] view-points.

In the Next Best View problem, the sensor is first acquiring data from an arbitrary position.
Based on this first measurement, the algorithm will incrementally add surfaces to a partial
model of the scene and plan the next view-point to acquire such that the visibility is
maximal. The process is iterated until the algorithm determines that all possible surfaces
have been mapped.

In this chapter, our starting point is a map of a room. In practice, most scenes can be
quickly represented as a 2D floor map. One can for instance roughly estimate surroundings
and provide a simple “hand drawn” representation of the outer bounds and the possible
holes in the scene. Another method could be to quickly scan the scene from arbitrary
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positions at low resolution and extract the geometry of the scene. From these rough
estimations, the optimal scanner view-points are determined using the methodology pre-
sented in the following sections. Note that the presented method can be extended from
a 2D approach to a 3D approach by considering 3D visibility polyhedra. In this chapter,
we only present the 2D approach as it provides a good first insight in the TLS view-point
planning.

6.2 A simplified 2D Art Gallery approach

To obtain a problem that is easily solvable by a normal computer, we present in this section
some assumptions and simplifications. In a few processing steps, a practical solution is
achieved in a small amount of computations.
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Figure 6.1: Example of the visibility polygon of a complex room. The outer bound polygon Po

is outlined in red. Interior obstruction polygons Ph j , j = 1 · · ·6 are represented as blue areas. The
interior of these polygons is not visible as they represent wall structure or closed areas. The view-
point O is depicted as the red star. The visibility polygon V from this location O is represented
as the green area.

By using notations from [14], the entire scene is defined as the “work space”. In this
chapter, the work space is defined by using simple polygons, with an “outer bound poly-
gon” that delimits the interior area where the scanner can be placed, and possible “hole
polygons” that consists of closed areas within the outer bound polygon where the scanner
cannot be placed.

Let the scene be defined as a map P = {Po,Ph} consisting of a simple outer bound polygon
Po and K possible simple holes polygons Ph j , j = 1 · · ·K . The scene does not necessarily
need to contain hole polygons.

The polygons can be defined as a list of vertices. As defined by [14], a simple polygon
is a closed polygonal chain of line segments, also called edges in this chapter, that does
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not intersect itself. Holes are consisting of non-transparent objects in the scene that can
cause interior obstructions, e.g. walls, furniture in the room, columns.

To define potential view-point locations, the interior of the room is sampled such that a
view-point O is defined inside Po and outside all Ph. That is, the outer bound polygon
Po, the K simple holes polygons Ph j , j = 1 · · ·K and one arbitrary view-point O fulfill the
following relations:

• Ph j ⊂ Po ∀ j

• Phi ∩Ph j =∅, i 6= j ,∀i∀ j

• O ∈ Po ∧O 6∈ Ph j ∀ j

where ⊂ is the subset operator, ∩ is the set intersection operator and ∧ is the logical
conjunction operator.

6.2.1 From 3D to 2D view-point positions

Almost all 3D indoors scene can be reduced to a 2D map by taking an horizontal cross
section of the scene at for instance the height of the sensor. This approximation of the 3D

surroundings by a 2D map results in less intensive computations. As depicted in Fig. 6.1,
in this example the horizontal cross-section enables to visualize a floor map of a scene
at the height of the scanner, with the outer bound depicted in red and holes depicted
in blue. This simplification reduces the complexity of the problem, by considering a 3D

scene as a 2D scene at the height of the scanner.

6.2.2 2D Visibility Polygon

The 2D visibility polygon V from a view-point O is a well-known notion [41, 106, 156,
81]. In simple words, the visibility polygon from a view-point is defined as the polygon
containing all visible edges, i.e. in the direct line of sight of the view-point.

More formally, V is the 2D visibility polygon defined as the set of points p in R
2 that

cover all edges of the scene P, such that every point in V is in the direct line-of-sight of
the view-point O, is contained inside Po and outside Ph j , j = 1 · · ·K . The view-lines from

the view-point O to the points p denoted as Op do not intersect any obstacle within the
scene P, ergo each Op is in the direct line-of-sight of the view-point O. The visibility
polygon is therefore defined as follows [41]:

V
def
= max{p : p ∈ Po ∧ p 6∈ Ph j∀ j ∧ Op ⊂ {Po −Ph j , j = 1 · · ·K } (6.1)

In Fig. 6.1, the visibility polygon V from view-point O is represented in green.

6.2.3 Discretized possible view-points in a scene

The interior of the room is discretized and gridded with predefined steps of possible
scanner locations, as depicted in Fig. 6.7(a). This discretization has the advantage of
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less computations than when considering continuous locations. However, the grid step
size needs to be well defined. A too coarse grid will result in fast computation, but in
general in more positions. A too fine grid increases the processing time with no guarantee
of having a less locations.

This room is gridded with n possible view-point locations, denoted as Oi , i = 1 · · ·n. The
grid step is defined such that each edge part is visible from at least one view-point.

6.2.4 Discretized scene

To further simplify the view-point planning, we make use of a discretized scene, where
the edges of the polygons P are reduced to a set of points. In this way, the number of
constraints is smaller than when considering continuous surfaces and the computational
performance is increased.

Start End
Δ

0 0 1 1 1 0

V

O

Figure 6.2: Example of an edge segmentation. The boolean coverage information is given as 1

for visible and 0 as not visible from the view-point O and based on its 2D visibility polygon V .
The resolution of the boolean information depends on the edge segmentation interval step ∆.

Each edge of the scene is discretized into smaller intervals. For instance, an edge m of
the outer polygon Po is discretized into k points, linking smaller segments with interval
step ∆ following Eq. (6.2):

Po {m} =







Po {m} {1}
...

Po {m} {k}






=







{x1, y1}, {x2, y2}
...

...
{xk−1, yk−1}, {xk , yk }






(6.2)

In Fig. 6.2, the visibility polygon V from the view-point O is depicted as the green area.
The edge is divided into smaller segments, which makes it easy keep track of the edge
visibility coverage.

The width of the interval step ∆ will determine the number of segments k and therefore
the resolution of the visibility coverage. Too large segments will result in too simplified
approximations of edge coverage, but with faster processing due to a low number of
segments. On the contrary, a fine segmentation enables to finely define the boundaries
of the visibility coverage at the expense of longer processing time.
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6.2.5 Discretized visibility polygons

With the edges of the scene P subdivided into points connected by small segments, it
becomes easy to define the discretized visibility polygon from a view-point Oi using
Boolean notation, as depicted in Fig. 6.2. In practice the visibility edges do not perfectly
coincide with the small segments boundaries, which results in partially covered segments.
In this work, we consider these partially covered segments as visible. As shown in Fig. 6.2,
segments that are considered as visible are counted as 1 and the not visible segments as 0.
One could also set some thresholds on the amount of visibility coverage per segment, say
segments with > 50% coverage are considered visible, others not visible. We did not set
such constraints as we tried to keep the algorithm as simple as possible, and considered
any segment as visible as soon as there was some coverage.

In this work, the method described by [41] and implemented by [105] is used to determine
the 2D visibility polygon Vi from each possible view-point Oi , as depicted in Fig. 6.1.
Only the coverage of the wall surfaces is considered, therefore the polygon edges should
all be covered by at least one view-point, while the complete coverage of the interior of
the polygon (representing ceiling and floor) is not necessary.

6.3 Optimization problem

6.3.1 Incidence angle and range constraint

The view-points planning algorithms generally assume the sensing instrument to be perfect
and with infinite field of view, with valid measurements under any incidence angle and
any range constraints. These solutions are very general and unsuitable for the actual TLS
capabilities in a real world situation.

It has been shown in Chapter 4 and Chapter 5 that the measurement quality deteriorates
with bad scanning geometry, i.e. with increasing ranges and increasing incidence angles
to the object surface. The incidence angle α is defined as the angle between the laser
beam and the normal of the surface. As shown in Chapter 2, a TLS measures distances
to surfaces by emitting laser beams, either by continuous modulated signals or single
pulses. In both cases, this technology has limitations in the range of measurements, both
as a minimum distance dmin and a maximum distance dmax that can be measured to
an object surface. The manufacturer provides the range limitations specific to each laser
scanner type, see Sec. 2.2. Moreover, it is shown in Chapter 4 that longer ranges and
higher incidence angles result in wider and elongated footprints, which leads to return
pulses with decreased signal strength. Therefore, incorporating the scanning geometry
limitations in the determination of the visibility polygon provides a realistic representation
of the actual measurement capacity of the scanner.

As example of one edge visibility from a view-point O is depicted in Fig. 6.3. This edge
is fully visible from the view-point. When adding a maximum incidence angle αmax

constraint, the edge is only partially visible however, up to the maximum incidence angle
αmax . The parts of the edges that are observed with incidence angles greater than
the maximum threshold αmax are considered not visible anymore. The maximum view
distance dmax from the view-point O is depicted by a red circle. Any edge part that falls
outside this circle is considered not visible either.
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View-point O

Edge

d m
ax

α
max

Edge visibility under no constraints

Edge visibility under 

incidence angle α
max

 constraint

Edge visibility under 

distance d
max 

constraint

Figure 6.3: Schematic illustration of the visibility of an edge from a view point O. The visibility
of the edge is shown under no constraints, under a maximum incidence angle αmax constraint
and a maximum distance dmax constraint.

An example of a simple rectangular room is shown in Fig. 6.4. From the view-point O,
all edges of this room are visible. The maximum incidence angle constraint αmax reduces
the visibility of an edge from the view-point O until the maximum incidence angle αmax ,
as shown by the green visible areas in Fig. 6.4. Any edge part with higher incidence
angle than αmax is considered not visible. The maximum view distance dmax from the
view-point O is depicted by the red circle. In the same way as for the previous example,
any edge part that falls outside this view circle is considered not visible.

By adding the scanning geometry constraints, namely a maximum incidence angle αmax

and a maximum view distance dmax , this simple room example shows that only a few
edge parts remain visible from view-point O. These edges fulfill the requirements in terms
of low enough incidence angles and distances.

6.3.2 Final view-point localization problem formulation

To significantly reduce the number of scans needed to cover a scene and ensure good
quality scans, we propose a view-point localization method based on a 2D map of the
area and scanner constraints. This method comprises the following constraints:
• The floor map is a horizontal cross-section obtained at the height of the scanner. This
2D floor map may include holes [Sec. 6.2.1],
• The 2D floor map is discrete [Sec. 6.2.4],
• The possible view-points locations are discrete [Sec. 6.2.3],
• The scanner has range limitations as defined by the manufacturer [Sec. 6.3.1],
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d max

α
max

α
max

α
max

View-point O

Visible edges from O

under incidence angle α
max

and distance d
max 

 constraints

Figure 6.4: Example of the visibility constraints in a simple rectangular room. The edges of the
room are depicted as dashed lines. From the view-point O, all edges of this room are visible under
no constraints. The visibility polygons from the view-point O under a maximum incidence angle
constraint αmax are depicted in green. The maximum distance constraint dmax is depicted as
the red circle. When considering both incidence angle and distance constraints, the visible edges
from the view-point O are depicted as blue lines.

• The incidence angles measured on surfaces should not exceed a defined threshold
[Sec. 6.3.1].

We present a view-point localization method under the above mentioned constraints. The
following cases are studied:
1− All edges of the 2D floor map are covered by at least one view-point.
2− All edges are scanned from at least one view-point with incidence angles below a
maximum incidence angle αmax .
3− All edges are covered from at least one view-point with at least a minimum distance
dmin and with a maximum distance dmax to the scanner.
4− All edges are scanned from at least one view-point with at least a minimum distance
dmin and with a maximum distance dmax to the scanner and incidence angles below a
maximum incidence angle αmax .
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6.3.3 Optimization problem statement

By modeling this optimization as a discrete combinatorial problem, an approximate solu-
tion is obtained. An optimal solution to this optimization problem would be the smallest
set of view-point locations {o j ∈Oi }( j≤i) needed to cover all edges of the scene P, given
different visibility constraints as defined in Sec. 6.3.2.

The simplified model of the objective function and constraint described by [41] uses the
following Integer Linear Programming1 formulation:

z = min
∑

j∈P

o j

subject to:
∑

j∈P
pi ∈V j

a j i o j Ê 1,∀pi ∈ P

o j ∈ {0,1} ,∀ j ∈ P

(6.3)

where

a j i =

{

1, if pi ∈V j

0, otherwise

o j =

{

1, if j belongs to the solution
0, otherwise

A view-point o j is considered to belong to the solution if it fulfills the constraints stated
in Sec. 6.2. If the view-point o j is belonging to the solution, it is given the value 1, else
it is given the value 0. From that view-point o j , the points a j i of the discretized scene P

are given the value 1 for all points pi that belong to the visibility polygon V j =V
(

o j

)

. All
other points a j i that do not belong to the visibility polygon V j are considered not visible
from o j and therefore are given the value 0. The visibility polygon is defined based on
one of the four visibility constraints defined in Sec. 6.3.2.

The solution set to this optimization problem is given as Z = { j ∈ P|x j = 1}. The objective
function minimizes the cardinality z of the solution set Z [31, 138].

6.4 TLS placement algorithm: Greedy approach

The Boolean coverage information per view-point is used in a Greedy algorithm to deter-
mine a minimum number of view-points necessary to cover all the edges of the room, as
implemented by [54].

By using a Greedy approach [27], a set-coverage algorithm is obtained in a simple manner
that involves few computation steps. The complexity of the Greedy approach has an
asymptotic bound of O (n)). The Greedy algorithm as shown in Algorithm 3 produces
a fast and good non-unique solution, often near the optimal solution [144]. At each
iteration, the algorithm choses for the local best view-point, in the sense that the chosen
view-point covers the most local uncovered surfaces from the available discrete view-points.
In this chapter, we consider a solution to be good if the chosen set of points covers the
entire scene, with a small number of view-points. The Greedy approach provides a set of

1The mathematical optimization program is expressed with variables that are restricted to be integers.
The objective function and the constraints are linear. [138]
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view-points close to the minimum number of view-points of

[

n+h

3

]

[66] required for a

complete coverage of the scene [144].

With this approach, the set of view-points cannot be guaranteed to be the minimal number
of points achievable. A better solution could be found that could consist of less points by
using a different optimization technique, most likely at a cost of more computations and
a more complex implementation, without any guarantee that the solution set is greatly
improved. However, different optimization techniques are not presented in this work, and
are not compared to the presented Greedy approach. This chapter presents one simple
method that enables a quick survey plan. In addition, with the approach presented in this
chapter, solutions can be found that have the same coverage properties.

For the n possible view-points Oi , i = 1 · · ·n, let Vi , i = 1 · · ·n be the n visibility polygons
computed following the explanation in Sec. 6.2.2. Each visibility polygon is discretized
and snapped to the smaller edge segments of the room P [105].

Algorithm 3: Greedy Algorithm

input : Oi , i = 1 · · ·n, P

output : set of view-points o j , , i = 1 · · ·m,m ≤ n

initialisation;
Otemp ← O;
Ptemp ← P;
while Ptemp is not empty do

index ← Max(Visibility(Otemp)) ;
Add(Otemp[index] to set o j) ;
Remove(Otemp[index] from set Otemp);
Remove(edges covered by Visibility(Otemp[index]) from Ptemp)

end

The algorithm starts by initializing temporary variables. The temporary variable Ptemp
is initialized with all edges of the scene P. The temporary variable Otemp is initialized
with all n possible view-points Oi , i = 1 · · ·n. At each iteration step, the view-point in
Otemp that covers the most number of uncovered edges in Ptemp is added to the set of
view-points o j . This view-point is obtained by assessing the visibility from all available
possible view-points. This selected view-point is then removed from the list of view-points
Otemp. The respective edges covered by that view-point are also removed from the edge
list Ptemp. This process is iterated until the temporary variable Ptemp is empty. At the
end of the process, the selected set of m view-points o j , j = 1 · · ·m ensures a complete
coverage of all edges in the scene P.

To illustrate the mechanism of the Greedy algorithm, we present a simple example as
shown in Fig. 6.5. This simple room consists of 12 edges, without any obstacles inside.
As described in Sec. 6.2.4, long edges are divided into smaller segments, so that the entire
room is in this case represented by 22 segments. Inside this room, 14 different possible
view-points are considered.

First, a table of segment coverage per view-point O is derived, following the method in
Sec. 6.2.2, as shown in Table 6.1. Segments that are visible from that view-point are
marked 1, and the ones not visible are marked 0.

98



6.4. TLS placement algorithm: Greedy approach

S
11

S
12

S
21

S
31

S
41

S
32

S
51

S
52

S
112

S
111

S
101

S
81

S
72

S
71

S
92

S
91

S
61

S
62

S
63

S
123

S
122

S
121

1 2

3 4

5 6

9 10

11 12

13 14

7 8

Figure 6.5: Simple Greedy algorithm example. Room consisting of 12 edges, divided into 22

segments. 14 different view-points are considered.

❍
❍
❍
❍
❍

S
O

1 2 3 4 5 6 7 8 9 10 11 12 13 14

S11 1 1 1 1 1 1 1 0 0 0 0 0 0 0
S12 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S21 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S31 0 0 1 1 1 1 1 1 0 0 1 1 0 1
S32 0 0 1 1 1 0 1 1 0 0 1 1 1 1
S41 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S51 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S52 0 0 0 0 0 0 0 1 1 1 1 1 1 1
S61 0 0 0 1 1 0 1 1 1 1 1 1 1 1
S62 0 0 1 1 0 0 1 1 1 1 1 1 1 1
S63 1 0 0 1 0 0 1 1 1 1 1 1 1 1
S71 0 0 0 0 0 0 0 1 1 1 1 1 1 1
S72 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S81 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S91 1 0 1 1 0 0 1 1 1 1 1 1 0 0
S92 1 1 1 1 0 0 1 1 0 1 1 1 0 0
S101 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S111 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S112 1 1 1 1 1 1 1 0 0 0 0 0 0 0
S121 1 1 1 1 1 1 1 1 0 1 1 0 0 0
S122 1 1 1 1 1 1 1 1 0 0 1 1 0 0
S123 1 1 1 1 1 1 1 1 0 0 1 0 0 1
Score 12 10 14 16 12 10 12 12 10 12 16 14 10 12

Table 6.1: Score table of segment (S) visibility per view-point (O) following the example shown
in Fig. 6.5

Table 6.1 provides an overview of the segments visible from each view-point Oi , i = 1 · · ·14.
The Greedy algorithm used in this work first selects the view-points that have the highest
score in terms of coverage. In this case, two candidates have highest score: O4 and O11.
The algorithm simply takes the first option with a highest score, in this case O4. At
the next iteration, the algorithm considers the scores of coverage per view-point for the
remaining segments to be covered. That is, from the updated score table the segments
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❍
❍
❍
❍
❍

S
O

1 2 3 4 5 6 7 8 9 10 11 12 13 14

S11 1 1 1 1 1 1 1 0 0 0 0 0 0 0
S12 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S21 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S31 0 0 1 1 1 1 1 1 0 0 1 1 0 1
S32 0 0 1 1 1 0 1 1 0 0 1 1 1 1
S41 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S51 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S52 0 0 0 0 0 0 0 1 1 1 1 1 1 1
S61 0 0 0 1 1 0 1 1 1 1 1 1 1 1
S62 0 0 1 1 0 0 1 1 1 1 1 1 1 1
S63 1 0 0 1 0 0 1 1 1 1 1 1 1 1
S71 0 0 0 0 0 0 0 1 1 1 1 1 1 1
S72 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S81 0 0 0 0 0 0 0 0 1 1 1 1 1 1
S91 1 0 1 1 0 0 1 1 1 1 1 1 0 0
S92 1 1 1 1 0 0 1 1 0 1 1 1 0 0
S101 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S111 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S112 1 1 1 1 1 1 1 0 0 0 0 0 0 0
S121 1 1 1 1 1 1 1 1 0 1 1 0 0 0
S122 1 1 1 1 1 1 1 1 0 0 1 1 0 0
S123 1 1 1 1 1 1 1 1 0 0 1 0 0 1
Score 0 0 0 0 0 0 0 2 6 6 6 6 6 6

Table 6.2: Score table of segment (S) visibility per view-point (O) following the example shown
in Fig. 6.5 after discarding the first view-point candidate O4.

already covered by O4 are not counting anymore in the score table, as shown in Table 6.2.

Again, the Greedy algorithm selects the view-point candidates that have the highest
coverage score for the remaining segments that are not yet covered. In this case view-
points O9, O10, O11, O12, O13 and O14 all have the highest coverage score. The Greedy
algorithm selects the first option out of these candidates, which in this case is O9. The
visibility score table is updated as previously. In this simple scenario, only one iteration
was necessary to solve the coverage of the example room in Fig. 6.5. The set of view-
points that ensure full coverage as selected by the Greedy algorithm in this example are
O4 and O9.

Note that by adding constraints on the visibility from a view-point, the coverage of edges
per view-point may change. Some edges that are considered visible without constraints,
or 1 in the score table, might not be visible under different constraints and become 0 in
the score table. The Greedy algorithm selects optimal view-points based on the amount
of edges that are covered from that view-point.
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6.5 View-point localization in practice

The method proposed in this chapter is to be used in the planning phase of a survey
project, as shown in Fig. 6.6. It enables the theoretical determination of view-point
positions to cover fully a scene. The planning phase of TLS survey projects is often
neglected, and can lead to a lack of or too many measurements performed to properly
cover the area of interest. It is crucial to plan beforehand the view-points position before
going on site. A lack of measurements would imply another survey planning on the same
site to complete the set of scans with the not covered areas. Too many scans would imply
that the survey could have taken less time in acquisition, but also the post-processing
could be less intense, e.g. less registration of scans, smaller data to handle.
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Figure 6.6: TLS good practice of survey planning

This method should be used to first get an indication on the number of view-points needed
to cover the full scene based on the instrument constraints. Usually, the user needs to
rent a TLS to perform measurements. Depending on the TLS in use, the number of
scans needed to cover a scene varies, as it depends on the maximum measurable distance.
Thanks to this method, the user can vary the different geometrical constraints and assess
which TLS suits best his needs. By knowing in advance the expected number of view-
points needed, the user can plan ahead the survey in time and space, which is cost
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effective.

Algorithm 4: TLS Placement Algorithm

input : Outer bound polygon Po and possible holes Ph

output : set of view-points o j , , i = 1 · · ·m,m ≤ n with their visibility polygons

initialisation;
Definition of scene edge discretization width;
Definition of scene view-point step discretization width;
Definition of minimum and maximum scanning ranges dmin and dmax ;
Definition of incidence angle αmax ;
computation;
P ← Scene edge discretization;
Oi , i = 1 · · ·n ← Scene possible view-point gridding;
o j , , i = 1 · · ·m,m ≤ n Greedy(Oi , P , dmin , dmax , αmax);

The presented method is put in practice following Algorithm 4. The floor map is either
derived from the actual CAD drawing of the scene, or from a quick scan of the scene
that provides the main features to be scanned. In the described method, the floor map
is defined as a list of vertices as 2D x y coordinate points. The user needs to define
the scene edge discretization width and the view-point step discretization width. These
two parameters define the resolution of the solution set, as discussed in Sec. 6.2.4 and
Sec. 6.2.3. From our practical assessments, it is advised to sample the possible view-
points up to a grid size of approximately half a meter. A too fine discretization of the
possible view-points in the scene leads to more difficulties for the user to determine the
view-points in the actual scene. When using a roughly estimated map, it is obviously not
useful to try to position exactly the TLS to the view-point obtained from our method. A
rough estimate around the view-point is sufficient.

Based on the TLS in use and specific requirements of a project, the user defines the
desired minimum and maximum scanning ranges dmin and dmax as well as the maximum
incidence angle αmax . For each possible view-point in the scene Oi , i = 1 · · ·n, a visibility
polygon is computed based on these scanning geometry constraints.

The Greedy algorithm as presented in Algorithm 3 selects a set of view-points o j , , i =

1 · · ·m,m ≤ n from the n possible view points Oi , i = 1 · · ·n that ensures a complete
coverage of all discretized edges in the scene P. As the floor map is assumed to be on
forehand known, the user can easily determine these view-point positions in the real scene
by means of e.g. a laser distance meter (e.g. [86]) or a simple measuring tape. For each
of these view-points, the user can also visualize and check the visibility of the scene from
the view-point.

6.6 View-point determination results

6.6.1 Measurement set-up

To illustrate the method, two simulated case studies are presented. In both cases, a buffer
of dmin = 1 m is applied around all edges of the room to prevent positions too close to
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the surfaces. The interval step used for the segmentation of the edges is ∆ = 0.05 m.
These test cases are assuming that the scans will be acquired by a mid-range phase
based terrestrial scanner, which often has a maximum range limitation of dmax = 80 m.
Following Chapter 4 and Chapter 5, the maximum incidence angle on surfaces is set to
αmax = 70◦. Both case studies presented in this chapter represent indoor areas that are in
real life not often encountered as the presented scales are not realistic. These dimensions
were however chosen to depict extreme cases where both incidence angles and ranges
were playing an important role in the determination of the number of view-points and
their locations.

The first scene is a simple squared room of 400×400 m, as depicted in Fig. 6.7. The room
is sampled with 361 possible view-points spaced every 20 m on a regular X Y Cartesian
grid. This simple test case is chosen to illustrate the impact of the scanning geometry
constraints on the definition of the view-points locations.

The second scene is a more complex room of 520× 380 m, with multiple rooms and
occlusions on walls, as depicted in Fig. 6.8. 356 possible view-points are chosen on a
regular Cartesian grid. The effects of occlusions is demonstrated in this test case.

6.6.2 Results and discussions

6.6.2.1 View-points without constraints

By considering only the line of sight of the scanner, the simple room can be completely
covered by one view-point, as depicted in Fig. 6.7(a). This simple room is a convex
polygon, therefore no occlusions from the edges can occur. Any of the possible 361

view-points will enable the complete coverage of the simple room.

The complex room is concave, meaning that some edges of its bounding polygon can
occlude areas in the polygon depending on the view-point. As depicted in Fig. 6.8(a),
multiple view-points are required to obtain a complete coverage of the scene. In this
particular case, five view-points placed in the different opened rooms cover all the edges
of the scene.

6.6.2.2 View-points under incidence angle constraints

Applying the incidence angle constraint on the visibility polygons of a view-point reduces
the field of view of the scanner with respect to the surface orientations. As shown
in Fig. 6.7(b), the simple room can still be fully seen from one view-point, under the
incidence angle constraint of αmax = 70◦. This constraint does not change the number
of view-points, it however provides a better position of the scanner from which incidence
angles on surfaces are tolerable. As the complex room contains more edges with different
orientations, the number of view-points required to cover all the edges with an incidence
angle smaller than αmax doubles to ten view-points, as seen in Fig. 6.8(b).
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(a) In this case, only one view-point is needed.
Any of the possible 361 view-points fulfill the vis-
ibility constraint. The visibility polygon is repre-
sented as the blue area.
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Figure 6.7: Visibility coverage of simple room. 361 view-points are used in the scene, depicted
as black dots. Possible view-points that fulfill the visibility constraints are depicted as stars, with
their visibility coverage area. The darker the visibility area, the more view-points coverage.

6.6.2.3 View-points under range constraints

The range constraints of dmin = 1 m and dmax = 80 m enforce a realistic representation
of the measurement capabilities of a terrestrial laser scanner. The coverage of all edges of
large rooms under range constraints results in the increase of the number of view-points
necessary to cover the scene. In the simple room case, twelve view-points are needed, as
shown in Fig. 6.7(c). As opposed to the visibility coverage without any constraints, many
view-points are required to cover a complete single edge of a scene. Fig. 6.8(c) shows
that the complex room is covered by seventeen view-points under range constraints.
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(a) At least five view-points are required to cover
all the edges. The visibility polygons are repre-
sented as the blue areas.
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(b) At least ten view-points are required to
cover all the edges under incidence angles con-
straints.The visibility polygons are represented as
the red areas.
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(c) At least seventeen view-points are required to
cover all the edges under range constraints. The
visibility polygons are represented as the green
areas.
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(d) At least nineteen view-points are required to
cover all the edges under range and incidence
angles constraints. The visibility polygons are
represented as the gray areas.

Figure 6.8: Visibility coverage of a complex room. 356 view-points are used in the scene, depicted
as black dots. Possible locations of the scanner that fulfil the visibility constraints are depicted
as stars, with their visibility coverage area. The darker the visibility area, the more view-points
coverage.

6.6.2.4 View-points under incidence angle and range constraints

By incorporating both the maximum incidence angle αmax and the range constraints
dmin and dmax , the view-points necessary to cover a large room can be defined. These
view-points ensure low incidence angles and ranges to the surfaces that are within the
specifications of the instrument. The effects of bad scanning geometry are avoided,
resulting in more reliable point clouds. As depicted in Fig. 6.7(d), fifteen view-points are
necessary to cover the simple squared room. Nineteen view-points are required to cover
the complex room under the range and incidence angle constraints, as seen in Fig. 6.8(d).
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6.7 Conclusions and future work

In this chapter, the following research question was investigated and answered: How
should a scanning survey be effectively planned?

An original method is presented in this chapter to determine a set of few but sufficient
view-points in a scene based on terrestrial laser scanner capabilities. It is shown that
the positions of the view-points can be on forehand determined to capture scans of the
surroundings with good quality. As a first demonstration to show how to incorporate
measurement geometry, it is shown how to incorporate both a maximum range and a
maximum incidence angle constraints. This method is fast and only requires a rough 2D

floor map of the scene as input.

The influence of this incidence angle constraint and of a range limitation is shown on two
simulated rooms. The presented work uses a simple 2D Cartesian gridding of the room to
determine possible view-point locations. An adaptive grid to the level of detail required
per surface would improve the determination of the best view-points. Moreover, a finer
grid would avoid view-points positions too close to each other, however it will be at the
expense of longer processing times.

The presented method handles the incidence constraint and the range constraints as two
thresholds. These constraints can also be used as a weighting factor. Indeed, as shown
in Chapter 5, from two different view-points all edges of a scene can be equally visible,
however the influence of the scanning geometry on individual points can be different. By
incorporating the impact on error of the scanning geometry per considered view-point
in the decision process, the Greedy algorithm will result in view-points providing good
quality point clouds with an optimal scanning geometry.

Currently, the presented method uses a 2D discretized map of the scene at the height of
the laser scanner. A possible extension of this method would be to consider the 3D room
and define the 3D visibility from a view-point. The integration of several realistic scanner
heights would improve the determination of the optimal view-points.

Finally, in this work, we used a Greedy approach to select the near optimal view-points
necessary to cover the scene. It currently provides a good solution, but not necessarily
the optimal one. An exact optimization algorithm would in some cases provide better
view-points, often at the cost of a more complex and time/memory consuming program.
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Conclusions and recommendations

“There is no real ending. It’s just
the place where you stop the
story.”

Frank Herbert

This concluding chapter summarizes the results presented in this thesis to address the
research question stated in Chapter 1. An answer to each subquestion derived in Chap-
ter 1 is provided. Recommendations and possible future works following the methodology
presented this work are provided at the end of this chapter.

7.1 Summary of results

As stated in Chapter 1, the main research question investigated in this thesis is:

How to incorporate measurement geometry in scanning proto-
cols to achieve final products of a well-described good quality?

To answer this question, five subquestions were presented in Chapter 1, which helped
answering in detail this main question. In short, this main research question is answered
as follows: this dissertation presented an original method that quantifies the effects of
scanning geometry on the individual point quality. Here, scanning geometry is defined
as the combination of measurement range and incidence angle. The quality of individual
points in a point cloud is described based on their noise level, which is extracted in
practice using local planar features. The developed models are put in practice in survey
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planning, where scanning view-points can be localized beforehand to capture scans of the
surroundings with good quality. in the following sections, the five subquestions introduced
in Chapter 1 are answered in more detail.

7.1.1 What major factors influence the quality of an individual point in

a point cloud?

Chapter 2 presented an overview of the principles of laser scanning and the state of the
art. Chapter 2 answers this subquestion by presenting a detailed overview of factors that
affect the quality of a point cloud. In this thesis, it is shown that the quality of individual
points in a point cloud is influenced by four main factors: the instrument limitations, the
atmospheric conditions, the object properties and the scanning geometry. The three first
factors of these four main factors were discussed in detail this chapter. In real-life, the
end-user often has a limited control and influence on these three factors. It is difficult
to modify parameters such as mirror rotation, foggy weather or wall material to comply
with better scanning conditions. The last influencing factor is the scanning geometry, on
which the end-user has a strong influence as the position of the laser scanner in the scene
is determined by the user. It is presented in detail in Chapter 4.

7.1.2 How can the quality of an individual point in a point cloud be

assessed?

Chapter 3 answers this question by presenting a point cloud quality assessment based
on local planar features extraction. The quality investigated in this thesis relates to the
random errors or precision of individual points and do not deal with systematic errors or
biases. The point cloud is first divided into smaller areas called patches, where it can be
assumed that locally, such area is planar. A local plane is fitted to the patch points and the
local noise level is estimated. The planar fitting methods considered in this thesis enabled
to process huge amounts of data (few million points) with a reasonable time / memory
consumption. In Chapter 3, three different planar fitting methods are presented and
compared, namely a Ordinary Least Squares method, a Total Least Squares method and
a Principal Component Analysis method. The quality of each local fit is described using
standard deviation derived from Least Square Estimation. The main quality describers
used in this work are presented in Chapter 3 and further put in practice in Chapter 5. It has
been shown that the Ordinary Least Squares method is fast and provides a good quality
analysis of the planar features. However, this method is dependent on the orientation
of the plane. The second method described is the Total Least Squares method, which
computes the planar features in a very accurate way regardless of the orientation of the
plane. It is however a slow method and requires a lot of memory. A good trade-off
method presented in this chapter is the Principal Component Analysis, which is fast and
independent on the plane orientation. The quality description achieved by the latter is
not as straightforward as the two previous methods.
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7.1.3 What is scanning geometry and how does it affect the individual

point quality?

Chapter 4 answers this question by defining the scanning geometry by using two param-
eters: the incidence angle and the range. The incidence angle is defined as the angle
between one laser beam vector and the normal vector to the surface. The range is de-
fined as the distance between the scanner and the surface. In this chapter, it is shown
that the incidence angle and the range affect the individual point signal to noise ratio.
The received signal magnitude of the measurements decreases with increasing incidence
angle and range. The received signal magnitude influences the precision of the distance
determination. It is shown that the shape of the footprint of the laser light on a surface
depends on those two parameters. It is also shown that by considering the influence of
scanning geometry on the signal to noise ratio, the increase in measurement noise with
increasing incidence angle and increasing ranges is successfully modeled. The presented
approach allows the quantification of the contribution of noise induced by the scanning
geometry, based solely on point cloud data. No additional or external measurements are
needed. The contribution of the two scanning geometry parameters on the point quality
has been quantified using contribution coefficients.

The effect of the incidence angle on the range measurement is expressed as a coefficient
cI (α) of values ranging from 1 to 0 for incidence angles α ranging from 0◦ to 90◦, as
defined in:

cI (α) = cosα= cosφ(a cosθ+b sinθ)+c sinφ (7.1)

The received amount of power decreases with increasing scan range, i.e. the effect of the
range to the total noise level is proportional to the square of the range. Assuming that
ρmin is the minimum range for which the backscattered signal can be detected, and ρmax

is the maximum range measurable without ambiguity, the contribution of the range on
the measurement deterioration is modeled by a coefficient cR

(

ρ
)

of values ranging from
1 to 0 for ranges ρ ranging from ρmin to ρmax , as defined in: .

cR

(

ρ
)

=
ρ2

max −ρ2

ρ2
max −ρ2

min

(7.2)

where ρmin and ρmax are set depending on the laser scanner in use.

Both models of contribution express the contribution of the incidence angle and range on
the measurement noise as a coefficient ranging from 1 to 0, where 1 means the measure-
ment is reliable and 0 indicates a not reliable measurement. In this thesis, a measurement
is considered reliable when the quality of the acquisition is good. In Chapter 5, the
scanning geometry is further investigated in practical situations.

7.1.4 How does the scanning geometry affects the total point cloud

quality in practice?

Chapter 5 answers this question by putting the original approach presented in Chapter 4
in practice. The effect of scanning geometry is quantified and tested on a reference test
board and two point clouds sampling a standard closed room. The quantification of the
scanning geometry contribution on the quality of individual points is demonstrated on
scans of reference test boards placed at various incidence angles and ranges from the
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TLS. It is shown that the theoretical models presented in Chapter 4 are consistent with
this experimental assessment. The total point cloud error is defined as the mean patch
variance for all patches considered in the scene. The investigation of the incidence angle
effect showed that for the particular small room setting presented, the contribution of
incidence angles to the noise budget decreases by approximately ∼ 20% per point when
the scanner is moved from one viewpoint located in the middle of the room to another
viewpoint with on average more favorable incidence angles. Accordingly, it is shown that
it is possible to reduce the total error of the measurements by placing the scanner at
another position in the room, which is not necessarily an obvious placement. Using our
approach, it shown that an optimization of the measurement set-up can be achieved. An
example of such optimization process is presented in Chapter 6.

7.1.5 How can negative effects of the scanning geometry on the point

quality be mitigated?

Chapter 6 answers this question by presenting a new method that determines near optimal
view-points in a scene based on terrestrial laser scanner capabilities. First, a visibility
algorithm is presented, which enables the determination of the area visible per considered
view-point. The presented work used a simple 2D Cartesian gridding of the room to
determine possible view-point locations. Based on every visibility polygon calculated for
each possible view-point, a Greedy algorithm is used to determine a set of view-points that
covers the entire scene. It is shown that by integrating the constraints of the scanning
geometry influences as presented in Chapter 4 in a survey planning, the positions of
the view-points can be on forehand localized to capture scans of the surroundings with
good quality. From the results presented in Chapter 5, the theoretical number of points
decreases dramatically for patch orientations greater than 70◦. The constraints on the
incidence angles are therefore set to a maximum of 70◦. As the laser scanner in use for
this study was the FARO LS880, the range constraint is set to the maximum measurable
range, which is 80 m. The influence of an incidence angle constraint and of a range
limitation is shown on two simulated rooms. Using this simple approach, an improvement
of the measurement set-up can be easily achieved using a small amount of computations,
memory and time.

7.2 Recommendations and future work

7.2.1 Research on other influencing factors

The methods developed in this study to quantify the contribution of the scanning geometry
to the measurement noise will also make it easier to investigate other noise components.
Adequate corrections of these other influencing factors, such as the surface properties,
the atmospheric conditions and instrument calibration, should provide users with mea-
surements of better quality.

Tests performed for this research should ideally be repeated using other reference surfaces
with known reflectance behavior such as the Spectralon diffuse reflectance targets. Such
tests could help to characterize the error behavior of a specific scanner with respect
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to reference materials and lead to a possible correction model adequate to that specific
laser scanner. As a longer term research, the error behavior due to surface properties
should be investigated in more detail, focusing on the physical properties of the laser
beam (wavelength, pulse or phase based measurements).

A closer analysis of the correlation on the single point spherical measurements (θ,ϕ,ρ)

is interesting. Currently, these single point measurements are assumed to be uncorre-
lated and well calibrated. However the spherical raw measurements are expected to be
correlated.

The investigation on the received intensity and the possible correlation with respect
to noise level is expected to provide a better understanding of the noise behavior. Cur-
rently the intensity measurement is not a standard calibrated product. The airborne laser
scanning technique already makes use of the scanning geometry to correct accordingly
the received intensity measurements. One could think of applying similar methods to
terrestrial laser scanners. It is however known to be a rather difficult process as the raw
intensity measurement is generally not provided, but a rescaled intensity measurement.

7.2.2 Investigate other TLS models

The presented models are investigated mainly by using the scanners Leica HDS6000 and
FARO LS880 HE80. The currently presented range effect model is dependent on the
used laser scanner model. This range effect parametrization could be optimized and
made independent of the scanner model. Optimizing these parameters will require larger
surveys involving different types of scanners.

7.2.3 Propagate point cloud quality to end-products

The propagation of the point cloud quality into further processing steps is expected to
provide an end-product of better quality. One way could be to utilize the contribution
coefficients derived in this thesis in processing steps such as segmentation or registration
as a weighting coefficient per point to improve the final result quality. In this way, points
acquired with a good quality could play a bigger role in the process. Another way could
be to make use of the total error of a point cloud in the assessment of an end-product
quality.

7.2.4 Evaluate measurement biases

Biases are deviations from a true value. The source of biases in laser scanning point
cloud come from any of the four presented quality influencing factors. A bias can be
device dependent as well as user dependent and surroundings dependent. The evaluation
of biases in terrestrial laser scanners is an interesting research topic.

7.2.5 Improve view-point placement algorithm

In this work, a greedy approach was used to select near optimal view-points that cover
the scene. Other set-coverage algorithms could provide better view-points that are better
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distributed in the scene, using e.g. least-squares optimization techniques.

Another application of view-point placement algorithm is to define a quality standard from
which the measurement set-up will be derived. This threshold could for instance specify
the desired maximum standard deviation achieved from a viewpoint.

Currently, the presented method uses a 2D discretized map of the scene at the height of
the laser scanner. A possible extension of this method would be to consider the full 3D

room and define the 3D visibility from a view-point. The integration of several realistic
scanner heights would improve the determination of the optimal view-points.

An adaptive grid to the level of detail required per surface would improve the determination
of the best view-points. Moreover, a finer grid would avoid view-points positions too close
to each other, but it will be at the expense of longer processing times.

The presented method handles the incidence constraint and the range constraints as
two uncorrelated factors. However, in practice these constraints are closely related. A
combined constraint will provide a visibility from a view-point that is more realistic.

7.3 Future directions

At the time this research started, terrestrial laser scanners were mainly being used by
research institutes and manufacturers. However, nowadays, terrestrial laser scanners are
present in almost every field of work, e.g. forensics, architecture, civil engineering, gaming
industry, movie industry. Mobile mapping systems, such as scanners capturing a scene
while driving a car, or scanners mounted on drones are currently making use of the
same range determination techniques used in terrestrial laser scanners. The number of
applications that make use of 3D point clouds is rapidly growing. The need for a sound
quality product is even more significant as it impacts the quality of a huge panel of
end-products.
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