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Abstract

Primitive constant length substitutions generate minimal symbolic dynamical systems. In this article we
present an algorithm which can produce the list of injective substitutions of the same length that generate
topologically conjugate systems. We show that each conjugacy class contains infinitely many substitutions
which are not injective. As examples, the Toeplitz conjugacy class contains three injective substitutions
(two on two symbols and one on three symbols), and the length two Thue–Morse conjugacy class contains
twelve substitutions, among which are two on six symbols. Together, they constitute a list of all primitive
substitutions of length two with infinite minimal systems which are factors of the Thue–Morse system.
c⃝ 2016 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.

Keywords: Substitution dynamical system; Conjugacy; Sliding block code; Thue–Morse substitution; Toeplitz
substitution

1. Prologue

In the article [6] published in 1971, the minimal dynamical systems arising from primitive
substitutions on a binary alphabet having the same constant length were classified, yielding for
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a given such substitution a list of all substitutions of the same length generating topologically
conjugate systems.

Topological conjugacy is the natural isomorphism notion for topological dynamical systems.
Two systems (X, S) and (Y, T ) are called topologically conjugate iff there exists homeomor-
phism ψ : X → Y such that ψ ◦ S = T ◦ ψ . The map ψ is called a semi-conjugacy if it is
equivariant and merely continuous and onto. In this case (Y, T ) is called a factor of (X, S).

In this paper we extend the classification of substitution dynamical systems to arbitrary finite
alphabets. More recently, the articles [7,4] exhibit characterizations of such systems; these only
implicitly yield corresponding topological conjugacies, and do not result in lists of conjugate
systems. Also, in [17,19] a related goal has been partially accomplished – a classification of
measure-theoretic conjugacy – for a restricted class of constant length substitutions.

If two constant length substitution systems are conjugate, then by Cobham’s theorem, the
lengths of the substitutions have a common non-zero integer power (see [5] for a short proof of
the more simple version that we need here). Therefore, by taking suitable powers we can, and
do, restrict our attention to substitutions of the same length L .

In this contribution we address the following two problems, in which L denotes a fixed integer
larger than one, and σ is the left shift transformation.

Problem 1.1. Let α and β be two substitutions of the same length L , both primitive. Decide
whether the dynamical systems (Xα, σ ) and (Xβ , σ ) are topologically conjugate.

Problem 1.2. Let α be a primitive substitution of length L . Give a list of all the injective sub-
stitutions β of length L such that the dynamical systems (Xα, σ ) and (Xβ , σ ) are topologically
conjugate.

Finite systems are elementary, and we restrict attention everywhere to the non-periodic case
of primitive substitutions with corresponding infinite minimal sets.

We show that to any primitive substitution of constant length whose minimal set is infinite,
there are always infinitely many primitive substitutions of the same constant length having topo-
logically conjugate minimal systems, but only finitely many of these are injective. Thus, the list
produced by our algorithm for attacking Problem 1.2 will, starting from any given primitive sub-
stitution of constant length, consists of all injective substitutions of that length with dynamical
systems topologically conjugate to the initial system. Clearly, since the list in Problem 1.2 is
finite, Problem 1.1 has then also been solved, since there is a simple algorithm to associate to a
substitution an injective substitution generating a conjugate system (cf. Section 6). This contrasts
with the situation for the natural generalization of our problem to the collection of all substitu-
tions. In [10] it is shown that there may be infinitely many primitive injective (non-constant
length) substitutions that generate systems conjugate to a system generated by a substitution
with the same Perron–Frobenius eigenvalue for its incidence matrix.

Recently a completely different solution has been obtained for Problem 1.1. in the paper [8].
Actually, because of Theorem 5.1, a solution of Problem 1.1 also yields a solution of Prob-
lem 1.2. However, it seems unfeasible – using the algorithm of [8] – to obtain the Thue–Morse
list by hand, as we do in Section 11.

2. Substitutions and standard forms

We begin by recalling the basic definitions and known results without proof for primitive sub-
stitutions and their corresponding minimal systems, referring the reader to the standard Ref. [22].
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Let A be a finite set (an alphabet) with c ≥ 2 elements which are symbols, or letters. Elements
of A∗

= ∪
∞

n=0 An are called words. A substitution is a mapping

α : A → A∗.

The substitution α is of constant length L if α(a) ∈ AL for each a ∈ A. It is natural to view A∗

as a monoid under juxtaposition, thus extending α to mappings from A∗ to A∗, AN to AN, and
AZ to AZ—no confusion results if we also denote them by α, and they can be iterated, defining
αn for each n ∈ N.

Definition 2.1. The substitution α is primitive if for some n > 0 and for every a ∈ A the word
αn(a) contains each of the letters of A. The language of α is the subset Lα of A∗ consisting of
those words appearing as consecutive letters, subwords, or factors, of images under powers of α.
We denote by L N

α the set of words of length N in Lα .

We write Xα for the compact subset of AZ of bilaterally infinite sequences each of whose
finite factors belongs to the language of α. Under the left shift σ on AZ, it is a minimal symbolic
system whenever α is primitive. If in addition, Xα is infinite, then α is recognizable [20]. This
means that there exists an integer K such that any word w of length larger than K from the
language of α can be written in a unique way as u α(a1) . . . α(aℓ) v, where the lengths of u and
v are less than L , and a1 . . . aℓ ∈ Lℓ

α .
For substitutions, it is clear that the names we give to the individual symbols of their alphabets

are not essential—different namings will produce conjugate systems. This leads us to restricting
an alphabet of c symbols to the alphabet A = {1, . . . , c}. Even then, there is a permutational
ambiguity, since permuting A will yield up to c! different substitutions, which we view as
essentially the same. We find it useful in the following to single out one of these permutations
as the one yielding the standard form of a substitution, as follows. If α is a constant length
L substitution on the alphabet of size c, then we define its characteristic word to be the word
α(1) · · ·α(c) of length Lc. For constant length1 substitutions, permutations yielding different
substitutions then possess different characteristic words, and we call the substitution with the
lexicographically smallest characteristic word the standard form of the substitution α. For
well-known substitutions like the Thue Morse substitution and the Toeplitz substitution we will
stick to the usual alphabet {0, 1}.

3. Letter-to-letter maps

Let A and B be finite alphabets. A map

π : A → B

is called a letter-to-letter map; by juxtaposition it clearly extends to maps from (finite or infinite)
sequences on A to sequences of the same lengths on B. We also denote this extension by the same
symbol π . It will appear that the following easily proved lemma is the key to understanding the
properties of conjugacies.

Lemma 3.1. If α : A → A∗ and β : B → B∗ are substitutions, and if π satisfies the
intertwining equation π α = β π , then for each positive integer n

π αn
= βn π.

1 See [11] for a standard form for arbitrary substitutions.
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Under the hypotheses of the lemma, the word αn(a) is mapped by π to the word βn(b), with
b = π(a), for any positive n. In particular, the language of α is mapped to the language of β,
and we have:

Corollary 3.1. π(Xα) ⊆ Xβ , with equality whenever π is surjective. In particular, if the map
π : A → B is surjective, then primitivity of α implies primitivity of β and minimality of (Xα, σ )
implies minimality of (Xβ , σ ).

When π α = β π and π : A → B is surjective, we call β an amalgamation of α.

4. N-Block presentations and N-Block substitutions

Let A be a finite alphabet, and let N ≥ 2 denote a positive integer. We consider the elements
a0a1 . . . aN−1 of AN as symbols [a0a1 . . . aN−1] in an alphabet denoted A[N ] by defining the
N -block map

Ψ(a0a1 . . . aN−1) = [a0a1 . . . aN−1].

If X is a closed σ -invariant subset of AZ, then X [N ]
:= ψ(X) is called the N -block presentation

of X , where ψ is the conjugacy from (X, σ ) to (X [N ], σ ) associated with the sliding block code
Ψ (see e.g. [25]). Sequences y from X [N ] are obtained by

yk = ψ(x)k = Ψ(xk−P xk−P+1 . . . xk−P+N−1) for all integers k.

Here P is called the memory of the sliding block code.
The inverse of ψ when P = 0 is associated with the letter-to-letter map π0 given by

π0([a0a1 . . . aN−1]) = a0.

We now concentrate our attention on X = Xα , where α is a primitive substitution on A with
constant length L . A pleasant property is that the N -block presentation of (Xα, σ ) is again a
substitution dynamical system. This means that we are looking for a primitive substitution β on
the alphabet B = A[N ]

α := {[a0 . . . aN−1] : a0 . . . aN−1 ∈ Lα}, such that Xβ = X [N ]
α . Such a

β exists, and has been introduced for completely different reasons in Queffélec’s book [22] on
page 95. However, we want a whole family of substitutions generating the N -block presentation
of (Xα, σ ). We denote the members of this family by αN ,M . The αN ,0 are considered in [22], and
the α2,M play a key role in [17].

If [a0 . . . aN−1] is an element of B, we can apply α, obtaining a word

v = v0v1 . . . vL N−1 := α(a0 . . . aN−1).

Now choose any integer M with 0 ≤ M ≤ (L − 1)(N − 1), so that the factor w of length L + N
of v = α(a0 . . . aN−1) starting with the symbol vM is well-defined. Then we defineαN ,M ([a0 . . . aN−1]) = [vM . . . vM+N−1][vM+1 . . . vM+N ] . . . [vM+L−1 . . . vM+L+N−2].

We call the parameter M the lag of αN ,M .

Example 4.1. Let A = {1, 2, 3}, and let α be given by

α(1) = 1233, α(2) = 2313, α(3) = 3123.

Then the words of length N = 2 in the language of α are 12, 13, 23, 31, 32 and 33. We construct
the 2-block substitution β = α2,1 on the alphabet A[2]

α with lag M = 1. Since α(12) = 12332313,
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we have β([12]) = [23][33][32][23]. Coding the [aa′
] in lexicographical order to a standard

alphabet gives B = {1, 2, . . . , 6}. On2 B we have β(1) = 3653, β(2) = 3664, β(3) =

4264, β(4) = 1341, β(5) = 1353, β(6) = 1364.

The following lemma links the iterates of αN ,M to the iterates of α. For notational reasons we
define the hat operator H by H N ,M (α) = αN ,M .

Lemma 4.1. For all n ≥ 1, [H N ,M (α)]
n

= H N ,M(Ln−1)/(L−1)(α
n).

Proof. It is easily seen that for two lags M and M ′ we obtain for the composition H N ,M (α) ◦

H N ,M ′(α) = H N ,M ′L+M (α
2). Iterating, one finds that the cumulative lag in αn(a0 . . . aN−1) is

Ln M + Ln−1 M + · · · + L M + M = M(Ln
− 1)/(L − 1). �

A weaker form of the following proposition for the case N = 2 can be found in the paper [17].

Proposition 4.1. Let α be a primitive substitution of length L on an alphabet A. For a positive
integer N, and any M with 0 ≤ M ≤ (L − 1)(N − 1) let β = αN ,M on the alphabet A[N ]

α . Then
Xβ = X [N ]

α , and so the system (Xβ , σ ) is conjugate to (Xα, σ ).

Proof. From Lemma 4.1 it can be deduced that β = αN ,M on B = A[N ]
α is a primitive

substitution (choose n so large that all words from L N
α occur in any word of length Ln from

Lα). Lemma 4.1 can also be used to see that for all n there are words of length Ln from Lβ

which are words of the N -block presentation. Hence Xβ ⊆ X [N ], and by minimality, the sets are
equal. �

If Xα is infinite, then clearly the alphabets A[N ]
α grow larger and larger with N . So by

Proposition 4.1 one obtains

Proposition 4.2. For any primitive constant length substitution with infinite associated symbolic
system there exist infinitely many primitive substitutions of the same length with symbolic systems
topologically conjugate to the given system.

5. For constant length substitution minimal sets 3-block codes suffice

In general a semi-conjugacy from a system (X, σ ) to (Y, σ ) can always be obtained as a
sliding block code from X to Y (see [15]).

Here we give a new proof of a known result (see [4], Theorem 3).

Theorem 5.1. Let α and β each be primitive substitutions of constant length L > 1, whose
minimal systems (Xα, σ ) and (Xβ , σ ) are infinite. If there exists a semi-conjugacy from (Xα, σ )
to (Xβ , σ ), and β is injective then there is such a semi-conjugacy which is given by a 3-block
code.

Proof. Denote by φ the hypothesized semi-conjugacy. We may assume without loss of generality
that the associated sliding block code Φ is an Ln-block code with memory 0 for some integer
n. Recall that L3

α denotes the set of words of length three in Lα , and let B be the alphabet of β.
First note that injectivity of β implies injectivity of βn for all n.

2 In the sequel we will often identify the alphabet A[N ]
α with its standard form.
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We construct a three-block code Ψ from L3
α to B.

Let w = w1 . . . wK be a word in the language of α that contains all i jk from L3
α , and such

that the length of w is large enough so that Φ(αn(w)) is βn-recognizable. Then there is a unique
decomposition

Φ(αn(w)) = u βn(b1)β
n(b2) . . . β

n(bK−2) v

with the lengths of u and v smaller than Ln and b1b2 . . . bK−2 in Lβ . Here the sum of the lengths
|u| + |v| = Ln

+ 1, except when |u| = 0 or |u| = 1, in which case |u| + |v| = 1, and there are
actually K − 1 βn-blocks in the decomposition above.

It follows that for each block αn(i jk) there is a unique βn-block, say βn(p), coded by αn(i jk),
in Φ(αn(w)). By injectivity of βn , Ψ(i jk) := p is then well-defined.

We give a more detailed description of this with aid of the notation x[s, t] = xs xs+1 . . . xt for
a word x = x1 . . . xm , and 1 ≤ s < t ≤ m.

If ℓ = |u| is the length of the prefix u, then for 2 ≤ ℓ ≤ Ln
− 1 we have

βn(Ψ(wkwk+1wk+2)) = Φ

αn(wk)[ℓ+ 1, Ln

]αn(wk+1) α
n(wk+2)[1, ℓ− 1]


.

In case ℓ = 0 or ℓ = 1 the right hand side equals Φ

αn(wk) α

n(wk+1)[1, Ln
− 1]


, respectively

Φ

αn(wk)[2, Ln

]αn(wk+1)

.

Now note that Ψ(w1w2w3)Ψ(w2w3w4) . . .Ψ(wK−2wK−1wK ) = b1b2 . . . bK−2 is in the
language of β. This is true in a similar way for words w ∈ Lα with a length larger than K . So
ψ(Xα) ⊆ Xβ , and by minimality ψ(Xα) = Xβ . �

Corollary 5.1. If the semi-conjugacy of Theorem 5.1 is a conjugacy, then the 3-block code which
results from the proof is also a conjugacy.

Proof. If x and x ′ are different points in Xα , it is obvious that their images under ψ are also
different, so that a conjugacy results. �

Remark 5.1. In [17] it is shown for a special class of substitutions that the measure-theoretic
semi-conjugacies are given by 2-block codes. The example of the Thue–Morse substitution (see
Section 10) shows that 3-block codes are sometimes necessary.

Remark 5.2. Let τ be the Toeplitz substitution given by τ(0) = 01, τ (1) = 00. It is easily
checked that for any n ≥ 1 τ n(0) and τ n(1) differ only in their final letters. This implies that
for this substitution the 3-block codes can be replaced by 2-block codes, since Ψ(i jk) can be
replaced by Ψ(i j) as τ n(0)[1, ℓ− 1] = τ n(1)[1, ℓ− 1] for all possible ℓ = 2, . . . , 2n

− 1.

6. Injective substitutions

A key ingredient in our classification result is that we may suppose that the substitutions are
injective. This is based on the following result.

Theorem 6.1 ([1]). Any system generated by a primitive, non-periodic substitution which is not
injective is conjugate to a system generated by a primitive substitution that is injective.

The proof given in [1] is constructive, and yields what we call the injectivization of a
substitution. It is an amalgamation of the original substitution. The construction amounts to
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identifying (iteratively) those letters which have equal images. For example, the substitution
β given by

β(1) = 46, β(2) = 45, β(3) = 26, β(4) = 25,

β(5) = 13, β(6) = 13

amalgamates in a first step to

β ′(1) = 45, β ′(2) = 45, β ′(3) = 25, β ′(4) = 25, β ′(5) = 13,

and then in a second step to the injective substitution

β ′′(1) = 35, β ′′(3) = 15, β ′′(5) = 13.

7. Substitutions and graph homomorphisms

Let x be an infinite two-sided sequence over an alphabet A. Here we study the general question
whether x can be generated by a substitution of length L .

We consider graphs G = (V, E), G′
= (V ′, E ′), and graph homomorphisms ϕ : G → G′,

i.e., maps ϕ : V → V ′ having the property that (u, v) ∈ E implies that (ϕ(u), ϕ(v)) ∈ E ′.
Let W2 = W2(x) = {ab : ab = xk xk+1 for some k ∈ Z}, be the set of 2-blocks

occurring in x , and for 0 ≤ M ≤ L − 1 let WL ,M = WL ,M (x) = {a1 . . . aL : a1 . . . aL =

xkL+M . . . xkL+M+L−1 for some k ∈ Z} be the set of L-blocks occurring in x at positions
M mod L .

With x we associate a family of graphs—cf. [18], Section 1.3.4. The simplest is G x
1 =

(V1, E1), the factor graph of order 1 of x , given by

V1 = A, E1 = {(a, b) : ab ∈ W2}.

The graphs G x
L ,M = (VL ,M , EL ,M ) for M = 0, . . . , L − 1 are defined by

VL ,M = WL ,M ,

EL ,M = {(a1 . . . aL , b1 . . . bL) : a1 . . . aLb1 . . . bL ∈ W2L ,M ∪ W2L ,M+L}.

We follow the convention of calling a surjective homomorphism an epimorphism. This requires
that both the map on vertices and the map on edges are surjective.

Lemma 7.1. Let x be sequence over A, and let ϕ be a primitive substitution of constant length
L over A. If x ∈ Xϕ , then there exists an integer M ∈ {0, 1, . . . , L − 1} such that ϕ induces a
graph epimorphism from G x

1 onto G x
L ,M .

Proof. When x is in Xϕ , x can be written as a concatenation of ϕ-blocks. Define M as the
first cutting position at or after 0, i.e., M = min{m ≥ 0 | σm(x) ∈ ϕ(Xϕ)}. Let y be such
that x = σMϕ(y). By minimality of Xϕ , all letters of A occur in y, and the substitution
defines a surjective map from V1 = A to VL ,M = WL ,M (x). By minimality of Xϕ , one has
W2(y) = W2(x), and if ab occurs in y, then ϕ(a)ϕ(b) is in W2L ,M (x). Thus ϕ can be seen as a
graph homomorphism, and is also surjective on the edges, since any w ∈ W2L ,M (x) must come
from (at least) one word ab in W2(y) as w = ϕ(ab). �

Note that to avoid cumbersome notation we do not distinguish between ϕ as a map on words
and ϕ as a graph epimorphism.
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As a simple example we consider the Thue–Morse sequence x = 0110100110 . . . . It is easy
to write down the graphs of the letters and the 2-blocks:

Note that G x
2,1 has too many vertices to admit a graph epimorphism ϕ. With G x

2,0 we find
two surjective graph homomorphisms: ϕ(0) = 01, ϕ(1) = 10, corresponding to the usual
substitution, but also ϕ♭ given by ϕ♭(0) = 10, ϕ♭(1) = 01. Note that the standard forms
1 → 12, 2 → 21 and 1 → 21, 2 → 12 are different.

Remark 7.1. In the sequel we consider only sequences x from a substitution minimal set Xα .
Then the graphs G x

L ,M will be basically the same for all x ∈ Xα , except that they will be cyclically
permuted if one passes from x to σ(x). Our canonical choice is x ∈ α(Xα).

8. The list problem

In this section we first describe an algorithm to find for a given primitive substitution α all
primitive injective substitutions β of the same length whose associated systems are factors of
(Xα, σ ).

Procedure 8.1. By Theorem 5.1 we may suppose that the factor map is a 3-block map. Start
with the 3-block presentation X [3]

α of α from Section 4. All factors of (Xα, σ ) can be obtained
by going through all (including the identity) letter-to-letter maps π from X [3]

α to another shift
space. To see whether such a factor X := π(X [3]

α ) is generated by a primitive substitution of
length L, take any sequence u from X [3]

α , and define x := π(u). Determine the graph G x
1 and the

graphs G x
L ,M for all M = 0, . . . , L − 1. Then determine all epimorphisms ϕ from G x

1 to G x
L ,M .

By Lemma 7.1 this gives a list of all possible candidates ϕ that might generate X. Discard the
ϕ which are not primitive. Then check whether all subwords that appear in sequences of X also
occur in sequences of Xϕ . If not, discard ϕ. Else, X = Xϕ , and (Xϕ, σ ) is a factor of (Xα, σ ).

The last step in this procedure is algorithmic because of minimality and Theorem 34 in [2]
(based on earlier work in [14]). A computer program for this can be found at [21]. In some cases
the procedure can be executed by hand. We shall do this in Section 9 for the Toeplitz substitution,
and in Section 10 for the Thue–Morse substitution.

It is useful in practice that the last step in the procedure may be supplemented (and in many
cases replaced) by checking whether there exists an integer p with 1 ≤ p ≤ Card(A[3]

α ) and an
integer M with 0 ≤ M ≤ 2(L − 1), such that ϕ p is an amalgamation of (α3,M )

p, i.e., such that
π ◦ (α3,M )

p
= ϕ p

◦ π holds for some letter-to-letter map π .
For an algorithm for the list problem for conjugacy we still need another ingredient. A

dynamical system is called coalescent if every endomorphism is an automorphism, i.e., every
topological semi-conjugacy from the system onto itself is a topological conjugacy. It was shown
for a two symbol alphabet in [3] and for a general alphabet in [12,13] that primitive, not
necessarily constant length, substitutions generate coalescent dynamical systems.
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Procedure 8.2. Use Procedure 8.1 to determine all primitive injective substitutions β with the
same length that generate factors of (Xα, σ ). Make the list for β, and check whether α is on it. If
it is, then (Xα, σ ) is conjugate to (Xβ , σ ), by coalescence; if not, then (Xα, σ ) is not conjugate
to (Xβ , σ ). �

9. The conjugacy class of the Toeplitz substitution

We use Procedure 8.1 to determine the injective substitutions of length two that generate
factors of the Toeplitz system (Xτ , σ ) where τ is the substitution

τ(0) = 01, τ (1) = 00.

According to Remark 5.2 we can restrict ourselves to 2-block codes for τ . The set of words of
length two in Lτ is equal to L2

τ = {00, 01, 10}, so we code the 2-blocks lexicographically by
A[2]
τ = {1, 2, 3}.
We first consider the case where the letter-to-letter map π is the identity. The graphs G1 =

G x
1 , G2,0 = G x

2,0 and G2,1 = G x
2,1 of a sequence x ∈ ψ(τ(Xτ )) in the 2-block presentation X [2]

τ

are given by

There are two surjective graph homomorphisms ϕ : G1 → G2,0 which give a primitive
substitution:

ϕ(1) = 23, ϕ(2) = 23, ϕ(3) = 11, and ϕ(1) = 23, ϕ(2) = 11, ϕ(3) = 23.

The first ϕ generates the 2-block presentation, since it may be checked that ϕ is equal to τ2,0.
After injectivization it gives the substitution α given by α(1) = 13, α(3) = 11, whose standard
form is the Toeplitz substitution. The second one is not equal to a τ2,M , and so we will postpone
the answer to the question whether it generates a factor. It injectivizes to the substitution α given
by α(1) = 21, α(2) = 11, which we call the rotated Toeplitz substitution.

There is exactly one surjective graph homomorphism ϕ : G1 → G2,1, which gives the
primitive substitution:

ϕ(1) = 32, ϕ(2) = 31, ϕ(3) = 12,

which has the standard form given by α(1) = 23, α(2) = 13, α(3) = 12. We call this
substitution 3-symbol Toeplitz. It may be checked that this ϕ is equal to τ2,1, and so the system
generated by this ϕ is conjugate to the Toeplitz system by Proposition 4.1.

To finish, we still have to examine the possibilities of letter-to-letter maps π : {1, 2, 3} →

{1̌, 2̌}, where {1̌, 2̌} is a two letter alphabet. There are three of these maps πk given by

π1 : 1 → 1̌, 2 → 1̌, 3 → 2̌, π2 : 1 → 1̌, 2 → 2̌, 3 → 1̌,

π3 : 1 → 2̌, 2 → 1̌, 3 → 1̌.
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Let tk for k = 1, 2, 3 be a sequence from πk(τ2,1(Xτ2,1)). The graphs G 1
1 = G t1

1 , G 1
2,0 = G t1

2,0 and

G 1
2,1 = G t1

2,1 are given by

There are obvious graph epimorphisms from G 1
1 to G 1

2,0 and to G 1
2,1. The first one again yields

the Toeplitz substitution, the second one yields the substitution

ϕ̌(1̌) = 2̌1̌, ϕ̌(2̌) = 1̌1̌,

whose standard form is rotated Toeplitz. Since here we have the intertwining relation

π1 ◦τ2,1 = ϕ̌ ◦ π1,

ϕ̌ is an amalgamation of τ2,1, so (X ϕ̌, σ ) is a factor of the Toeplitz substitution system. It actually
is conjugate to the Toeplitz system, since Toeplitz will be in the list of factors of the rotated
Toeplitz substitution.

One can check that the letter-to-letter map π2 gives similar results, and that the graph G 3
1 has

two loops, which prevents graph homomorphisms in the case of π3.
Conclusion: the conjugacy class of the injective substitutions of the Toeplitz system consists

of three substitutions:
Toeplitz, rotated Toeplitz, and 3-symbol Toeplitz.
We will examine the properties of the minimal set Y := π3(X

[2]
τ ) ⊆ {1̌, 2̌}

Z in more detail.
We showed that Y is not generated by a substitution of length 2. We will prove more: Y is not
generated by any substitution of constant length. The only other example we know of this kind
is the Rudin–Shapiro minimal set, cf. [24], page 1613.

First we prove the rather surprising fact that the sequences in Y are essentially obtained by
doubling the letters in the sequences of the Toeplitz minimal set. Define the doubling morphism
δ : {0, 1}

∗
→ {1̌, 2̌}

∗ by

δ(0) = 1̌1̌, δ(1) = 2̌2̌.

Lemma 9.1. Let τ be the Toeplitz substitution on {0, 1}, let β := τ2,1, and let π = π3 be the
projection 1 → 2̌, 2 → 1̌, 3 → 1̌. Then for all n ≥ 1

π(β2n(1)) = 2̌ δ(τ 2n−1(0)) 2̌−1,

π(β2n(2)) = 2̌ δ(τ 2n−1(1)) 1̌−1,

π(β2n(3)) = 1̌ δ(τ 2n−1(0) )2̌−1.

Proof. By induction. For n = 1 we have π(β2(1)) = π(1231) = 2̌1̌1̌2̌. On the other hand,
2̌δ(τ (0))2̌−1

= 2̌δ(01)2̌−1
= 2̌1̌1̌2̌2̌2̌−1

= 2̌1̌1̌2̌. Now the induction step:

π(β2(n+1)(1)) = π(β2n(1231)) = π(β2n(1))π(β2n(2))π(β2n(3))π(β2n(1))

= 2̌δ(τ 2n−1(0))2̌−12̌δ(τ 2n−1(1))1̌−11̌δ(τ 2n−1(0))2̌−12̌δ(τ 2n−1(0))2̌−1

= 2̌ δ(τ 2n−1(0100))2̌−1
= 2̌ δ(τ 2n+1(0))2̌−1.

For the letters 2 and 3 a similar computation yields the corresponding formula. �
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It follows from Lemma 9.1 that Y is the closed orbit of the sequence y = δ(t), where t is the
Toeplitz sequence.

We need another combinatorial lemma.

Lemma 9.2. Let t be the Toeplitz sequence, and let M be a fixed integer with 0 ≤ M < 2n for
some n ≥ 1. Then there is at most one word w of length 2n such that the square ww occurs at
some position M mod 2n in t . The same property holds for the sequence y = δ(t).

Proof. For even n (for odd n exchange the suffixes 0 and 1) the words

τ n(0) =: a1a2 . . . a2n−10, and τ n(1) =: a1a2 . . . a2n−11

only differ in the last letters. Therefore the only two words of length 2n occurring in t at position
M mod 2n are

vM := aM+1 . . . a2n−10a1 . . . aM , and wM := aM+1 . . . a2n−11a1 . . . aM .

Since 11 does not occur in t , τ n(11) does not occur in t , and this implies that vMvM is the only
square occurring at positions M mod 2n .

Now note that this implies that the same property holds for δ(t) for all words occurring at the
even positions 2M mod 2n . But then it also holds for positions 2M + 1 mod 2n , since if a square
occurred at such an odd position, then we could shift 1 to the left, obtaining a square at an even
position (the words in δ(t) in even positions have prefix 1̌1̌ or 2̌2̌). �

We are now ready to prove the announced result.

Proposition 9.1. Let Y := π3(X
[2]
τ ) ⊆ {1̌, 2̌}

Z be the projection of the 2-block presentation of
the Toeplitz minimal set considered before. Then (Y, σ ) is not a substitution dynamical system.

Proof. First note that if Y would be generated by a substitution γ , then, by Cobham’s Theorem,
the length of γ would be a power of 2. Recall y = δ(t). We use Lemma 7.1. The graph G y

1 is
the complete graph on the nodes 1̌ and 2̌. For each n and for all M = 0, . . . , 2n

− 1 the graphs
G y

2n ,M have only one loop, because y has only one square at position M mod 2n , by Lemma 9.2.
But then an epimorphism from G y

1 to G y
2n ,M is impossible. �

10. The length 2 substitution factors of the Thue–Morse system

Let θ and θ ♭ be the Thue–Morse substitutions of length 2 on A = {0, 1} given by

θ(0) = 01, θ(1) = 10, θ ♭(0) = 10, θ ♭(1) = 01.

The set of words of length 3 in the language of θ is L3
θ = {001, 010, 011, 100, 101, 110}. The

usual lexicographic coding – which happens to be the binary coding – gives the 3-block alphabet
A[3]

θ := {1, 2, 3, 4, 5, 6}. The graph G1 = G x
1 of a sequence x ∈ ψ(θ(Xθ )) from the 3-block

presentation X [3]

θ is given by
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The graphs G2,0 = G x
2,0 and G2,1 = G x

2,1 describing the 2-blocks in a sequence x from the

3-block presentation X [3]

θ are given by

To find all graph epimorphisms from G1 to G2,0 and G2,1, we exploit the following simple
lemma.

Lemma 10.1. Let ϕ : G → G′ be a graph homomorphism. Suppose G′ has no loops. Then
2-cycles and 3-cycles in G are mapped to 2-cycles, respectively 3-cycles in G′.

It will appear that all these graph epimorphisms are either a 3-block substitution of θ or of θ ♭.
This will be indicated below.

We start with finding all ϕ : G1 → G2,0. By Lemma 10.1, {ϕ(2), ϕ(5)} equals {36, 41}. If
ϕ(2) = 36, then ϕ(4) = 52 and ϕ(1) = 41, or ϕ(4) = 41 and ϕ(1) = 25. In the first case
necessarily (5, 3, 6) → (41, 25, 36) by Lemma 10.1, and we obtain

θ ♭2,2 : 1 → 41, 2 → 36, 3 → 25, 4 → 52, 5 → 41, 6 → 36.

In the second case (5, 3, 6) → (41, 36, 52), and we obtain

θ2,0 : 1 → 25, 2 → 36, 3 → 36, 4 → 41, 5 → 41, 6 → 52.

If ϕ(2) = 41, then in the same way we obtain third and fourth epimorphisms

θ2,2 : 1 → 36, 2 → 41, 3 → 52, 4 → 25, 5 → 36, 6 → 41,θ ♭2,0 : 1 → 52, 2 → 41, 3 → 41, 4 → 36, 5 → 36, 6 → 25.

Next we consider all ϕ : G1 → G2,1. Now {ϕ(2), ϕ(5)} equals {13, 64}.

If ϕ(2) = 13, then ϕ(4) = 65 and ϕ(1) = 24, and also ϕ(5) = 64, ϕ(3) = 12 and ϕ(6) = 53,
since (2, 4, 1) and (5, 3, 6) form 3-cycles. In this way we obtain

θ ♭2,1 : 1 → 24, 2 → 13, 3 → 12, 4 → 65, 5 → 64, 6 → 53.

If ϕ(2) = 64, then in the same way we obtain an epimorphism

θ2,1 : 1 → 53, 2 → 64, 3 → 65, 4 → 12, 5 → 13, 6 → 24.

We now do the letter-to-letter maps. This is much more involved than in the case of the
Toeplitz substitution.

Note that the letter-to-letter maps from A[3]

θ = {1, 2, 3, 4, 5, 6} to another alphabet are in one
to one correspondence with the set of all partitions of {1, 2, 3, 4, 5, 6}. Hence there are B6 = 203
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of such maps, where B6 is the sixth Bernoulli number. Since M can take the values 0 and 1, this
means that there are 406 cases of candidate epimorphisms to consider.

To reduce this number, we note that there is the mirror symmetry 0 → 1, 1 → 0, which at the
level of 3-blocks corresponds to the permutation P = (16)(25)(34). Obviously a partition and
its permuted version will generate (if any) a substitution with the same standard form.
To further speed up the process we can apply the following three simple tools.

(T1) If GL ,M has more nodes than G1, then an epimorphism is not possible.
If there is an epimorphism from G1 to GL ,M , then:
(T2) If the graph G1 contains a loop then GL ,M contains a loop.
(T3) If G1 and GL ,M have the same number of nodes, then they also must have the same

number of edges.
With aid of the tools one finds 15 candidate substitutions to generate factors of the

Thue–Morse system generated by injective substitutions of length 2:

Nr. Partition M Substitution
θ1 {1, 2, 3}{4, 5, 6} 0 1 → 14, 4 → 41
θ2 {1, 2, 3}{4, 5, 6} 0 1 → 41, 4 → 14
θ3 {1, 2, 5, 6}{3, 4} 0 1 → 31, 3 → 11
θ4 {1, 6}{2, 3, 4, 5} 0 1 → 22, 2 → 21
θ5 {1, 4, 5}{2, 3}{6} 1 1 → 12, 2 → 61, 6 → 21
θ6 {1, 4, 5}{2, 6}{3} 1 1 → 21, 2 → 13, 3 → 12
θ7 {1, 6}{2, 5}{3, 4} 1 1 → 23, 2 → 13, 3 → 12
θ8 {1}{2, 3}{4, 5}{6} 0 1 → 24, 2 → 26, 4 → 41, 6 → 42
θ9 {1}{2, 3}{4, 5}{6} 0 1 → 42, 2 → 41, 4 → 26, 6 → 24
θ10 {1, 5}{2, 6}{3}{4} 0 1 → 41, 2 → 32, 3 → 21, 4 → 12
θ11 {1, 5}{2, 6}{3}{4} 0 1 → 32, 2 → 41, 3 → 12, 4 → 21
θ12 {1, 5}{2}{3}{4}{6} 1 1 → 13, 2 → 64, 3 → 61, 4 → 12, 6 → 24
θ13 {1}{2, 3}{4}{5}{6} 1 1 → 24, 2 → 12, 4 → 65, 5 → 64, 6 → 52
θ14 {1}{2}{3}{4}{5}{6} 1 1 → 24, 2 → 13, 3 → 12, 4 → 65, 5 → 64, 6 → 53
θ15 {1}{2}{3}{4}{5}{6} 1 1 → 53, 2 → 64, 3 → 65, 4 → 12, 5 → 13, 6 → 24

Thue–Morse Factor List—direct projections

All 15 do generate a factor by the following arguments. The systems generated by θ1, θ2, θ3
and θ4 are well known factors of the Thue–Morse system, and θ8, θ9, θ10, θ11, θ14, and θ15
actually give conjugate systems, because they are injectivizations of 3-block substitutions of θ or
of θ ♭. All others turn out to be amalgamations of either θ14 or θ15. For example θ5 ◦π = π ◦ θ15,
where the partition representation of π is {1, 4, 5}{2, 3}{6}. In the same way θ6, θ7, θ12 and θ13 are
amalgamations of respectively θ14, θ14, θ15 and θ14 by projections whose partition representation
can be found in the table.

At an early stage of our research we found more than 15 substitutions in the factor list,
failing to see that some were essentially the same. For example, θ8 can also be obtained as
the substitution generated by the partition {1, 5}{2, 6}{3}{4}, but now for M = 1. It is therefore
important to transform all θk to their standard forms θ�

k . The standard forms of the substitutions
in the Thue–Morse factor list are given in the following table.
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Nr. Standard form Nr. Standard form
θ�

1 1 → 12, 2 → 21 θ�

9 1 → 23, 2 → 14, 3 → 21, 4 → 12

θ�

2 1 → 21, 2 → 12 θ�

10 1 → 21, 2 → 13, 3 → 43, 4 → 31

θ�

3 1 → 21, 2 → 11 θ�

11 1 → 23, 2 → 13, 3 → 41, 4 → 31

θ�

4 1 → 12, 2 → 11 θ�

12 1 → 12, 2 → 31, 3 → 45, 4 → 35, 5 → 14

θ�

5 1 → 12, 2 → 31, 3 → 21 θ�

13 1 → 21, 2 → 13, 3 → 45, 4 → 51, 5 → 43

θ�

6 1 → 21, 2 → 13, 3 → 12 θ�

14 1 → 23, 2 → 14, 3 → 21, 4 → 56, 5 → 63, 6 → 54

θ�

7 1 → 23, 2 → 13, 3 → 12 θ�

15 1 → 23, 2 → 13, 3 → 41, 4 → 56, 5 → 46, 6 → 25

θ�

8 1 → 12, 2 → 31, 3 → 34, 4 → 13

11. The Thue–Morse conjugacy list

Three substitutions (θ3, θ4 and θ7) in the Thue–Morse factor list generate systems that are
certainly not conjugate to the Thue–Morse system, as they are in the Toeplitz conjugacy class.
Obviously θ1 and θ2 are in the conjugacy list, and we already know that the substitutions θ8,
θ9, θ10, θ11, θ14, and θ15 generate systems conjugate to the Thue–Morse system. To see whether
the 4 remaining substitutions yield systems conjugate to the Thue–Morse system, according to
Procedure 8.2 we would have to construct the factor list of each of these. This is quite involved,
for example the 3-block presentations of the two factors on 5 symbols have 11 symbols.

However, there is a quicker way to determine whether these factors are conjugate to the
Thue–Morse system, by finding explicit semi-conjugacies from these factors to the Thue–Morse
system. Then by coalescence the systems are conjugate.

It is quickly verified that indeed each of θ5, θ6, θ12 and θ13 amalgamates to Morse or Morse
flat. For example for θ12 one takes 1, 4 → 0, 2, 3, 6 → 1.

Conclusion: there are 12 primitive injective substitutions of length 2 that generate a system
conjugate to the Thue–Morse dynamical system.

12. Proper factors

We have seen that for the Thue–Morse system all factors are actually conjugate to the system,
if there are no spectral obstructions (discrete spectrum systems cannot be conjugate to systems
with partially continuous spectrum). In this section we present in a simple way a system with
partially continuous spectrum which has another system with partially continuous spectrum as a
proper factor.

Let α be the Mephisto Waltz substitution given by α(1) = 112, α(2) = 221. Let β be the
substitution on four symbols given by

β(1) = 123, β(2) = 124, β(3) = 341, β(4) = 431.

Both substitutions have column number 2, and hence their systems have partially continuous
spectrum (cf. [9]).

Proposition 12.1. The system (Xα, σ ) is a proper factor of (Xβ , σ ).

Proof. Note that α is an amalgamation of β under the projection map

π(1) = π(2) = 1, π(3) = π(4) = 2.
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Therefore (Xα, σ ) is a factor of (Xβ , σ ). However, (Xβ , σ ) is not a factor of (Xα, σ ). To see
this, note that 13 and 14 are in Lβ , and that 1 is suffix of β2(1). It follows that the two sequences
z := (β2)∞(1) · (β2)∞(3) and z′

:= (β2)∞(1) · (β2)∞(4) are in Xβ . Next, note that z ≠ z′ and
that π(z) = π(z′), since for all n

πβn(3) = αnπ(3) = αn(2) = αnπ(4) = πβn(4).

Now suppose ψ : Xα → Xβ is a semi-conjugacy. Then, by coalescence, π ◦ ψ is a conjugacy.
But this contradicts our finding that π is 2 to 1 somewhere. �

We remark that it is quite a delicate matter whether a factor is proper or not. For example, let
α be the Mephisto Waltz, and let δ be the substitution defined by

δ(1) = 123, δ(2) = 124, δ(3) = 431, δ(4) = 432.

Then (Xδ, σ ) is conjugate to (Xα, σ ), since it may be easily checked that δ is the injectivization
of the 3-block substitution α3,0.

However, suppose we would follow the approach above, noting that α is an amalgamation of
δ with the same π map as above. Now δ2 has fixed prefix letters 1 and 4 and fixed suffix letters
1,2,3 and 4. This implies that the eight sequences zb,a := (δ2)∞(b)·(δ2)∞(a) are well-defined for
a = 1, 4 and b = 1, 2, 3, 4. But, similarly as above, we have π(zb,1) = π(zb′,1) and zb,1 ≠ zb′,1
for b = 1, b′

= 2 and for b = 3, b′
= 4, yielding several points where π is 2 to 1. However, this

does not contradict conjugacy of the two systems, since neither z2,1 nor z4,1 are elements of Xδ ,
simply because the words 21 and 41 are not in the language of δ.

13. Epilogue

Related work can be found in the thesis of Joseph Herning [16] which mainly concentrates
on bijective substitutions, which generate a relatively small subclass of systems with partially
continuous spectrum. A bijective substitution α on an alphabet A is defined by {α(a)i : a ∈

A} = A for all 1 ≤ i ≤ L . One of the major results in [16] is that there exist substitution
dynamical systems that do not have discrete spectrum factors generated by substitutions. As an
example Herning gives the substitution α on three symbols, which also occurs in [22], defined
by

α(1) = 121, α(2) = 233, α(3) = 312.

We have reproved his result by computing the factor list of α. It consists of nine injective
substitutions, on alphabets of size three to eight, all (indeed!) generating systems with partially
continuous spectrum. Without doing any computations, it follows from Theorem 8 in [19] that
these factors are in fact all conjugate to the system generated by α, since the substitution α has
no non-trivial amalgamations.

An interesting extension of our result would be to consider also non-constant length
substitutions. For example, let θ be the ternary Thue–Morse substitution, defined by

θ(1) = 123, θ(2) = 13, θ(3) = 2.

An application of Theorem 1 in Section V of [9] shows that (Xθ , σ ) is conjugate to a substitution
of constant length 2 on 6 symbols. Its injectivization is a substitution on 5 symbols, and taking
the standard form of this substitution we find that it is on the Thue–Morse list.
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The paper [23] considers conjugacies between systems generated by two primitive substitu-
tions whose matrices have the same Perron–Frobenius eigenvalue: it is shown there that modulo
powers of the shift there are only finitely many conjugacies between such systems. Neverthe-
less, it has been shown in [10] that there are infinitely many systems on the Thue–Morse list, all
generated by primitive injective substitutions with Perron–Frobenius eigenvalue 2.

Primitive substitutions generate dynamical systems with a unique shift invariant measure.
One can consider Problem 1.2 for measure-theoretic conjugacy. When a substitution of length L
generates a system with discrete spectrum, then obviously there are infinitely many primitive
injective substitutions in the measure-theoretic conjugacy class (in fact all pure (see [9])
substitutions of length L). When there is partially continuous spectrum, we believe that the
equivalence class will be finite, and the same as for topological conjugacy. This has been proved
for a subclass of such constant length substitutions in [17].
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