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Abstract

Internet-of-things (IoT) devices utilising energy harvesting often use solar cells as their harvester. The

same solar cells can also be used to sense illuminance (in lux). Current and voltage sensing systems are

researched. Also, the accuracy limits of the system are researched to see what accuracy is expected. Dif-

ferent design options, based on the maximum power point (MPP), open-circuit voltage, and short-circuit

current are compared. A design based on floating-point (FP) logic and a look-up table (LUT) are made

in Verilog. The final LUT design is synthesised using Cadence Genus and verified using an FPGA and

Cadence Spectre circuit simulator. The design has an area of 1.46mm2 and has an average power con-

sumption of 121.68 µW. It can sense illuminance with an average error of 7.0% and a maximum error of

15.9%, in a range of 188 - 6130 lx for an indoor solar cell, and with an average error of 4.7% and a maximum

error of 13.5% in a range of 272 - 43400 lx for an outdoor solar cell.
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Glossary

α Short-circuit current temperature coefficient (A/°C)

A Solar cell diode ideality factor

AC Alternating current

ADC Analog-to-digital converter

β Open-circuit voltage temperature coefficient (V/°C)

B Charge pump conversion ratio

Cinput Current sensor input capacitance

Cox MOSFET oxide capacitance per unit area

D Ratio between Impp and Isc
DAC Digital-to-analog converter

DC Direct current

ENOB Effective number of bits

FoM Figure of merit

FP Floating-point

FSM Finite-state machine

fsw Switched-capacitor power converter switching frequency

G Illuminance (in lux)

G0 Illuminance (in lux) under standard test conditions

Iavg Switched-capacitor power converter average current

Impp Solar cell output maximum power point current

Io Dark saturation current

Iph Photo generated current (see Figure 3.2)

Irip Switched-capacitor power converter output ripple current

Isc Solar cell output short-circuit current

IC Integrated circuit

IoT Internet-of-things

k Boltzmann constant 1.380649× 10−23 J
K

L MOSFET channel length

LSEB Least significant effective bit

LUT Look-up table

λ Channel-length modulation parameter

M SenseFET current division ratio

MOCD MOSFET-only current divider

MPP Maximum power point

MPPT Maximum power point tracker

µ Charge-carrier effective mobility

ns Number of solar cells in series

PMIC Power management integrated circuit

PVT Process, voltage and temperature

q Elementary charge constant, 1.602176634× 10−19C

Rds MOSFET drain-source resistance

Rg Current sense resistor

Rs Solar cell series resistance (see Figure 3.2)

Rsh Solar cell shunt resistance (see Figure 3.2)

SAR Successive-approximation-register (analog-to-digital converter)
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SCPC Switched-capacitor power converter

STC Standard test conditions

T Temperature (in °C)

VADC Voltage as measured by the analog-to-digital converter

Vds MOSFET drain-source voltage

Vmpp Solar cell output voltage at maximum power point

Voc Solar cell output open-circuit voltage

Voff SenseFET amplifier offset voltage

Vsd MOSFET source-drain voltage

Vsg MOSFET source-gate voltage

VT MOSFET threshold voltage

Vt Thermal voltage

W MOSFET channel width



1.

Introduction

1.1 Project motivation

The internet-of-things (IoT) gets bigger, and each device needs energy. This energy can be delivered by batteries,

however, these need replacement, or need to be recharged somehow. To keep devices working remotely without

the need for maintenance, energy harvesting techniques can be used to keep the batteries charged.

Energy harvesting is energy critical, as only a little power can sometimes be harvested from the environment.

Furthermore, to keep costs down, as few external components as possible should be included.

Integrating more functions in the same hardware can be profitable for both of these requirements. Often one of the

functions of a remote IoT device is sensing parameters from its environment, in which case integrating a sensing

system within the energy harvester is beneficial, as fewer external components are needed.

The question is whether it is possible to relate the incident power of a maximum power point tracker (MPPT) to

a physical quantity, like irradiance, illuminance, temperature, or vibration, instead of using a separate sensor for

this.

The type of information that can be gathered depends on the transducer in the harvester, like a solar cell, a

piezo element, or a thermoelectric generator.

Different physical quantities have very different properties. This project focuses on illuminance via a solar cell,

since solar cells are one of the most widely used harvester types, and it is what the NOWI NH16, the chip in which

this research should be integrated, is based on.

1.2 Irradiance or illuminance

Irradiance is a measure of light power and is given in W/m2. Irradiance is the intensity with which the light source

shines.

Illuminance is luminous flux, or how much the incident light illuminates a surface, which is different from irradi-

ance, as illuminance is corrected for how light is perceived by the human eye. In other words, illuminance is the

brightness of the light as perceived by a human. So the difference with irradiance is that only visible light adds to

illuminance, and infra-red and ultraviolet light do not. The unit of illuminance is lux.

Depending on the application either irradiance or illuminance is required. In this project, the focus will be on

illuminance.

1.3 Research question

This leads to the following research question:

Can a low-power energy harvester MPPT be used as a sensor front end for sensing illuminance?

In other words, can the measurements that are done within the MPPT be related to the illuminance of the solar

cell?

11
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1.4 Report overview

The goal of the thesis is to show how the NOWI NH16 power management IC (PMIC) can be used as a sensor

front-end.

The main function of the NOWI NH16 is to function as an MPPT, however, with minimal power usage and

footprint increase, the device should be able to estimate the illuminance. To do so, this thesis looks as follows.

Chapter 2 gives an overview of the state of the art of self-powered illuminance sensors, other self-powered

sensors, and the NOWI NH16 chip, in which this system needs to be integrated.

Also, it gives a literature study of current sensing techniques, and voltage division techniques. The effect of

each part of the system on the resulting accuracy is discussed, and a breakdown of the most critical parts for

accuracy is given.

Chapter 3 discusses the higher-level system design of the system designed in this project. We give several

options to calculate the illuminance using measured current, voltage, or both. Subsequently, we make a trade-off

between these methods to decide the best method, comparing accuracy, computational complexity, energy effi-

ciency, and possible integration with the NOWI NH16. We implement the best option in the next chapter.

Chapter 4 discusses the way to implement the chosen model in hardware. We discuss a floating-point design

and a logarithmic design. We further investigate the logarithmic design and we design and compare two different

implementations. After gate-level synthesis, we choose the best implementation based on area and power.

Chapter 5 discusses the verification of the system. We verify the system both via event-based simulation, and

circuit simulation. We do circuit simulation with the designed system on its own, and also with the NOWI charge

pump, current sensor and analog-to-digital converter (ADC) added. Lastly, we verify the system on an FPGA. We

use both a solar cell model and measured solar cell data as inputs.

Chapter 6 gives a conclusion, summarising the results of the project. The main contributions of this project are

listed and recommendations for future work are discussed.



2.

Literature

2.1 Prior art

In this section, we investigate previous work. Included are sensorsmeasuring illuminance, and sensors that harvest

energy via the same transducers as they use for sensing.

2.1.1 Illuminance sensors

The system will sense illuminance. It is therefore interesting to compare the system to illuminance sensors, like

ambient light sensors. Ambient light sensors measure short-circuit current which they then link to the illuminance.

An example is the MAX44007 by Maxim Integrated [1]. This sensor has a dynamic range of 0.025lx to 104, 448lx,
with less than 1 µA current consumption, and 22 bits. It mentions a total error of 15% maximum.

Another ambient light sensor is the Texas Instruments OPT3001 [2]. This one has a smaller dynamic range of 0.01
to 83 klx. For lower illuminance conditions it mentions a linearity error of about 5%.

More advanced devices to measure illuminance are lux meters and spectrometers. These are the most accu-

rate devices to measure illuminance with. They have an inaccuracy range of about 2-7% [3].

In [4], the use of illuminance sensors for smart lighting is investigated. A summary of different types of low-cost

illuminance sensors is given, mentioning digital sensors, with everything integrated, analog sensors, which still

require an ADC, and photodiodes, which also require an ADC. The error of these low-cost sensors according to

[4] is more than 15%, which is not good enough for smart lighting. This paper then suggests the use of a better

sensor, including a 24-bit resolution ADC and noise filter. With this, in [4], an inaccuracy of 4% for outdoor use

and 1% for indoor use is reached.

Though the accuracy given in [4] is good, it requires a very high-resolution ADC, which is expensive, and power

hungry. The system therefore cannot be used for energy harvesting.

2.1.2 Pyranometers

Pyranometers are made to measure light energy in W/m2. Multiple types exist:

• Solar cell pyranometers

• Blackbody thermopile pyranometers

Solar cell pyranometers are less accurate, mostly in cloudy conditions, but cheaper than blackbody thermopile

pyranometers. Good pyranometers have a resolution down to 1W/m2, and an inaccuracy down to 3%, however,

on a cloudy day, a solar cell pyranometer can have errors of about 8% compared to blackbody thermopile pyra-

nometers. Blackbody pyranometers would not be able to harvest energy, as they convert the incident energy into

heat to do the measurement.

13
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2.1.3 Self-powered sensors, two transducers

Many self-powered sensors, including light sensors, exist, however, most combine an energy harvester with a

separate sensor front end.

In [5], an active pixel sensor with a photodiode integrated on the same chip area is described. The photodiode

is used to power the chip with active pixel sensors. Interestingly, both are integrated into the same chip, however,

this paper still uses two different devices for sensing and harvesting. Also, the integrated photodiodes can only

constitute a small area, and thus this will likely not be sufficient for primarily harvesting energy.

In [6], a self-powered illuminance sensor is described. However, it does use a solar cell and a light sensor for

energy harvesting and illuminance sensing respectively. The accuracy is not given in [6], but it uses an Avago

APDS-9004 analog output illuminance sensor [7].

Many more examples exist of sensing systems that contain a solar cell for energy harvesting, like [8] and [9],

however, the point of this project is to use only one transducer for both harvesting and sensing, and thus these

papers are not the most interesting.

2.1.4 Self-powered sensors, single transducer

Some sensor products using photodiodes for sensing also use the same photodiodes for harvesting energy. The

harvested energy is then used to power the sensor.

Ring oscillator based self-powered illuminance sensor

In [10], a solar cell based self-powered illuminance sensor is described. The sensor works based on its voltage.

Since the solar cell is supplying power to the system, it does not work at open-circuit voltage exactly. A ring

oscillator is powered via the solar cell, which starts oscillating with its frequency dependent on the voltage. The

output graph given in [10] shows a more or less linear line on a log-log plot between the oscillator frequency and

illuminance. No accuracy is given, however.

To get some idea of the accuracy of the sensor, we extract the data from the figure given in the paper, make a

linear fit, and then calculate the error. The error has been plotted in Figure 2.1.

Figure 2.1: Calculated error from the illuminance sensor of [10]

Disregarding the first part, the sensor has an error of up to 40%. The average error can be calculated and is

about 20%.
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The sensor is self-powered, but no power is given. Used in the design is a TOSHIBA TC7WU04FK ring oscil-

lator, which consumes about 6 µW. This makes our best power consumption estimate to be at least 6 µW.

Battery-charging-chip based self-powered illuminance sensor

Another example where the harvester is used as the sensor front-end can be found in [11], in which Texas Instru-

ments has designed a self-powered ambient light sensor using a solar cell, a battery charging chip, and a LED

used as load. In [11], the solar cell charges a capacitor, which is then discharged by the LED. The higher the input

power, and thus illuminance, the faster the charging and thus the cycle time. Based on the frequency of this pulse

an illuminance estimation is made.

Integration with an MPPT would be difficult as the MPPT changes the current, resulting in a different output

frequency. Lastly, it is hard to determine the accuracy of this system as no clear figure has been given in the report.

Self-powered sun sensor

In [12], a self-powered sun sensor is described, which uses its photosensors as energy harvesting transducers.

This paper makes an improvement over standard sun sensors by using a miniature sundial. A sundial has a larger

illuminated area compared to standard sun sensors, and this increases harvested energy. The estimated average

inaccuracy is about 5%, with a maximum error of up to 11%, but it has only a few measured points. In [12],

reasonable accuracy is reached, but the measured quantity, sun angle, is different from the focus of this project.

Also, the focus is solely on powering the sensor and not on having energy left to harvest, though it probably could.

Self-powered light direction sensor

Similar to the previous paper, in [13], a self-powered light direction sensor is described. The sensor consists of

photodiodes and a wall blocking part of the incoming light. Depending on the photocurrents in the photodiodes,

the angle of the light is determined. The light angle can be detected with an accuracy of 7 ENOB, which would

correspond to an error of less than 1%. In [13], it is mentioned that the sensor requires a light intensity of 25mW/cm2

to operate. Compared to this project, in [13] light angle is measured instead of illuminance.

Self-powered gas sensor

In [14], a gas sensor is described that used a solar cell and a colourimetric film. In the presence of NO2, the

colourimetric film reacts, changing the amount of light reaching the solar cell. The change in current is measured,

and based on this change the concentration of NO2 is estimated. The sensor is self-powered but is not used to

harvest energy. Also, the quantity measured in [14] is different from what we need for this project.

Self-powered image sensor

In [15], a CMOS image sensor is described that gets part of the energy necessary by first charging pixels via the

photodiodes. Also, if light levels vary over the pixels, if one is charged, it can then help charge surrounding pixels.

Just like in [12], in [15], energy is only harvested to power the sensor and thus the system is not used to harvest

energy. In fact, the sensor of [15] still requires external energy.

Self-powering home light detection

The Leviton WSCPC [16] is a series of self-powered light sensors to be used in combination with other Leviton

products. This sensor uses solar cells both for light detection and to harvest enough energy to power its wireless

module. The sensor is made to detect light on or off and thus does not give an exact value of light intensity.

A similar product is the Molex 180997-0006 [17]. This product is also meant to be used with an RF light switch,

with the same drawback of not reporting an actual value of light intensity.

2.1.5 Energy harvesting sensors

Our system is supposed to be used for both sensing and harvesting at the same time. Therefore it is interesting

to compare our system to current systems that do both.
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Mobile device ambient light sensor harvesting

In patent [18], the idea is to use small solar cells as ambient light sensors for mobile devices. The solar cells are

placed behind the screen and in reaction to illuminance, the brightness is adjusted. The patent also mentions that

when the solar cells are not used for sensing they can be used to charge a battery.

Accuracy is not mentioned, and also the solar cells are not in an optimal position to harvest energy, as they are

behind several layers of film.

Active pixel sensor energy harvesting

In [19], harvesting energy with active pixel sensors during idle time is mentioned. A CMOS pixel array is used as

the transducer and includes a boost converter with an MPPT algorithm, to charge the battery. The main difference

between [19] and this project, is that the main purpose of [19] is image sensing, with energy harvesting as a bonus.

In [20], a pixel array with photodiodes is created, of which the photodiodes are reconfigurable for either energy

harvesting or image sensing. When part of the array is used for energy harvesting, the other part can be used for

image sensing. Cubic spline interpolation can fill in the gaps left by using part of the array for energy harvesting.

Energy harvesters as sensors

In [21], the data of different energy harvesters is used for place recognition. In this work solar cells, piezo elements,

and Peltier elements are used. The harvesters are only used for sensing in this case, however, in future work,

using them for both harvesting and sensing is suggested.

2.1.6 NOWI NH16

The design is supposed to be integrated into the current NOWI system. The NOWI system is an energy harvesting

chip or, in other words, a small footprint, ultra-low power DC/DC converter with MPPT functionality. The NOWI

energy harvesting chip consists of the following components:

• Charge pump (DC/DC converter)

• Input capacitor for low pass filtering

• Current divider

• Current mirror

• Resistor for current to voltage conversion

• ADC

• FSM for MPPT control

• Several other digital control circuits like counters and oscillators

• Battery

A diagram of the system can be found in Figure 2.2.

Charge pump

The charge pump is the actual DC/DC converter. By changing the way the capacitors in the charge pump are

switched, the conversion ratio of the system is altered. In this case, 16 different conversion ratios exist.
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Figure 2.2: NOWI NH16 block diagram

Input capacitor

The input capacitor together with resistance Rs, the series resistance of the senseFET, form a low-pass filter. The

low-pass filter is supposed to filter out ripples generated by the charge pump due to switching. The bigger this

capacitance the better it filters the ripple, according to Equation 2.1.

Irip =
Iavg

fswRsCinput
(2.1)

In Equation 2.1 Irip is the charge pump output ripple current, Iavg is the charge pump average output current,

fsw is the charge pump switching frequency, Rs is the on-resistance of the senseFET, and Cinput is the input

capacitance.

But a larger capacitance also adds delay, which in this case is mainly determined by the time constant of this

capacitor together with Rs, or τ = Rs × CMPPT .

Rs varies with supply voltage. To get the best performance considering ripple voltage and delay, there are two

possible input capacitors, a small one, and a large one that can be connected separately.

Current divider

Current division is done via a senseFET structure, also known as a MOSFET-only current divider (MOCD). It is

a current division circuit, consisting of two MOSFETS of which one is M times as wide as the other. An amplifier

makes sure the drain-source voltage of the MOSFETs is the same, and thus their drain currents are proportional

to each other with factor M. The senseFET is further explained in Section 2.2.3.

Figure 2.3: SenseFET circuit
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Current mirror

A current mirror copies the sense current from the senseFET structure and sends it through a sense resistor Rg

which creates a voltage, which is measured by the ADC.

The senseFET ratio and voltage generating resistor Rg can be adjusted such that the voltage over Rg < 0.8V,
which is the reference voltage for the ADC, and thus its the maximum allowed input voltage.

Sense resistor Rg

The sense resistor is variable in resistance depending on the current range and is implemented by multiple series

resistances that can be bypassed via switches.

MPPT algorithm

A lot of MPPT algorithms exist. The algorithm used in the NOWI chip is perturb and observe (P&O). The system

controls both the input/output voltage conversion ratio and the switching frequency.

For deciding if a perturbation has resulted in a higher power, the system measures the output current and

compares it to the current of the previous sample. Since there is a battery at the output the output voltage can

be assumed to be constant between two measurements, and thus comparing currents is enough to determine if

power increased or decreased.

Battery

The system has a battery to store energy. This is necessary to keep the output voltage constant. A capacitor in

theory could also be used but will have bigger voltage swings.

2.1.7 Conclusion

In Chapter 2.1, we investigated previous art and the current state of the art. From this, we conclude that similar work

exists, but not exactly as we do in this project. Self-harvesting sensors exist, even ones that sense illuminance,

however, none of them have energy harvesting as the primary function. Most of them only use the harvested

energy directly for sensing, but nothing else. Closest to sensors that both sense and harvest are pixel arrays, but

these have a different function than sensing illuminance. This project, therefore, enters novel territory by using an

energy harvester for simultaneously sensing illuminance, as opposed to harvesting energy with something that is

used primarily as a sensor.

Furthermore, we explained the NOWI NH16, in which our research will be integrated. Next up is a breakdown

of different sensing techniques that can be used in combination with the NOWI NH16 to turn the system into an

illuminance sensor. Also, we give the effect of each part of the NOWI NH16 on the overall system’s accuracy.

2.2 Current sensing

The first step to calculating the illuminance is sensing an electrical quantity. This could be voltage or current, but

can also be magnetic flux or charge. In the end, we want to visualise the illuminance on a screen. To do this, the

output of the system is a binary value, represented via bits, which are in turn represented by a voltage. However,

getting to that voltage can be done via several steps, through different electrical quantities, or even other energy

domains. In this section, we discuss different ways to sense current. We then use the sensed current to estimate

the illuminance.

Different methods of current sensing are described in [22], and another one is described in [23].

In [24], current sensors are categorised according to one of four principles:

• Ohm’s law (resistance)

• Faraday’s law of induction
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• Magnetic field sensors

• Faraday effect

In this project, we classify current sensors according to what electrical domains are used for sensing. For

electrical sensing, four main domains exist:

• Voltage

• Current

• Charge

• Magnetic flux

This method of classification allows for a wider range of sensors than described in [24].

Different current sensing techniques are:

• Direct current to voltage translation: resistor based, or inductor voltage integration based.

• Making a copy of (part of) the current and measuring this: current to current conversion. This then needs to

be translated to voltage, which can be done in the ways described above.

• Charge based: capacitor voltage differentiation.

• Magnetic-flux based: magnetic field to voltage conversion, via magnetic field sensors or the Faraday effect.

A summary of possible current sensing techniques based on this classification can be found in Table 2.1.

Table 2.1: Current sensing method classification table

Direct current to voltage

or current to digital
Magnetic field Part of the current Charge

Sense resistor [25] Hall effect [24], [26]
SenseFET
[27], [28], [29], [30], [31]

Capacitor voltage

differentiation [23], [32]

Rds based
[33], [34] Fluxgate principle [24] Current transformer [24]

Inductor DC resistance
[28], [33], [35] Magnetoresistor [36]

Inductor voltage integration

(observer-based approach) [37], [38]

Piezo cantilever
[39], [40]

Current DAC SAR [41] Rogowski coil [24], [42]

Faraday effect [24]

2.2.1 Sense resistor based

This method uses a sense resistor to transform current into voltage, according to U = I × R. A sense resistor is

a resistor with a very precisely known value, and with a small voltage drop. The voltage is measured, and from

there the current can be calculated. This method can be very accurate, however will also be quite power hungry,

since you add a resistor in the current path. There is a direct trade-off between accuracy and power consumption

by increasing or decreasing the resistance.

At higher frequencies, resistors can show inductive behaviour, which would increase the resistance and thus

reduce the accuracy. However, the NOWI NH16 has a relatively low frequency and thus this phenomenon should

not have an effect.

The inaccuracy of a sensing resistor in an integrated circuit (IC) can be as low as 0.1% at room temperature and

0.15% over a wide temperature range if temperature correction is applied to counteract the resistor’s temperature

coefficient [25].
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2.2.2 Rds based

This method essentially works the same as the previous method, but uses the resistance of a switch that is already

in the system, and thus would not cost any additional power. In the case of a low drain-source voltage, a MOSFETs

resistance can be calculated according to Equation 2.2.

Rds =
L

WµCox(Vgs − VT )
(2.2)

Equation 2.2 is an approximation. In reality, Rds is non-linear and depends heavily on PVT variations [33]. It is

therefore not a very well defined resistance. Calibrating the system can increase accuracy, however, this method

will not be as accurate as using a sense resistor. In theory, not only Rds but also any other form of resistance in

the current path can be used, for example, traces, as long as their resistance value is well known, and if they are

big enough that they produce a measurable voltage within the current range. Effects like thermal drift and process

variations limit accuracy.

In [34], a calibration method is proposed, using a precision sense resistor to calibrate Rds, making the system

almost as accurate as the sense-resistor method, at the cost of more required chip space and complexity. They

report an inaccuracy of 22.6% without calibration, up to 0.45% with calibration.

In [33], an inaccuracy of about 10% is mentioned.

2.2.3 SenseFET based

This method again uses a resistor to transform current into a voltage, but first copies a fraction of the current to

another branch. Decreasing the current that passes through the resistor reduces the power consumption, however,

it also introduces another inaccuracy into the system, depending on the matching of MOSFETs. The circuit of the

senseFET structure can be seen in Figure 2.3.

This option gives some extra ways to tune the system since by changing the current ratio the power consumption

and accuracy can be traded off. In theory, this method can be combined with any of the current sensing methods,

but only makes sense to combine with accurate but power inefficient methods. This is the system that will be used

in the NOWI NWA16x.

SenseFET inaccuracy can be caused by drift due to temperature, parasitics causing inaccuracy in the MOS-

FETs ratio, or if the sense resistor’s value is non-negligible compared to the senseFET [27]. Mismatch can be

compensated by using larger devices, but this also increases power consumption, thus resulting in another trade-

off between accuracy and power consumption. Another source of inaccuracy can come from amplifier offset [28].

During the startup of MOSFETs, transients can be measured which can also have an impact on the senseFET

accuracy, however, this mostly seems to be an issue in power MOSFETs at higher voltages [29].

The senseFET method can be improved by using error averaging techniques [28]. This technique can be used

to average errors over multiple MOSFETs, and thus reduce the final error. This technique requires little extra

power, but does require more chip area, and can only work if enough bandwidth is available. They mention an

inaccuracy of 2.8%.

Naturally, since this method still depends on a sensing resistor it cannot be more accurate than the sense

resistor method. In [30], an inaccuracy down to 1% is reported. Instead of using a sensing resistor, the senseFET

method can also be combined with the Rds method. In [31], temperature coupling between the two MOSFETs is

used to improve the senseFET accuracy over a bigger temperature range. An inaccuracy of 8% is reported.

The accuracy of this method depends on the MOSFETs aspect ratio, but can never be better than the sensing

method used at the end, like a sense resistor or the Rds method. The biggest advantage of this method is that it

can save power.

2.2.4 Current-transformer based

The idea of this sensing method is to copy (a part of) the current to another branch in which you measure this

current. The main advantage is that this method is isolated and has low thermal drift. Also, since you can divide

the current, you can choose the amount of current running through the secondary coil and have a direct trade-off

between power and accuracy.

Disadvantages are that another method to actually measure the current, like a sensing resistor, must be added to

the secondary side. Also, transformers are relatively big, DC offset can saturate the coil, and it is not capable of

measuring DC. The inaccuracy of this method is 0.1%-1% [24].
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2.2.5 Inductor DC resistance

If an inductor is used in the DC/DC converter, then if you know the equivalent series resistance, this can be used

to measure the current through the inductor. This method is also referred to as DC resistance current sensing. In

this case, a low-pass filter is used to filter the voltage across the inductor and equivalent series resistance, and

then by measuring the voltage over the low-pass filter capacitor the current can be calculated. This method has

poor accuracy due to component tolerances and a large temperature coefficient. Also, to get sufficient accuracy,

an inductor with enough DC resistance is needed, which means it is not entirely lossless, especially at higher

temperatures [33].

Another accuracy limitation of this method is caused by leakage current to the sense pins. This can be corrected

by balancing the voltage drop over the resistors in the sensing circuit [35].

In theory, this method is lossless if an inductor is already present in the system. However, the inductance and

equivalent series resistance should be known accurately. In [33], an inaccuracy of about 5% is mentioned for this

method due to component tolerances.

2.2.6 Inductor voltage integration based

The current through an inductor can be described by v = L di
dt , thus by integrating the voltage over the inductor,

the current can be calculated [37]. This method is also called sensorless, or observer-based method.

This method has been reported to reach inaccuracies down to 9% [38].

2.2.7 Magnetic field sensors

Magnetic field sensors can also be used to measure current, with the added advantage that they can also measure

static magnetic fields and thus measure DC currents. Magnetic field sensors can be based on:

• The Hall effect

• The fluxgate principle

• The magnetoresistance effect

Hall effect based

When current flows through a conductive material in a magnetic field, a voltage is generated perpendicular to

the direction of current and the magnetic field according to v = IB
nqd , in which I is the current, B the magnetic

flux density, n the charge carrier density, q the current carrier charge, and d the thickness of the material. A

smaller thickness creates a larger voltage, however, also has more resistance and thus increases power loss [24].

Displacement relative to the current carrier, and offset can lower the accuracy of this method. Also, the method

can suffer from high thermal drift.

Hall-effect based current sensors can have an inaccuracy down to 0.5% [26].

Fluxgate-principle based

The fluxgate principle is based on the non-linear relation between magnetic field H and magnetic flux density B
within a magnetic material. An AC signal is used to create a magnetic field, which saturates the core. This magnetic

field creates a voltage in a pickup winding. The first harmonic represents the excitation AC. The second harmonic

can be extracted and its voltage is proportional to the external magnetic field, which in turn is proportional to the

current you want to measure.

The main advantages are its very high accuracy, and that it is an isolated system. However, the system is

rather large, needs an external sinusoidal current source, and requires complex control electronics.

The inaccuracy of this method can be as low as 0.001% [24].



22 CHAPTER 2. LITERATURE

Magneto-resistance based

The magneto-resistance effect is based on materials that change resistance under the influence of a magnetic

field. This effect is divided into three categories:

• Anisotropic magnetoresistance (AMR)

• Giant magnetoresistance (GMR)

• Tunneling magnetoresistance (TMR)

The difference between the three is that GMR has a higher responsivity to magnetic fields than AMR and can

thus detect lower fields. TMR is even more sensitive and thus can detect even lower fields [36]. The disadvantage

of GMR and TMR is that they saturate at a lower magnetic field strength. All three suffer a lot from thermal drift,

which can be somewhat overcome by a Wheatstone bridge, and non-linearity. Also, another medium is needed to

actually sense the resistance, which means a well-known current source is needed.

In [24], an inaccuracy down to 0.5% is reported for this method.

2.2.8 Piezoelectric cantilever based sensing

This method, described in [39] and more in-depth in [40], uses a piezoelectric cantilever with a magnet attached to

sense themagnetic field created by a current. Themagnetic field bends the cantilever and the piezoelectric element

will have a different charge depending on this displacement, resulting in a displacement-dependent voltage. The

measured voltage is then correlated to the current. The main accuracy limitations are position and orientation

errors, which are caused by the relative position and orientation of the sensor to the current-carrying wire.

The system is isolated, but is difficult to produce, and requires the use of a permanent magnet.

DC measurements are possible with a piezoelectric cantilever, however, the excursion is attenuated over time.

This method is more precise for AC measurements since in that case it can be used to average the current over

time. An inaccuracy of around 3% can be achieved with this method. Positioning schemes can improve inaccuracy

to under 1% [43].

This sensing method is capable of measuring currents down to the mA range [44].

2.2.9 Rogowski coil based

Current sensing with a Rogowski coil is based on Faraday’s law of induction. The idea is that any electrical current

creates a magnetic field, which can then be measured. A coil picks up the magnetic field, and the induced current

is then measured. This then is proportional to the original current. The main advantage of this method is that it

is completely isolated from the system, which can be interesting for high-voltage applications. However, it can be

difficult to get sufficient accuracy from smaller currents. Also, the principle is based on measuring flux change,

which means this method is incapable of measuring DC currents.

The inaccuracy is about 0.2% up to 5% [24]. In [42], an inaccuracy of down to 0.8% is mentioned.

2.2.10 Faraday effect

The Faraday effect is based on the fact that applying a magnetic field can cause materials to induce circular bire-

fringence. The polarisation of light waves through optic fibres is measured, in which a difference in the polarisation

indicates the presence of a magnetic field, and thus of a current. The main accuracy limitation of this method is

bending stress.

The main advantages of this method are low thermal drift, the system is isolated, and it can be very precise.

However, due to its complexity, it is hard to measure small currents with this method. Methods exist to get it more

precise for smaller currents but they involve expensive fibre optic cables to avoid bending stress.

The inaccuracy of this method is about 0.1%-1% [24].

2.2.11 Capacitor voltage differentiation based

A capacitor-based current sensing method has been described in [23]. The main idea is based on I = C dv
dt ,

in which I is the current through the capacitor, C is the capacitance, and dv
dt is the change in voltage over the
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capacitance over time. The capacitor is charged to a predefined voltage, and then discharged. The time this takes

is measured, the capacitance is known beforehand, by which the current can be calculated. Inaccuracies in [23] are

the capacitance and resistor component tolerances, the voltage-to-time converter, and the voltage references, or

the comparator comparing them. The method is lossless and isolated. The same idea has been used to compare

power for an MPPT and thus essentially created a power sensor [32]. This method has a reported inaccuracy of

7.6%, with an offset cancellation technique [23].

2.2.12 Current DAC based

Another way to sense current is by using an ADC controlled via a current DAC. Instead of comparing voltages

within the successive-approximation-register (SAR) ADC, this system directly compares the current to reference

currents. The advantage is that no current to voltage translating element is needed, saving power, while still having

the potential to be very accurate. Instead, the system uses direct current-to-digital translation. This system does

require a precise current reference.

The inaccuracy of this system can be as good as 0.8% [41].

2.2.13 Conclusion

A trade-off of the current sensing methods can be seen in Table 2.2. Looking at this table, several sensing options

can be eliminated because their current range is not precise enough, some options do not integrate into silicon, are

not DC capable, or require the use of an inductor. Good options that are left are by using a sense resistor, or via a

senseFET. The Rds method can be good, but only with calibration, which makes the system complex. Capacitor

differentiation is not very accurate, and the current DAC SAR requires a precise current reference, which also

makes the system complex.

The NOWI NH16 uses the senseFET method, which according to Table 2.2, is the best method for this project,

as it saves power compared to using a sense resistor.

Table 2.2: Current sensing techniques comparison table

Method Inaccuracy
Current

range

Silicon

integration

DC

capable

Inductor

required

Power

consumption

Sense resistor 0.10% mA Y Y N High

Rds 0.45% - 10% mA Y Y N Low

SenseFET 1% mA Y Y N Trade-off

Current

transformer
0.1% - 1% A N N N Trade-off

LDCR 5% mA Y Y Y Low

Inductor voltage

integration
9% mA Y Y Y Low

Hall effect 0.5% A Y Y N Low

Fluxgate 0.001% - 0.5% mA N Y N Low

Magnetoresistor 0.50% mA Y Y N Low

Piezo cantilever 3% mA N Y N Low

Rogowski coil 0.2% - 5% A N N N Low

Faraday effect 0.1% - 1% kA N Y N Medium

Capacitor

differentiation
7.60% mA Y Y N Low

Current

DAC SAR
0.80% mA Y Y N Low
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2.3 Power sensing

For a first approximation of illuminance, we can use power. A way to measure power directly is described in [45].

The sensor described measures the time of a voltage ripple on a capacitor by using a time-to-digital converter

(TDC). It is comparable to the current measurement described in [23], but [45] also uses the average voltage to

make it a power measurement. They mention a 14.1% gain error and 9.4% offset error, which is not accurate

enough for our purpose.

2.4 Voltage division

The voltage that can be sensed is limited by the ADC reference voltage at 0.8V. If the voltage is too high, a voltage
division is necessary before analog-to-digital conversion.

Possible voltage division circuits are [46]:

• Resistive divider

• Off-state MOS divider

• Diode stack divider

• Switched capacitor voltage divider

2.4.1 Resistive divider

A resistive divider would be the simplest circuit. It can be very precise, however, it is relatively power hungry, since

it will connect resistors between the supplied voltage and ground. We can reduce this power by increasing the

resistor values, however, that also increases the resistor size, requiring more chip area. Another way to reduce

power is by disconnecting the divider when it is not used, by using a MOS switch.

2.4.2 Off-state MOS divider

Instead of using resistors, you can also use MOSFETs as resistors. In the off-state MOSFETs have a resistance

in the GΩ range, but are much smaller than resistors with the same resistance. With equal sizing and bias, the

voltage should be divided equally among the devices. However, this system is affected a lot by process variation

and temperature. More devices can be connected in series to make the whole system less prone to process

variation.

2.4.3 Diode stack voltage divider

Another way to divide the voltage is by a diode stack. This can be implemented using diode-connected MOSFETs.

For the same sized diodes, if the same current flows through them, the voltage over them must also be the same.

The diode stack divider is not affected much by temperature changes. However, the current drawn by this circuit

depends strongly and non-linearly on the voltage.

2.4.4 Switched-capacitor voltage division

Like in the charge pump, we can use a switched-capacitor circuit for voltage division or multiplication. Voltage

division is done by charging a stack of capacitors in series, then switching them in parallel. If the capacitors are

the same value then the voltage at the output is the input voltage divided by the number of capacitors.

An advantage of this circuit is that it has no steady-state dissipation, except for leakage currents of the capac-

itors. The disadvantages of this circuit are that capacitors are relatively big and thus this circuit requires a large

area. Also, the switching behaviour of the capacitors induces voltage spikes.

A trade-off of the methods is given in Table 2.3.

From Table 2.3 we conclude that the best circuit to use is the diode stack divider. The off-state MOS divider is

inaccurate, and the switched-capacitor divider is too large and introduces voltage spikes. The resistive divider is

simpler to implement, but is also quite big and has high power consumption.
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Table 2.3: Voltage sensing method comparison

Method Accuracy Size Power consumption

Resistive divider High Large High

Off-state MOS Low Small Medium

Diode stack High Small Medium

Switched capacitor Medium Large Low

2.5 Accuracy

The system will be integrated into the NOWI NH16, which means that the NOWI NH16 affects the accuracy of the

measured illuminance. Looking at the system components, parts that can influence the accuracy are:

• Solar cell model accuracy

• Solar cell accuracy due to PVT variations

• MPP offset

• Sense resistor accuracy due to parasitics or PVT

• SenseFET accuracy, due to the voltage drop, matching, PVT, or amplifier offset

• Voltage division circuit accuracy

• Charge pump conversion ratio accuracy, due to its output resistance, capacitor matching, capacitor drift,

gate-driving losses, or bottom plate losses.

• Current mirror accuracy due to matching or PVT

• ADC capacitor ladder matching

• ADC effective number of bits (ENOB)

• Reference voltage accuracy

• Ripple voltage

These effects can be divided into effects causing a voltage error, or current error. Some cause an error in both.

2.5.1 Solar cell

Solar cells suffer from PVT variation, meaning that even when your current and voltage measurements are 100%

correct, it cannot be guaranteed that the measurements can be related 1-on-1 to illuminance. Much focus in

research is on how temperature changes theMPP of the solar cell. With a singlemultiplication, constant illuminance

can be related to short-circuit current Isc. Via another constant, illuminance has a logarithmic relationship with the

open-circuit voltage Voc. However, it turns out that even though a decent estimation over a range can be made

with the correct multiplication factor, the factors themselves are temperature dependent [47].

In the datasheet of solar cells temperature coefficients are given, which give the change of both Isc and Voc

with temperature. Over a small range in the order of 20°C, this can be assumed to be linear. However, a linear

coefficient does not cover the entire spectrum of the solar cell perfectly.

To estimate the error introduced by temperature variations at MPP, we can divide the temperature effect into

a current error and a voltage error. The solar cell works approximately in its MPP. Impp ≈ 0.9Isc, Vmpp ≈ 0.7Voc

[48], [49]. The current and voltage errors made in the MPP due to temperature are approximately Ierror,mpp ≈
Isc
Impp

α∆T ≈ 1.11αT , Verror,mpp ≈ Voc

Vmpp
β∆T ≈ 1.43β∆T . In which α is the solar cell short-circuit current tempera-

ture coefficient, and β is the open-circuit voltage temperature coefficient.

To see what the effect of temperature is on solar cells, we look at some solar cells that are often used in energy-

harvesting applications, in this case, the Panasonic Amorton AM-5610 [50], and the IXOLAR KXOB25-14X1F [51].
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For the Panasonic Amorton AM-5610 solar cell, α is 0.08%, and β is about 0.3%. This means to get a current

error of 1% at standard test conditions (STC) there needs to be a temperature change of 0.01
0.0008∗ Isc

Impp

= ∆T =

10.5°C.
For a voltage error of 1%, there needs to be a temperature change of 0.01

0.003∗ Voc
Vmpp

= ∆T = 2.4°C.

Doing the same calculation for the IXOLAR KXOB25-14X1F, the temperature change needed is 20.8°C and

3.3°C for a 1% current and voltage error respectively.

A decent estimation of the maximum error due to temperature would be the maximum error on the illuminance

caused by either the voltage or the current.

In case only current is used to determine the illuminance, the error calculation is simple, as then the error is

linear with temperature offset.

A last effect that influences the accuracy of the solar cell is the light source. A solar cell does not absorb every

wavelength equally, meaning that for a truly accurate measurement of illuminance with a solar cell, that needs to

be corrected. For sunlight, an estimation of 1 lx ≈ 0.0079W/m2 is sometimes used.

The relation of solar cell voltage and current is proportional to both irradiance and illuminance, so only when

switching light sources this will result in an error. This error is much bigger for illuminance than irradiance, because

of how the spectra of a solar cell, light sources, and the human eye vary.

Every solar cell is tested under specific conditions, of which the data is available in its datasheet. This means

that the data for short-circuit current, open-circuit voltage, etc, is already corrected for the specific light source

used when tested. Usually a solar simulator is used to test the parameters of the solar cells, however, some cells

designed specifically for indoor use will test with a different light source, like a fluorescent light. Some solar cell

datasheets contain graphs linking both the illuminance and the irradiance to short-circuit current.

Because this error source is highly dependent on the specific light source, but also the specific solar cell, it is

hard to find an exact number for this error. However, looking at ambient light sensors, as mentioned in Section

2.1, this error is given in datasheets to be about 10%.

A last error involving the solar cell, is the mismatch between the solar cell and the solar cell model we use

to approximate the solar cell behaviour. The size of this error depends on the method we use to calculate the

illuminance. This error is further investigated in Section 3.2.1.

2.5.2 MPP offset

The MPPT should make sure the system works at MPP at all times. However, the MPPT does not have infinite

settings, so there always is a slight error. Any offset from the MPP directly translates into an error in measured

MPP current. The accuracy depends mainly on the precision of the current and the voltage measurements. We,

therefore, expect that the error due to MPP offset stays below 2.5%.

2.5.3 Sense resistor

A resistor is used to transform current into voltage, which can be measured by the ADC. This value can be linked

back to current if the resistance is known. The precision of measuring current is thus limited by the precision of this

resistance. In the NOWI NH16, the value of this resistance can be varied between 1.04kΩ and 267kΩ by switching

multiple resistors in series. The switch resistance in this feature adds to the parasitic resistance and thus to the

inaccuracy.

Off-chip resistors can be made with an inaccuracy of down to 0.1%. This would result in an error of 0.1% of the

measured voltage over this resistor. The highest voltage measured would be 240mV for a current of 15mA. The

resulting error then is about 15 µA.
The errors named above could be reduced by calibrating the resistor chain. Effects that cannot (passively) be

calibrated against are temperature effects. The resistance of a resistor varies with temperature. The effect on SMD

resistors varies between 25 and 100 ppm/°C. Resistors have a temperature coefficient, and if the coefficient is

known it can be corrected for, but this would require an accurate temperature measurement and correction circuit.

On-chip resistors have lower accuracy. Especially the absolute accuracy of on-chip resistors is lower than for

off-chip resistors. On-chip resistors’ absolute accuracy can vary up to 20%. Trimming or calibration techniques can

improve this accuracy. In [52], a calibration technique with a phase-locked loop is used and an absolute inaccuracy

of less than 3% is reached. These techniques are, however, expensive. Without trimming or calibration, the
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variation in on-chip resistors has a 1σ of more than 5% [53]. Utilising device diversification, meaning that different

types of resistors are combined, process variation errors can be reduced, and in [53], a 1σ of about 3% ismentioned.

2.5.4 SenseFET

The senseFET structure copies the load current with a certain multiplication factor, depending on the geometrical

ratio between the two MOSFETs. This ratio can be altered if needed to keep the current within certain limits. See

Figure 2.3 for a circuit diagram of the senseFET structure.

The accuracy of this copied current directly influences the measurement’s accuracy. In [28], it is mentioned

that this senseFET structure can be inaccurate due to the mismatch between the two MOSFETs, and amplifier

offset. According to NOWI NH16 documentation, the used amplifier has an offset of less than 2.5%. According to

[28] the senseFET structure can have a mismatch of about 10% to 20%, depending on the ratio between the two

currents. In that mismatch is a trade-off between accuracy and power efficiency. The smaller the ratio between

the MOSFETs the better the accuracy of the current measurement, since the current through the senseFET will

be larger. However, the current going through this MOSFET is not delivered to the load and thus results in power

loss. In the case of the NOWI NH16, there are two things to also consider: firstly, the system is built around an

ADC with a 0.8 V reference, and thus the current ratio is somewhat limited by this. To compensate for that, the

sense resistor value can be changed to limit the voltage, but this in turn results in lower accuracy. Another thing to

consider is that the NOWI NH16 can decouple the senseFET structure to save power, and thus depending on the

duty cycle the extra power used in this system might not be of too much influence. The NOWI senseFET structure

has an attenuation of 1, 4, 16, or 64. This makes the senseFET relatively precise but power inefficient.

Amplifier The NOWI NH16 uses an amplifier in the SenseFET structure to keep the drain voltage of the two

MOSFETs the same. Since the two MOSFETs are connected to the same source and gate voltages, this amplifier

keeps the drain currents of the MOSFETs the same. The current through the MOSFET in saturation can be

calculated according to Equation 2.3.

Isd =
1

2
µCox

W

L
(Vsg − |VT |)2(1 + λVsd) (2.3)

In which µ is the charge-carrier effective mobility, Cox is the MOSFET oxide capacitance per unit area, λ is the

channel-length modulation parameter, VT the MOSFET threshold voltage, Vsg the source-gate voltage, and Vsd

the source-drain voltage. µ, Cox, λ, and VT depend on technology and are the same for both MOSFETs. W and

L are the dimension parameters. To get the correct current division ratio L should be the same for both, while W

is M times bigger. Vsg is the same for both MOSFETs, as the gate and source are connected to the same nodes,

and the amplifier keeps Vsd the same for both. This amplifier can, however, have an offset that would introduce an

error. In the NOWI NH16, the error caused by offset should stay within the 2.5% that the system is designed for.

2.5.5 Voltage divider

In case we add a voltage division circuit to the system, this can affect the accuracy of the system. The accuracy

of a voltage divider depends on the method used for voltage division. In case it is a resistive divider, the accuracy

is based on the ratio between two resistors. Following the same inaccuracy as the sense resistor of 0.1%, we get

an inaccuracy of about
√
0.0012 + 0.0012 = 0.0014 = 0.14%.

2.5.6 Charge pump output resistance

The charge pump has a certain output resistance, which results in a voltage drop, causing power loss. According

to the average model, as described in [54], the output resistance is defined as in Equation 2.4, with the output

voltage defined as given in Equation 2.5.

Rout =

√(
m

fswCt

)2

+ (pRon)2 (2.4)

Vout = MVin −Rout × Iout (2.5)
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In which fsw is the converter switching frequency, Ct is the total flying capacitance in the converter, Ron is the

on-resistance of the switches in the converter, p and m depend on the topology of the converter, and are further

explained in [55].

The output resistance thus reduces the power delivered to the output and causes a voltage drop. The average

model can be seen in Figure 2.4.

Figure 2.4: Average model diagram

The output resistance decreases if fsw is increased, or if the switches are made wider, so that Ron decreases,

however, this only saves power up to the point that gate charge losses start to dominate. Gate charge losses are

estimated by P = fswCgateV
2
in. In the average model, the gate charge losses are modelled by a shunt resistor at

the converter input, and for measurement purposes, it simulates a current loss.

For this project, it is an option to measure the input voltage instead, in which case the voltage drop over Rout

is not measured.

Calibration can help partly against these losses, however since the losses are not the same for all settings,

there still is some variance.

2.5.7 Charge pump flying capacitors

The conversion ratio M of the charge pump depends on the ratio of the capacitors. Thus if there is any drift,

component tolerances or parasitics the conversion ratio will not be as expected and thus a wrong estimation of

input voltage and current will be made, resulting in an error of the estimated illuminance.

Flying capacitors have parasitic capacitances to ground since they are not connected to ground in the first

place. The power lost due to these parasitic capacitances is given in Equation 2.6.

Pbp = fswV
2
in

2nc∑
i=1

|Vnodes1,i − Vnodes2,i|2Cpar,i (2.6)

In Equation 2.6, |Vnodes1,i−Vnodes2,i| is the voltage swing on each capacitor node [55]. The parasitic capacitance
usually is about 0.2-1.5% of the total capacitance. In the average model, these losses are modelled with a shunt

resistor at the input side. The effect of these losses can mostly be seen in a lower output current. The current loss

can be seen in Equation 2.7.

Ibpl = Vinfsw

2nc∑
i=1

|Vnodes1,i − Vnodes2,i|2Cpar,i (2.7)

Thus the effect of this depends on the switching frequency, and input voltage.

Some current of Iin flows into Rbp, the resistance simulating the bottom plate capacitor losses. This causes

Iout to go down. According to Equation 2.8, this means that either Vin, Vout, M, or Rout changes.

Iout =
Iin − VinRbp

M
=

MVinVout

Rout
(2.8)

A diagram of the average model with Rbp can be seen in Figure 2.5.

Vout is fixed by the battery, Rout does not change due to the addition ofRbp, as can be concluded from Equation

2.4, M is based only on topology. Thus this means that for Equation 2.8 to be satisfied, Vin needs to decrease,

or Iin needs to increase, or in the case of a power supply like a solar cell, both happen at the same time to find a

balance between Iin and Vin that satisfies Equation 2.8, and the solar cell I-V curve.
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Figure 2.5: Average model diagram with Rbp

Even though the addition of Rbp is essentially a power loss, for sensing purposes it means the voltage can still

be measured correctly, while there is an inaccuracy in the measured current according to Vin

Rbp
(input-referred), or

VADC,error = Vin

Rbp×M×N ×Rsense

According to [56], IC capacitors can have a tolerance down to 0.1%, with the correct layout and if they are big

enough. The capacitors have a temperature coefficient of about 30 ppm/°C. The temperature coefficient seems

negligible for the purpose of this project.

If the voltage and the current are measured at the input of the converter, then this effect can be ignored.

Looking at the NOWI NH16, the charge pump has an overall efficiency of about 90% to 95%. This is the

efficiency to expect for a large range, however, some specific settings and inputs have lower accuracy.

2.5.8 Current mirror

The current mirror should copy the current to be measured as precisely as possible and pass it through the sense

resistor. Any error directly affects the measured current. The main accuracy limitation of a current mirror is the

MOSFET matching. If the MOSFETs have different aspect ratios, the currents will not be equal. If there is a

temperature difference between the MOSFETs then this will also result in a current error. According to NOWI

documentation, the current mirror has an inaccuracy of 2.5%. To reach this the current mirror has cascoding

MOSFETs and degeneration resistors, which help raise the output impedance of the current mirror.

In [57], an inaccuracy of 2% is mentioned for their current mirror. In [58], a regulated cascode current mir-

ror is used, which increases speed compared to the regular cascode current mirror. The used feedback loop

keeps the mirror drain-source voltage equal, essentially increasing the output resistance. An inaccuracy of 0.5%

is mentioned.

2.5.9 MOS switch on-resistance

A switch in the current path also has some resistance. If designed correctly it is expected that this resistance is in

the mΩ range, and thus is much smaller than the output resistance of the converter. We, therefore, expect that this

resistance has a negligible effect on the system’s accuracy. If needed, this resistance can be modelled by adding

this resistance to the SCPC output resistance. If the on-resistance is too large, it can be decreased by increasing

the switch size.

2.5.10 Gate-driver losses

The switches in the converter require energy to open. This energy is partially drawn from the converter output,

thus resulting in a current error. The power required to drive the switches is Psw = fswV
2
inC, in which C is the

switches gate capacitance. Not all power drawn results in a current error, as most of it is supplied by the battery.

It is therefore difficult to give a good estimation of how big of an error this effect results in.

2.5.11 ADC

The ADC turns the analog voltage into a digital signal. The ADC is supplied with a 0.8 V reference and has 8 bits.

That would give the system an accuracy of 0.8
28 = 3.125mV. However, the ADC can also have inaccuracies and
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according to NOWI NH16 documentation, the final ADC will have an ENOB of 6, which would mean the ADC can

detect differences of 0.8
26 = 12.5mV.

The largest current to detect within this system according to the NOWI specifications is 16 mA. This current

should correspond to a voltage of 0.8 V. Given the maximum error of 12.5 mV, the worst-case error in current

caused by only the ADC would be up to 16× 12.5
0.8 = 25 µA, resulting in an error of about 1.6%.

Every ADC has a trade-off between power, accuracy and speed. Speed is set within the system. Speed can

be reduced if battery voltage gets too low, saving power. A trade-off between power and accuracy is left.

The physical limit of a SAR ADC is the accuracy of the DAC capacitor ladder. If better accuracy is required,

then the size of the capacitors can be increased, which makes the DAC more precise. However, this comes at the

cost of more area and power. Another option is to increase the number of bits, which also comes at the cost of

more area and power.

In [59], a SAR assisted digital slope ADC is used. A figure of merit (FoM) of 2.63 fJ/conversion-step is men-

tioned. It has an ENOB of 10.4, resulting in an error of 0.075%. In [60], an asynchronous SAR ADC is used with

an ENOB of 10.85 and a 0.9 V supply voltage, resulting in an error of 0.5mV, or an inaccuracy of 0.056%.

2.5.12 Reference voltage

The NOWI NH16 uses a 0.8 V reference voltage in its ADC. There is an accuracy limit to this depending on how

this voltage is created. The bandgap reference created is based on [61], which mentions a 3σ of 2.9%, which is

more or less the inaccuracy of the reference. Better bandgap references exist. The main accuracy limit is process

variations and can have a 3σ inaccuracy of 1.25% [62].

2.5.13 Ripple voltage

An SCPC has a certain output voltage ripple resulting in a current ripple as well. The output voltage ripple of an

SCPC is: ∆Vo = Iout

fsw(Cout+C1)
, in which Cout is the total capacitance at the output node. In the NOWI NH16, a

capacitor is placed at the output to filter this ripple. Another option to decrease the ripple voltage, is to increase

the switching frequency. However, this has direct consequences for the output impedance, which in turn results

in different loading conditions of the solar cell. This causes the solar cell to drift away from its MPP. The capacitor

together with the output resistance of the converter also causes a delay according to τ = R × C, so a larger

capacitor also causes a bigger delay in the system. Thus there is a trade-off between ripple voltage and delay, in

which there is a maximum value of the capacitor, as to not exceed a certain delay.

In the NOWI NH16, there are two capacitors that can be used to filter the ripple voltage. This is to be able to tune

the system over a larger range of output resistance, and thus a larger range of switching frequencies. The input

capacitor together with the MOSFET switch resistance, Rs, form a low-pass filter. The low-pass filter is supposed

to filter out ripples generated by the charge pump due to switching. The larger this capacitance the better it filters

the ripple, according to Irip =
Iavg

fswRs1Cmppt
. The NOWI NH16 allows for an output ripple of 30%, which is filtered by

the amplifier in the current sensing path to under 2.5%. The latter suggests a trade-off between ripple voltage and

bandwidth. Any variance in the capacitance value should not have too big of an effect on the sensing accuracy.

2.6 Accuracy effect

The goal of the project is to calculate the illuminance, G. The effects of components on the accuracy of the system

influences the calculated illuminance. To get an overview of what effects are important to consider, we need to

know howmuch influence each effect has onG. Effects can influence either the calculated voltage, current, or both.
So to get a full overview, it is important to consider the effects of the voltage (v) and current (i) on G. According to

the four-parameter model, further described in Section 3.2.1, G can be calculated if i and v are known according

to Equation 2.9 [63]. In this equation, we see that the illuminance calculation depends on the sum of one term

influenced only by the current, and another with an exponential relation to both the current and the voltage.

G =
G0i

Isc[1 + α(T − T0)]
+G0e

v+Rsi−Voc−β(T−T0)
AVtns (2.9)

To compare the accuracy effect we use a common unit to translate all the accuracy effects to, namely the

responsivity. The responsivity of the sensor is defined in lx/least significant effective bit (LSEB), as calculated by
V /LSEB

V /lx , or
I/LSEB

I/lx . The responsivity thus depends on several factors, namely:
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• Solar cell type, including size

• ADC ENOB

• Dynamic range

The responsivity of the sensor depends a lot on the solar cell because a bigger solar cell means a higher current

and/or voltage for the same irradiation. This means higher voltage or current per lux and thus a better responsivity.

The other part that will affect the responsivity is the ADC ENOB. The only way to improve this is to improve the

ADC, as this would improve the V or I per LSEB.

Another way to improve V or I per LSEB is to have more options for the value of the sense resistor. In that case

for a lower current, we use a larger resistor, which in turn means the input voltage for the ADC will be larger. The

ADC will then have a higher output, thus increasing V or I per LSEB. The NOWI NH16 already uses this principle,

and it has four different ranges.

If we know the responsivity we can translate each error found in this chapter, in either current or voltage, to its

resulting error in lux.

A summary of the accuracy limitations can be found in Table 2.4.

Table 2.4: Accuracy limits summary

Component
Main accuracy

limitations
Inaccuracy

State of the

art inaccuracy

Calibration

possible

Solar cell Light source variation 10% N.A. No

Solar cell Model mismatch 5% N.A. Yes

Solar cell Temperature 3% N.A. No

MPPT MPP offset 2.5% <2% [49] No

Sense resistor
Tolerance, parasitics,

thermal drift

20% (absolute)

2.5% (relative)

3% [52] [53]

0.1% (SMD) [25]
Yes

SenseFET accuracy
Mismatch, thermal drift,

resistance
2.5% 1% [27] No

Voltage division circuit
Tolerance, parasitics,

thermal drift
2.5% 0.14% [25] Yes

Charge pump conversion

ratio and power loss

Tolerance, parasitics,

capacitor ESR
5-10% 8% [64] Partly

Charge pump:

bottom plate losses
Parasitics <1.5% 0.2-1.5% [55] No

Charge pump:

conversion ratio
Capacitor tolerance 2.5%

0.1% tolerance

per capacitor [56]
No

Charge pump:

Gate driving losses

Power used to

turn on MOSFETs
<1% N.A. No

Current mirror PVT 2.5% 0.5% [58] No

ADC ratio Capacitor ladder matching 2.5%
0.1% tolerance

per capacitor [56]
No

ADC ENOB Capacitor ladder size 1.6% >0.1% [60] No

Reference voltage
Resistor and

MOSFET matching
2.9% [61] 1.25% [62] Yes

Ripple voltage Trade-off with bandwidth 2.5% N.A. No

2.7 Conclusion

We concluded that though similar works exist, not one of them harvest energy as their primary function, and with

the same solar cell sense illuminance.
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We have given a breakdown of sensing methods, and we concluded that the senseFET method, as the NOWI

NH16 uses, is the best method to do current sensing for this project.

Looking at Table 2.4, we see that most errors are around 2.5%, which corresponds to the point the NOWI NH16

is designed around. The biggest error is in the sense resistors absolute accuracy, which is 20%. However, the

system will be calibrated for this.

Other than that we can see that the biggest error to expect is up to 10% from charge pump conversion efficiency.

This error can partly be calibrated for. We expect, however, that even after calibration some error is left due to

charge pump conversion efficiency variations.

Other significant errors come from the variation and temperature differences in the solar cell. This causes a

modelling error of about 5%, and temperature can cause another error of about 3%. Lastly, looking at ambient light

sensors an inaccuracy limit of about 10% is given, to account for light source variation, caused by the difference

in spectral properties of the eye compared to solar cells.

In conclusion, for a reasonable range, we expect that the error in our system is around 10%.



3.

System design

In this chapter, we discuss four different options for the top-level system design and make a trade-off between

them. The designs differ in what quantities need to be measured to make an illuminance estimation. Design 1

measures both MPP current and voltage, Design 2 measures short-circuit current, Design 3 measures open-circuit

voltage, and Design 4 measures only MPP current.

In the end, we make a trade-off and choose a design. The hardware implementation for that design will be

discussed in Chapter 4.

3.1 Prerequisites

The designs have different results with different environmental conditions, like illuminance and temperature. There-

fore it is important to find what conditions make sense, to narrow down the possible results and get a good idea of

how each design performs under realistic conditions.

3.1.1 Reference solar cells

To get an idea of how well the different designs perform, we simulate them. Since many variables influence the

final result, we choose a logical set of parameters. Part of these parameters are the solar cell characteristics.

Therefore we choose some standard solar cells that are often used for energy harvesting. The solar cells we use

as a reference are the IXOLAR KXOB25-14X1F [51] and the Panasonic Amorton AM-5610 [50], specialized for

outdoor use, and the Panasonic Amorton AM-1456 [65], specialized for indoor use. These solar cells have been

determined by the NOWI application team to be the best solar cells to use in combination with the NOWI NH16.

We also use the last two solar cells for getting input data for system validation.

3.1.2 Illuminance ranges

We simulate the performance of our design at several points of illuminance to check how well the performance

is over the entire spectrum. We choose the points based on environmental conditions that the sensor might

encounter. These are:

• Living room: 50 lx

• Office space: 400 lx

• Outside cloudy: 1000 lx

• Indirect sunlight: 10, 000 lx

• Direct sunlight: 100, 000 lx

33
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3.1.3 Calibration

We calibrate the system. This is necessary because, firstly, the NOWI NH16 has a relative inaccuracy of about

2.5%, but an absolute inaccuracy of about 20%, which is not good enough. This accuracy limit is caused by a

reference resistor whose inaccuracy can vary about 20% between chips. This is not a problem for the MPPT since

it only checks one power relative to the previous one, but for this project, there should be an absolute number of

illuminance at the end.

The additional advantage of calibrating is that the system can then be calibrated for a specific solar cell, as all

solar cells are slightly different, and thus would give a different result without calibration. Then the system can also

be calibrated around a specific temperature. In the datasheet, the temperature is usually 25°C, however in reality,

indoors or outdoors the temperature is mostly lower.

The way of calibrating depends on the exact design, however, they all work approximately the same. All

systems will consist of the following components:

• Way to input a calibration reference value (digitally)

• Comparing block, to compare the reference value with a measured and computed value

• Way to calculate the needed value for the calibration parameter

• Control FSM, to control the calibration process

We have to alter the formula to calculate illuminance from measured parameters to include a calibration param-

eter, which we calibrate so that the system’s output matches a reference input. For Designs 2, 3, and 4, calibration

can be done with a single parameter. Design 1 depends on both current and voltage, and thus for perfect cali-

bration, two calibration parameters are necessary. A reasonable calibration can, however, be done using only a

single parameter.

3.2 Design 1: MPPT based design, using both voltage and current

The first design is based on keeping the MPPT working at MPP at all times. This means that we do current

and/or voltage measurements at MPP, and with that information, we make an estimation of the illuminance. The

advantage is that this way no energy is lost while doing measurements, and there is minimal impact on the MPPT.

A disadvantage is that when working at, or near, the MPP, it is harder to make a good estimation of illuminance.

The relation with illuminance at MPP includes an exponential part, as described later on in Equations 3.1 and 3.6.

The exponential part has high computational complexity, making the system bigger and more power hungry.

A block diagram of the design can be seen in Figure 3.1.

Figure 3.1: Design 1 block diagram
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In Figure 3.1 parts already available in the NOWI NH16 are given in blue, parts that would need to be designed

are given in red. Everything in yellow is connected externally to the chip. A solid line shows an analog signal, while

a dashed line shows a digital signal.

3.2.1 Solar cell model

Working at MPP means that we must make a translation between current and/or voltage at MPP and illuminance.

Therefore we need a good model describing the solar cell, linking current and/or voltage to illuminance.

Five-parameter model

Simulation of the system we design requires a good model of the energy harvester, in this case, a solar cell. An

often-used model for a solar cell can be seen in Figure 3.2. The parameters of this model can be derived using only

values given in the solar cell datasheet, as first given in [66]. A good mathematical breakdown of the five-parameter

model is given in [67], and has been expanded upon in [68].

Figure 3.2: Five-parameter solar cell simulation model

The five-parameter model gives a current-voltage relationship of a solar cell as:

i = Iph − Io

(
e

v+iRs
nsAVt − 1

)
− v + iRs

Rsh
(3.1)

in which

Io = Isce
− Voc

nsAVt (3.2)

and

Iph = Ioe
Voc

nsAVt (3.3)

In Equation 3.1, Vt is the thermal voltage which is given as Vt =
kT
q , in which k is Boltzmann’s constant, q is

the elementary charge, and T is the temperature. A is the diode ideality factor. ns is the number of cells in series.

Iph is the photo-generated current, meaning it is the physical current generated by light, before non-idealities. Io
is the dark saturation current. Isc is the short-circuit current.

We have made a MATLAB script to implement the calculations as done in [68], to calculate Rs, Rsh, and A. We

then fill in these parameters into Equation 3.1 to draw an I-V curve. We also made a MATLAB script to draw these

curves. We then use the simulated I-V curve data to simulate any solar cell that may be used with the system.

The MATLAB files can be found in Appendix G.

Four-parameter model

A disadvantage of the previous model is that the parameters cannot be derived directly. A simplification that we

can make is by assuming the shunt resistance is infinite. The simplified circuit can be seen in Figure 3.3.

In the four-parameter model, only A and Rs need to be calculated, which we can do directly as opposed to the

five-parameter model [63]:

VtAns =
(2Vmpp − Voc)(Isc − Impp)

Impp + (Isc − Impp)ln(1− Impp

Isc
)

(3.4)
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Figure 3.3: Four-parameter solar cell simulation model

Rs =
Vmpp

Impp
− 2Vmpp − Voc

Impp + (Isc − Impp)ln(1− Impp

Isc
)

(3.5)

The I-V curve can then be calculated using Equation 3.6.

i = Iph − Io

(
e

v+iRs
nsVt − 1

)
(3.6)

Model relation to physical quantities

Since the goal is to calculate the illuminance from the four- and five-parameter models, it is important to know how

the illuminance relates to the equations given above. These equations are also temperature dependent, and thus

we also explore that relation.

The dependencies related to illuminance, G, or temperature, T , are as follows:

Vt has a temperature dependency, as Vt =
kT
q . With changing temperature, to calculate Vt from Vt0, Equation

3.7 can be used.

Vt =
T

T0
Vt0 (3.7)

The open circuit voltage, Voc, has both a temperature and an illuminance dependence as given in Equation 3.8.

Voc = Voc0(1 + β(T − T0) + VtAnsln

(
G

G0

)
(3.8)

The short-circuit current, Isc, has a temperature and illuminance dependence according to Equation 3.9.

Isc =
G

G0
Isc0(1 + α(T − T0)) (3.9)

In these equations Vt0, Voc0, and Isc0 represent Vt, Voc, and Isc under standard test conditions (STC) respec-

tively, so at G0 and T0. What the standard test conditions are, is mentioned in the datasheet, however, choosing

any other point for G0 and T0 is also valid.

Model accuracy

According to [69], the inaccuracy of the five-parameter model around the MPP is about 5%. It should be noted that

the type of solar cell used in this project is very different from the one used in [69], so the inaccuracy of the model

to the cells used for our application might be different.

Calculating the voltage and current error at the MPP of the two curves given in the Panasonic Amorton AM-

5610 [50], the Panasonic Amorton AM-1456 [65], and the IXOLAR KXOB25-14X1F [51] datasheets, for the four-

parameter model gives the errors given in Table 3.1.

Looking at the errors, we conclude that the model is sufficienty accurate at STC, around the MPP, with an error

that stays under 2%. However, further away from STC there is a significant drop-off of the accuracy, with errors

of around 10%.

We can do the same for the five-parameter model. The errors are given in Table 3.2.

The simulated errors are very similar to the errors found in the four-parameter model. The conclusion, there-

fore, is the same. The model is good around STC, but not too good at different conditions.
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Table 3.1: Four-parameter model vs datasheet error

I error V error

Panasonic

1000W/m2

86.7 µA
1.9%

63.8mV

1.6%

Panasonic

440W/m2

191 µA
9.4%

397mV

10.1%

IXOLAR

1000W/m2

800 µA
1.5%

5.7mV

1.0%

Table 3.2: Five-parameter model vs datasheet error

I error V error

Panasonic

1000W/m2

75.8 µA
1.6%

58.2mV

1.5%

Panasonic

440W/m2

252 µA
13.1%

370mV

9.2%

IXOLAR

1000W/m2

1.1mA

2.0%
7.7mV

1.4%

In short, this means that when using Design 1 for a larger illuminance range, the inaccuracy will not be lower

than 10%.

3.2.2 Calculating illuminance

We can use the four- and five-parameter models to reverse engineer the illuminance. The I-V curve is dependent

on two factors, the illuminance and the temperature. For now, we do not consider the temperature, sincemeasuring

temperature requires extra hardware.

Reverse engineering the illuminance depends on the model. In [70] three model-based methods for calculating

illuminance from measurements are described. The main formula used to calculate illuminance is based on the

five-parameter model and is Equation 3.10.

G =
i+ id0[

T
T0
]3exp(

Eg0

kT0
− Eg

kT )[exp(q
v+iRs0ns

AkTns
)− 1]

1
G0

[(Iph0 + α(T − T0))− v+iRs0ns

Rpns
]

(3.10)

id is the diode current, as given in Figure 3.2.

Eg is the bandgap energy, which in other formulas is assumed constant, but in [70] it is temperature-dependent.

A subscript 0 at any parameter, indicates it is the parameter at STC.

Based on the four-parameter model, a relatively simple equation for the illuminance can be found. [71] gives

the illuminance as given in Equation 3.11.

G =
G0i

Isc[1 + α(T − T0)]
+G0e

v+Rsi−Voc−β(T−T0)
AVtns (3.11)

In which it is assumed that e
Voc
VT >> 1 and VT ≈ VT0.

MPP linearisation An idea is to linearise the formula around theMPP, whichmakes the system less computation-

ally complex, as it removes the exponent from Equation 3.11. This is possible, because the system is connected

to an MPPT and thus it is expected that the solar cell works at, or close to, its MPP. We did not use this idea in the

end, however. A description of the linearisation idea can be found in Appendix A.

3.2.3 Input or output voltage sensing

In Design 1, we estimate the voltage as generated by the solar cell. We do this by measuring the voltage and

calculating what the input voltage would be. Two logical positions for the voltage measurement are either the
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output voltage of the SCPC or the input voltage directly at the solar cell.

Measuring the output voltage has several advantages. Firstly, this way we can use the measured voltage to

calculate the output power, which is interesting to know for other applications of the NOWI NH16. Also, the output

voltage is connected to a battery and thus stays relatively constant. This means that these voltage measurements

can be infrequent, and since every measurement costs energy this is a useful property. On the other hand, since

we need to know the solar cell voltage, measuring the voltage at the output requires us to calculate the input

voltage by dividing the output voltage by the charge-pump conversion ratio.

There are other options. Since the voltage measurement is used to get insight into the solar cell voltage, it

makes sense to measure the voltage at the input, directly where the solar cell is connected. This eliminates the

SCPC output impedance and current mirror switch resistance from the path, which both introduce a voltage drop.

Also, the conversion ratio of the charge pump would not be included in this measurement. By measuring

the input voltage instead of the output voltage the equation obtained to calculate the solar cell voltage becomes

Equation 3.12.

v =
R1 +R2

R1
VADC (3.12)

In Equation 3.12, R1 and R2 are the resistors that would be used in the voltage division. The only thing left in

the path is a voltage division, as the ADC can only handle voltages under 0.8V. For more precise measurements,

measuring the input voltage is preferred.

3.2.4 Design limits

The accuracy of Design 1 is limited by:

• Model accuracy

• Temperature

• The accuracy of the voltage-sensing circuit

• The accuracy of the current-sensing circuit

• The accuracy of the ADC

• The accuracy of the calibration circuit

Model accuracy

The biggest source of error for Design 1 is in the model accuracy. The models are designed to fit well around the

parameters as given in the datasheet, which makes them accurate around the MPP at STC. However, the further

away conditions get from STC, the worse this error gets, as illustrated in Tables 3.1 and 3.2. For a usable range,

the error the model introduces is more than 10%.

Temperature

In Design 1, both the short-circuit current temperature parameter, α, and the open-circuit voltage temperature

parameter, β, affect the system. The effect of the two, however, is opposite, meaning the error caused by β is

partially compensated by α. A simple estimation would be to assume the error is the worst case of the two, usually

β as it is much larger than α. Simulation shows that for the Panasonic Amorton AM-5610 around STC the error is

about 0.3%/°C.

Voltage-sensing circuit

For voltage sensing, we can use the same ADC as for current sensing. The ADC has a reference voltage of 0.8V,
so if the solar cell voltage exceeds this, which it probably will, a voltage-division circuit is needed. Since the ADCs

inaccuracy is 2.5%, the voltage-sensing circuit does not need to be much more accurate than this. Any of the

voltage-division circuits as mentioned in Chapter 2.4 should suffice.
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Current-sensing circuit

The NOWI NH16 already has a current-sensing circuit that is used for the MPPT. The system has an inaccuracy

of 2.5%.

ADC circuit

The ADC in the NOWI NH16 has an inaccuracy of about 2.5%, with an ENOB of about 6. In Design 1, we use the

ADC for both sensing the current and the voltage, and with that this is probably the accuracy limit for both.

Calibration circuit

Since the system will be calibrated, the accuracy of this calibration plays a role in the accuracy of the design. The

calibration uses the ADC to compare, so the ADCs accuracy is also the accuracy limit of the calibration circuit.

3.2.5 Accuracy simulation

The responsivity of this model is harder to determine, as both current and voltage influence the estimated illumi-

nance. To get a sense of responsivity we look at the Panasonic Amorton AM-5610 again. For this solar cell at

STC, the responsivity is 24.9 klx/mA and 402 klx/V if used over the full range. It is, however, possible to split the

current and voltage measurements in multiple ranges for the ADC. Meaning that if the current or voltage is low,

you do not divide them by the same factor. This helps to use the ADC more efficiently, improving the responsivity

for lower inputs. In theory, if you make enough different division ranges, the limit becomes the ENOB of the ADC.

Without including the model error, we estimated an error in the measured current of 2.5% and also an error

in the measured voltage of 2.5%. Then with the four-parameter model, we simulate the Panasonic Amorton AM-

5610 and we check what the error in lux is when there is a voltage and current error of 2.5%. Over the range, as

described in Chapter 3.1.2, the MATLAB simulation shows that the error in lux is up to 5%.

However, the model error causes a current and voltage error of about 10% in this range. Therefore, we repeat

the simulation with this error. The error in lux made for Design 1 can be up to 35%, see Table 3.4.

We repeat the simulations for the Panasonic Amorton AM-1455, an indoor solar cell. The simulated error can

be found in Table 3.3, however, for this solar cell even for an error of 2.5% the error in lux is too big to be usable.

Table 3.3: Panasonic Amorton AM-1456 simulated error for Design 1

Range type Illuminance (lx) Impp (µA) Vmpp (V) Error (2.5%)

Living room 50 1.2 1.77 3 lx

Office space 400 9.6 1.30 62 lx

Cloudy 1000 24 1.31 390 lx

Indirect sun 10,000 240* 1.51 7100 lx

Direct sun 100,000 4000* 2.14 84,000 lx

Values with an asterisk (*) fall outside the usable range as given in the datasheet.

Table 3.4: Panasonic Amorton AM-5610 simulated error for Design 1

Range type Illuminance (lx) Error (2.5%) Error (10%)

Living room 50 2 lx 5 lx

Office space 400 12 lx 53 lx

Cloudy 1000 35 lx 140 lx

Indirect sun 10,000 410 lx 1800 lx

Direct sun 100,000 5300 lx 34,000 lx

3.2.6 Conclusion

Design 1 has as advantage that it works at MPP, and thus has minimal impact on the NOWI NH16. However,

simulations show that the design is not very accurate, and probably not accurate enough for use in this project.
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3.3 Design 2: Short-circuit current based

Design 2 focuses on accuracy. The difference with Design 1 is that we use the short-circuit current, Isc, to determine

illuminance. The advantages are that measuring the voltage is not necessary, since at short-circuit current the input

voltage is zero. This also simplifies the solar cell model, since if V = 0 the illuminance is linear with Isc. Thus, no
complex calculations are needed, and the model is more accurate. We can solve errors due to solar cell variations

by calibration.

The formula that is left in short-circuit conditions is given in Equation 3.13.

G =
G0Isc

Isc0[1 + α(T − T0)]
(3.13)

When ignoring temperature differences, Equation 3.14 is left.

G =
G0Isc
Isc0

(3.14)

If the temperature is not corrected for, we can still calibrate the system around an operation point of our choos-

ing, making the design accurate around this specific temperature point. In the case of this system, we only need

to alter the factor G0

Isc0
to G0

Isc0[1+α(Tcal−T0)]
, which when multiplied by the measured short-circuit current gives the

illuminance, as in Equation 3.13.

A disadvantage is that for the system to measure the short-circuit current, we have to short-circuit the solar

cell, which means the converter has to be turned off. During this time no energy is harvested, and it could cause

transient effects in the converter. Also, it is still necessary for the MPPT to measure the output current, and thus,

two current-sensing systems are required.

A block diagram of the design can be seen in Figure 3.4.

Figure 3.4: Design 2 block diagram

3.3.1 Calibration

Since the absolute accuracy of the NOWI NH16 is not good enough, the system will be calibrated. This will also

help against any gain errors in the system.

We use Equation 3.14 to calculate the illuminance. To calibrate, we add a parameter C as in Equation 3.15.

G =
C ×G0 × Isc

Isc0
(3.15)
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3.3.2 Design limits

The short-circuit current design is limited by:

• Temperature

• The accuracy of the current-sensing circuit

• The accuracy of the ADC

• The accuracy of the calibration circuit

Temperature

The short-circuit current has a dependency on temperature, but it is relatively small, about 0.1%/°C for the Pana-

sonic Amorton series.

Current-sensing circuit

Besides the ADC, the current-sensing circuit could also be the limit of Design 2. The NOWI NH16 has an inaccuracy

of about 2.5% in its current-sensing circuit. For Design 2, we need to design another current-sensing circuit, and

with similar accuracy to not degrade the accuracy of the system.

ADC accuracy

In the NOWI NH16, the current is sensed with an inaccuracy of about 2.5%. For the full range of 0 to Isc, this would
mean a responsivity of 21 klx/mA for the Panasonic Amorton-5610 [50], resulting in 5.2 klx/LSEB. However, by
dividing the current, we can divide this range, improving the responsivity. In the NOWI NH16, the current mirror

already divides the current to suit the ADC. Using those ranges, the smallest range goes from 0 to 4 µA. Within

this range, the responsivity is 1.3 klx/LSEB.

Calibration circuit

We will calibrate the system via a calibration circuit, but as in the previous design, the ADC accuracy is the limit in

the calibration circuit.

3.3.3 Accuracy simulation

Like for the previous design, we simulate the error of Design 2, when there is a current error of 2.5%. The results

can be seen in Tables 3.5 and 3.6 for the indoor and outdoor solar cells respectively. Since the illuminance is

linear with the short-circuit current, the error is also linear. This means that the error of 2.5% as made by the ADC

and current measuring system results in a small error in the illuminance. Thus, we can reach a decent accuracy.

Taking into account the biggest error of 10%, and considering Design 2 has a linear relation, an error of 10% in

short-circuit current causes an error of 10% in the illuminance.

Table 3.5: Panasonic Amorton AM-1456 simulated error for Design 2

Range type Illuminance (lx) Isc (µA) Error (2.5%) Error (10%)

Living room 50 1.5 1 lx 5 lx

Office space 400 12 10 lx 40 lx

Cloudy 1000 30 25 lx 100 lx

Indirect sun 10,000 300* 250 lx 1000 lx

Direct sun 100,000 3000* 2500 lx 10,000 lx

3.3.4 Conclusion

Design 2 has good accuracy and is, therefore, a reasonable option to choose. The disadvantage is that this design

has a big impact on the design and functioning of the MPPT.
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Table 3.6: Panasonic Amorton AM-5610 simulated error for Design 2

Range type Illuminance (lx) Isc (mA) Error (2.5%) Error (10%)

Living room 50 0.0024 1 lx 5 lx

Office space 400 0.019 10 lx 40 lx

Cloudy 1000 0.048 25 lx 100 lx

Indirect sun 10,000 0.48 250 lx 1000 lx

Direct sun 100,000 4.8 2500 lx 10,000 lx

3.4 Design 3: open-circuit voltage based

Design 3 uses the open-circuit voltage instead of the short-circuit current to determine illuminance. The main

advantage of this compared to Design 2 is that there is a moment during MPP tracking when the input impedance

is high enough to assume Vmeas ≈ Voc. This moment can be used to measure the input voltage, which is then

close to the open-circuit voltage. This way the converter does not have to turn off at any point.

At open-circuit, the solar cell can be described by Equation 3.16 [71]. This equation assumes the four-parameter

model, with e
Voc
VT >> 1, and VT ≈ VT0.

Voc(G) = Voc0 + nsAVT0ln

(
G

G0

)
(3.16)

Rewriting Equation 3.16, gives that the illuminance can be calculated according to Equation 3.17.

G = G0e
VADC−Voc0

nsAVT0 (3.17)

According to [67] Equation 3.18 can be used to calculate Voc. This equation is based on the five-parameter

model and thus is without the simplifications that Equation 3.16 assumes. Equation 3.18 does require an iterative

calculation to solve.

Voc(G) = ln

(
G
G0

IphRsh − Voc(G)

IoRsh

)
nsAVt (3.18)

The datasheet from the Panasonic Amorton AM-5610 [50] gives a figure showing the effect of illuminance on

its open-circuit voltage. We simulate Formulas 3.17 and 3.18 to see how close the model is to the datasheet. The

results are given in Figure 3.5.

We see that there is a difference between the modelled Voc and the values given in the datasheet. The reason

for this is the diode ideality factor, A, in Equations 3.16 and 3.18. A is a modelled value in both the four-parameter

model and five-parameter model. If A is wrong, then the calculated Voc value and thus the illuminance will be

wrong. There is a difference between A from the four-parameter model and A from the five-parameter model.

However, assuming the open-circuit voltage follows a logarithmic function in relation to the illuminance, we can

remove this error by calibration.

A block diagram of Design 3 can be seen in Figure 3.6.

3.4.1 Calibration

In Design 3, we calibrate the system. To calibrate, we should add a calibration parameter to Equation 3.17, resulting

in Equation 3.19, in which C is the calibration parameter.

G =
G0

C
e

VADC−Voc0
nsAVT0 (3.19)

This calibration method requires only one measurement to be done, and assumes that G = 0 at Voc = 0. We

calibrate the system by inputting a digital reference value of the illuminance. By comparing that value to the ADC

value, the system can adjust C to match them.

If the open-circuit voltage of the solar cell can indeed be described by a purely logarithmic function, ignoring

temperature effects, then this system in theory can be calibrated perfectly.

However, if the shunting resistance, Rsh, has a significant effect, as in Equation 3.18, then perfect calibration

is not possible, and an error will remain, even after calibration. If Rsh is large enough, this should not have a

significant effect.



3.4. DESIGN 3: OPEN-CIRCUIT VOLTAGE BASED 43

Figure 3.5: Open-circuit voltage comparison

3.4.2 Design limits

The open-circuit voltage design is limited by:

• Model accuracy

• Temperature

• The accuracy of the voltage-division circuit

• The accuracy of the ADC

• The accuracy of the calibration circuit

Model accuracy

The diode ideality factor depends on the model and is not completely accurate. However, calibrating the circuit

should fix this error.

Temperature

Temperature has a pretty big impact on the open-circuit voltage, as the temperature coefficient, β, is relatively big.
The voltage error is about 0.4%/°C, however, the dependency of temperature on illuminance is not linear, as given

in Equation 3.8. For larger temperature variations the error gets much larger. However, for a range of about 10°C
the estimate of 0.4%/°C is reasonable. If the system is used only indoors, then this is a good assumption. For

outdoor use, the error caused by temperature differences can get significant.

Voltage-division circuit

As mentioned, any of the named voltage-division techniques should suffice since all of them can be made more

with a smaller error than 2.5%. Since the ADC is not more accurate than that, making this part of the system more

accurate is unnecessary.
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Figure 3.6: Design 3 block diagram

ADC accuracy

This method is limited by how accurately the ADC can detect the voltage. For a range of 0 to Voc, this means

you get an accuracy of Voc

2ENOB . Since the voltage is divided, it is possible to make multiple ranges in the voltage

divider. This increases the possible accuracy of the system without the need for a better ADC. It is even possible

to add an amplifier to increase the accuracy even more until noise starts to become dominant. This does not seem

necessary, and instead, the smallest range of the system would be a divide by 1, for signals up to 0.8 V. For this
range, the responsivity of the system when using the Panasonic Amorton-5610 would be 0.53 lx/V. This range

does, however, fall outside of the range mentioned in the datasheet [50]. The lowest point in the datasheet is 4.5V,
which corresponds to 5 klx. In this range, the responsivity is 1.1 klx/V, or 1.67 lx/LSEB. For solar cells designed
for indoor use, the datasheet mentions a lower illuminance range. For the Panasonic Amorton-1456 for example,

the responsivity at Voc = 2.21 V, corresponds to 52.6 lx and results in a responsivity of 0.82 lx/LSEB [65].

Calibration

In Design 3, it is necessary to calibrate the system. We use the ADC in the calibration circuit, and thus the

calibration accuracy is limited by the ADC.

3.4.3 Accuracy simulation

The inaccuracy of the ADC is about 2.5%. To see what error to expect for Design 3, we determine Voc for the

different points of illuminance. We add an error of 2.5% to Voc, and then we simulate the error made. The results

for the indoor and outdoor solar cells can be seen in Tables 3.7 and 3.8 respectively. The entries marked with an

asterisk (*) fall outside the working range mentioned in the datasheet.

Table 3.7: Panasonic Amorton AM-1456 simulated error for Design 3

Range type Illuminance (lx) Voc (V) Error (2.5%)

Living room 50 2.22 28 lx

Office space 400 2.49 237 lx

Cloudy 1000 2.61 626 lx

Indirect sun 10,000 2.91* 6892 lx

Direct sun 100,000 3.22* 89,750 lx
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Table 3.8: Panasonic Amorton AM-5610 simulated error for Design 3

Range type Illuminance (lx) Voc (V) Error (2.5%)

Living room 50 3.46 19 lx

Office space 400 4.02 170 lx

Cloudy 1000 4.27 460 lx

Indirect sun 10,000 4.91 6200 lx

Direct sun 100,000 5.53 66,790 lx

3.4.4 Conclusion

The advantage of Design 3 is that we only need a voltage measurement and that we can obtain the measurement

during the normal functioning of the MPPT. Thus, it has little impact on the MPPT. The disadvantage is, however,

that the error made in Design 3 is just under 50%at lower illuminance, and slightly above 50% for higher illuminance,

as can be seen in Tables 3.7 and 3.8. This is accurate enough to give a label to it, like ”outdoor cloudy”, but not

accurate enough to couple the result to an exact illuminance value. This design is therefore not usable for this

project.

3.5 Design 4: MPP based design, measuring only current

Design 4 is similar to Design 1 and shares its advantages while getting rid of some of its disadvantages. The idea

is that only a current measurement is done at the MPP. With that information, an estimation is made of the short-

circuit current, which then can be used to calculate the illuminance according to Equation 3.15. Thus, it looks like

a hybrid of Designs 1 and 2. Compared to Design 1, the advantages are that Design 4 does not need to measure

the voltage, which also gets rid of the exponential calculation. Compared to Design 2, it has the advantage that

the system does not need to stop the converter to do a measurement, and thus is more energy-efficient, while also

having better integration with the MPPT. The disadvantage is that Design 4 is less precise than Design 2, as there

will likely be an error when calculating the short-circuit current from the MPP current. Also, Design 4 assumes the

system works at MPP. If the system does not then this will cause an error.

The estimation from Impp to Isc is based on that the MPP current is always around 0.7 to 0.9 times the short-

circuit current. In fact, this method is used for simple MPPT algorithms, as described in [48]. The short-circuit

current is measured, which then gives information about the MPP current, according to Equation 3.20, in which D
is a constant between 0.7 and 0.9.

Impp = DIsc (3.20)

In Design 4, we reverse this method. We measure the MPP current which then, via the same relation, gives

information about the short-circuit current. C depends mostly on the specific solar cell, but also environmental

conditions and degradation over time play a role. Calibrating with the specific solar cell, which is done anyway,

should give a close result.

Since we already measure the SCPC output current in the NOWI NH16, it makes sense to use that measure-

ment for the short-circuit current estimation. The SCPC has a ratio between the input and output current, so when

using the output current measurement, we should compensate for this by dividing the measured current by the

current conversion ratio.

A block diagram of Design 4 can be seen in Figure 3.7.

3.5.1 Design limits

The accuracy of Design 4 is limited by:

• Model accuracy

• Temperature

• The accuracy of the conversion ratio and losses in the SCPC

• The accuracy of the current-sensing circuit
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Figure 3.7: Design 4 block diagram

• MPPT precision

• The accuracy of the ADC

• The accuracy of the calibration circuit

Model accuracy

The model assumes a constant ratio between Isc and Impp. This ratio is mostly constant but can change a bit

under different temperature or illuminance conditions.

Looking at the datasheets for many different energy harvester solar cells, we calculate the expected ratio at

different illuminance levels. Then we compare them to see what error to expect. The results can be seen in Table

3.9.

Table 3.9: Solar cell short-circuit current to MPP current ratio

Solar cell Illuminance (lx) Impp (A) Isc (A) Ratio

Panasonic Amorton 114 k 4.7 m 5.5 m 0.86

AM-5610 [50] 50 k 2.1 m 2.4 m 0.89

Panasonic Amorton 200 7.1 µ 8.8 µ 0.81

AM-1454 [72] 50 2.7 µ 3.5 µ 0.79

Panasonic Amorton 200 4.8 µ 6.0 µ 0.79

AM-1456 [65] 50 1.2 µ 1.5 µ 0.78

114 k 2.77 µ 342 µ 0.81

PowerFilm [73] 91 k 217 µ 266 µ 0.82

LL200-2.4-37 68 k 166 µ 205 µ 0.81

46 k 107 µ 135 µ 0.79

The ratio is always around 0.8. It can vary between solar cells, but calibrating the system reduces that error.Re-

maining after calibration, is the error between different illuminance levels of the same solar cell. Looking at Table

3.9, we see that that error is up to 4%. This falls within the margin of what is acceptable. If the error would not be

acceptable, calibrating at different illuminance levels could be a solution.

Temperature

The system is affected by the short-circuit current temperature coefficient, which is about 0.1%/°C for the Panasonic

Amorton series. That means that over a temperature range of 0 up to 40°C, it would cause an error of up to 2% to

either side.
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Converter ratio and losses

The SCPC should convert the current input to output with a certain known ratio. However, due to its efficiency

and gate charge losses this ratio is not exactly what is expected resulting in an error in the estimated short-circuit

current. The SCPC accuracy is about 90-95%, which would result in an error of 5-10%. Calibration can partly

solve this problem. There will still be an error left after calibration, however, and it is hard to say what this error will

be exactly, but it is expected to be around 5%, as that is the range the SCPC efficiency varies.

Current-sensing circuit

The same applies as in Design 2. The current-sensing circuit should be accurate enough, but in the end, it is likely

the ADC that is the true limit to the system’s accuracy.

MPPT precision

Design 4 assumes that the MPPT is perfect and thus that the operating point of the solar cell is always at the MPP.

In theory, if the MPPT has a constant error, this still should result in the same accuracy. However, if the MPPT

varies around the MPP, which in practice it does, then this will result in an error in C of Equation 3.20. In the NOWI

NH16, the current error caused by this stays within 2.5%. Since the system searches for the MPPT at discrete

moments, the best accuracy can be achieved if the system uses current measurements from a moment directly

after the MPP has been found. Otherwise if the incident light changes, this results in an error.

ADC accuracy

Since the ADC in this design also measures current, like in Design 2, the same errors as in Design 2 apply here.

The responsivity is different, however, since in Design 4 Isc is estimated using Equation 3.21.

Isc =
1

C
Impp (3.21)

The resulting responsivity is 25 klx/mA for the Panasonic Amorton AM-5610 and 33 klx/mA for the Panasonic

Amorton AM-1456.

Calibration

We calibrate the system, and like in the other designs the ADC is likely the limit of the calibration accuracy. The

calibration cycle needs to take place directly after an MPP has been found, otherwise if illuminance changes in

between the MPPT cycle and calibration cycle, this will result in an error in the calibration.

3.5.2 Calculation

The parts of the circuit influencing the illuminance calculation in Design 4 are:

• Solar cell responsivity

• Charge-pump current conversion factor

• Effective resistance of the current sensor

• ADC bit to voltage ratio

Solar cell responsivity

The solar cell responsivity is the amount of measured current that corresponds to the illuminance of the solar cell.

This number links the illuminance to the solar cell MPP current, or G = G0 × D × Impp

Isc0
, in which D is the ratio

between Impp and Isc. D depends on the specific solar cell and will be calibrated for.
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Charge-pump current conversion factor

The charge pump boosts the voltage, however, this means the current is attenuated. The multiplication factor with

which this happens is known in the system and thus can be corrected for. Impp = B × Icp,out, in which B is the

charge-pump voltage boost factor. The value of B is known as it is set beforehand. There are some small current

losses in the charge pump, meaning B is not exactly what is expected, however, calibration helps against this.

Effective resistance of the current sensor

The output current of the charge pump is translated to a voltage by the current-sensing circuit, as the ADC works

with voltages. This is done via a senseFET circuit, which copies (part of) the current, and uses a sense resistor

to create a proportional voltage. The value of the current mirror ratio and sense resistor can be changed by the

system to facilitate a larger current range. The system has five different ranges with a different current mirror factor

and sense resistor. This means the system has four different effective resistances, being 100 kΩ, 10 kΩ, 736 Ω,
and 48 Ω. The relative ratio between the effective resistances should be within the 2.5% inaccuracy of the NOWI

NH16. Calibration is used to remove the absolute error. If necessary, it is possible to calibrate for every range,

however, as the relative accuracy is good enough, this should not be necessary.

ADC bit to voltage ratio

The ADC gives an output between 0-255. This output corresponds to a voltage between 0-0.8 V. We do the

calculation with the output bits of the ADC, which correspond to a multiplication factor of 0.8
255 = 3.14mV/bit.

The total calculation is done according to Equation 3.22,

G = ADCbits × 0.00314× 1

Reff
× 1

b
× G0 × C

Isc0
(3.22)

in which C is the calibration constant calibrating for the solar cell responsivity, together with any other gain

errors in the charge pump and current sensor. This also includes the ratio between Impp and Isc, D.

3.5.3 Accuracy simulation

The error made in Design 4 in measuring Impp, is the same as for the short-circuit design when measuring Isc.
Since Impp is used to estimate Isc, and Isc is used to estimate the illuminance, with the same gain error, the same

error in lux will be made. However, this system also introduces a possible model error of up to 4%. Combined

with the possible measurement error, this would amount to a maximum error of
√
2.52 + 42 = 5%. We simulate the

error this creates and the result can be seen in Tables 3.10 and 3.11 respectively.

Table 3.10: Panasonic Amorton AM-1456 simulated error for Design 4

Range type Illuminance (lx) Impp (µA) Error (2.5%) Error (5%) Error (10%)

Living room 50 1.5 1 lx 3 lx 4 lx

Office space 400 12 10 lx 20 lx 40 lx

Cloudy 1000 30 25 lx 50 lx 100 lx

Indirect sun 10,000 300* 250 lx 500 lx 1000 lx

Direct sun 100,000 3000* 2500 lx 5000 lx 10,000 lx

Table 3.11: Panasonic Amorton AM-5610 simulated error for Design 4

Range type Illuminance (lx) Impp (mA) Error (2.5%) Error (5%) Error (10%)

Living room 50 0.002 1 lx 3 lx 4 lx

Office space 400 0.016 10 lx 20 lx 40 lx

Cloudy 1000 0.041 25 lx 50 lx 100 lx

Indirect sun 10,000 0.41 250 lx 500 lx 1000 lx

Direct sun 100,000 4.1 2500 lx 5000 lx 10,000 lx

Since the model is linear, logically the simulated error is the same for both. Values marked with an asterisk (*)

fall outside of the working range according to the datasheet.
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3.5.4 Conclusion

The accuracy of Design 4 is not as good as Design 2, however, it is better than the accuracy of Designs 1 and 3.

The advantage over Design 2 is that Design 4 has a lower impact on the MPPT, making it easier to integrate. Also,

since the harvester can keep harvesting during its illuminance sensing cycle, Design 4 is more energy-efficient

than Design 2.

3.6 Design comparison

A simple comparison of the four designs can be found in Table 3.12.

Table 3.12: Comparison of the four mathematical design options

Design Accuracy
MPPT

integration

Computational

complexity

Energy

efficiency

1 - + - +

2 + - + -

3 - 0 0 0

4 0 + + +

The fourth design has the best overall potential for this project. The accuracy is not the best, however, it is

good enough. Added advantages are, that Design 4 can be integrated easily with the current MPPT system and

is more energy-efficient than the other designs. Therefore we use Design 4.





4.

Hardware design

Now that we have chosen a design option, we make it into hardware. Looking at the block diagram of the design

in Figure 3.7, the parts we need to make are the illuminance computation and calibration blocks.

4.1 Design tools

The design includes a digital calculation and digital calibration, from the data outputted by an ADC. Thus, digital

design tools will be used to create the hardware. We make the design in Verilog, which we simulate and verify

using ModelSim. Then we synthesise the design using Cadence Genus. Next, to verify the synthesised design,

we simulate it using Cadence Spectre. Also, we make a prototype of the design on an FPGA. The FPGA used is

a Zybo Z7 and we program it using Xilinx Vivado.

4.2 Floating-point design

The illuminance can range from 1 lx to about 200 klx. Since the precision of the system is about 10%, there is

no need to be able to represent 200,000 different numbers. Instead, two significant (decimal) numbers should be

good enough. Therefore, we explore a floating-point design.

4.2.1 Floating-point multiplication

Some of the factors multiplied are below 1, and thus to get a workable number, floating-point multiplication has

to be done. This also has the advantage that for bigger numbers, near 200,000, fewer bits are needed. In digital

systems a floating-point number has three parts:

• A sign bit, S

• An exponent, E

• A fraction, called the mantissa, M

The floating-point number then is (−1)S × M × 2E , which is positive if S = 0, and negative if S = 1. In our

system, we only work with positive values, so the sign bit is not necessary.

The mantissa is normally 23 bits, however, the system is not precise enough to need this amount of bits. Instead,

we choose a number such that 3 significant (decimal) numbers can be guaranteed in the calculation, which re-

quires 10 bits, as 210 = 1024.
Then we choose the exponent such that the entire expected illuminance range up to 200, 000 lx can be reached.

To be able to handle numbers up to 200,000, we need 5 exponent bits, as 22
5

> 200, 000. The initial exponent

can, however, be negative, and to also be able to represent these numbers, we need an extra bit. Therefore the

exponent consists of a 6 bit two’s complement number.

A more optimised design is possible, needing only two significant (decimal) numbers, and using the exponential

part more efficiently. So the number of bits used could be reduced, however, for a first design, 11 bits should suffice.

The floating-point design of the illuminance calculation hardware consists of the following elements:
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• Look-up table (LUT)

• Adder

• Multiplication block including controlling FSM

• Calibration FSM

A block diagram of the floating-point design can be found in Figure 4.1.

Figure 4.1: Floating-point design block diagram

4.2.2 LUT

As stated before, the current in the NOWI NH16 will first go through the charge pump and then through a current

mirror with a sense resistor. The charge-pump conversion ratio lowers the current by more or less that ratio. The

current mirror, together with the sense resistor, translate this current to a corresponding voltage. The ratio between

the current going into the current mirror and the voltage is determined by the division factor of the current mirror,

and the value of the sense resistance. Together, this ratio can be seen as the effective resistance of the current

mirror, Reff , in which Vout = Iin ×Reff . In the NOWI NH16 four different values for Reff exist.

Since the charge-pump ratio and the current-mirror effective resistance have a limited number of discrete op-

tions they can be put into a LUT. Based on the controlling bits of the NOWI chip, the LUT will output the correct

values for the charge-pump ratio and Reff . Another advantage is that the reciprocal of the effective resistance, or

effective conductance, Geff , can be put into the LUT instead of Reff . This means that we do not need a division,

but instead, we can use a multiplication, which is smaller and is easier to implement.

The charge-pump conversion ratio values are: 2x, 4x, 8x, and 16x. They are represented by a 2-bit control

signal, ”CP control bits” in Figure 4.1, in which 2x is represented by ”00”, 4x by ”01”, 8x by ”10” and 16x by ”11”.

Converting the ”CP control bits” to a logarithmic number is simple, as 21 = 2, 22 = 4, etc. Therefore the number

can be converter to a logarithm by adding 1 to the control bits. All values at the decimal places are zero.

4.2.3 Adder

The adder adds the exponential part from the LUT entries and the calibration parameter, to form one number. This

number forms an initial exponential part for the illuminance calculation.
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4.2.4 Illuminance calculation

The calculation of the illuminance can be found in Equation 3.22. It consists of five parts of which the ADC bits

to voltage factor, 0.00314, and G0×c
Isc0

are constant. These can be combined into a single number. The calculation

then involves the following steps:

• Getting the ADC bits

• Getting the reciprocal of the effective resistance from the LUT

• Getting the charge-pump voltage boost factor from the LUT

• Multiplying all these values together with the constant

The calculation hardware consists of an FSM with the following components:

• Multiplier

• Normaliser

• Shifter

Multiplier

The multiplier is the element that actually does the multiplication. This multiplier has two 10-bit inputs, as it is used

to multiply two mantissae together. The output of the multiplier is 20 bits so that every possible multiplication fits.

Different ways of multiplication in digital systems exist, usually being a trade-off between area and latency. In this

project, a smaller area is more important. The following multiplier implementations can be used:

Basic operation The most basic multiplication method of A × B is by checking the LSB of B, and adding A to

the final result if this is a 1. Then it left-shifts A and checks the LSB-1 from B, and so on. This method is not the

fastest but can be efficiently implemented by synthesisers.

Booth’s algorithm Booth’s algorithmmakes use of the fact that an adder can also subtract by adding the inverse

in two’s complement. When multiplying by 2x + 2x−1 + ...+ 2x−n, this is equal to multiplying by 2x+1 − 2x−n. The

latter, however, requires fewer operations. In this method the algorithm can work with two bits at the same time,

in other words, it will add the multiplicand if the last two bits are 01, and subtract the multiplicand if the last two bits

are 10, and do nothing otherwise, right-shifting B after every step.

Wallace tree A Wallace tree multiplies by multiplying every bit of A with every bit of B. Then adders and half

adders are used to reduce the number of partial products, by adding the nth-bit of two (half-adder) or three (full-

adder) partial products, reducing the number of partial products until any bit position only has up to two bits left.

This then leaves two numbers, which are then added with a normal adder.

The advantage of this system is that it is fast. The disadvantage is that a lot of adders are required, which

requires a large area.

Dadda multiplier The Dadda multiplier works almost the same as the Wallace tree. The difference is that the

Dadda multiplier optimises the hardware needed by using the minimal number of adders in the reduction stage.

This is done by reducing the number of layers after calculating the partial products. For a Wallace tree, the number

of layers is equal to the number of partial products. However, the Dadda multiplier reduces the number of layers

by moving bits from the bottom layers to empty spots on higher layers.

Conclusion Since speed is not the main focus of this project, we will use the basic multiplication.
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Normaliser

The output of the multiplier is a 20-bit number, however, the multiplier input can only handle 10-bit numbers. Thus,

we should normalise the number to 10 bits. We do this by comparing the top 10 bits and if there is a one in any of

them, we right-shift the entire number and increase the shift register. The shift register keeps track of the exponent.

The right-shifting continues until no bit is 1 above the 10th-bit position anymore. If no bit is 1 in the top 10 bits and

the 10th-bit is 0, then the number is left-shifted and the shift register is decreased. This continues until the 10th-bit

position is a 1.

On reset, we initialise the shift register to the number the adder has calculated.

Shifter

After all numbers are multiplied with each other, we convert the floating-point number to an unsigned binary number

used to describe the illuminance. This conversion is done by the shifter. Essentially the shifter does the opposite

of the normaliser. If the shift register is negative then the number is right-shifted, and one is added to the shift

register until its value is 0. If the shift register has a positive value, the number is left-shifted, and the shift registers

value is decreased by one until the shift registers value is at 0.

FSM

The FSM ties together all components above. A flowchart of the functioning of the FSM can be found in Figure 4.2.

The system multiplies two numbers together, then enables the normaliser to normalise the number. The system

multiplies this number again and normalises it again. The system then multiplies the number and forwards the

answer to the shifter, which generates the final result.

Figure 4.2: Multiplier FSM flow chart

4.2.5 Calibration

We calibrate the system. To do so, a certain amount of light must shine on the solar cell. We measure this light

externally, and we input the result, in lux, into the system as a reference. The system compares the reference

to the calculated illuminance, and if the values are not the same, it alters the calibration parameter. Looking at

Equation 3.22, parameter C can be determined by dividing the reference by the result of the calculation when

C = 1. Therefore we need a division circuit. The output of this block is an input for the illuminance calculation.

The calibration block consists of an FSM with the following elements:

• Division circuit

• Normaliser
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Division

To calibrate the system, we use a divider. Several division algorithms exist for digital systems. In [74], an overview

of possible algorithms is given. The algorithms described are:

• Restoring and non-restoring algorithms

• SRT division

• Taylor’s series expansion

• Goldschmidt’s algorithm

• Newton-Raphson algorithm

• CORDIC algorithm

Restoring and non-restoring algorithms These are relatively simple algorithms based onN = MQ+R, with N
the dividend, M the divisor, Q the quotient, and R the remainder. These algorithms subtractM until the remainder

is smaller than the dividend. The difference between the two is that the restoring algorithm does a test subtraction

each cycle, and has to do restoration if the remainder drops below zero, while the non-restoring algorithm does

not, but needs an extra bit to keep track of the sign of the remainder.

In practice, the non-restoring algorithm requires fewer cycles than the restoring algorithm.

The advantage of these algorithms is that they are relatively simple, and thus require few resources. Only an

adder and some comparison logic are required. The disadvantage of these algorithms is that they require more

cycles than some of the more advanced algorithms, especially for more precise numbers.

SRT division SRT division uses a LUT dependent on the divisor and dividend, usually with a redundant amount

of entries. This way each iteration a decision can be made based only on an amount of the most significant bits.

Because of the redundancy, any error can be corrected in later cycles, which speeds up the division process but

does require a LUT.

Taylor’s series expansion This method is based on a Taylor’s series expansion, as Q = N
M ≈ NX0(1 + (1 −

MX0) + (1−MX0)
2 + (1−MX0)

3). Adding more terms will make a more precise result, but also will take longer

or require more hardware. Taylor’s series expansion requires the use of squaring and/or cubing units to make the

algorithm fast, and thus requires a larger area. This method is not often used [75].

Goldschmidt’s algorithm Goldschmidt’s algorithm uses parallel multiplication of both the dividend and the divi-

sor, over multiple iterations until the divisor converges to one. At that point, the dividend gives the quotient. The

disadvantage of this method is that it requires the use of two multipliers, meaning a large area is needed. This

method is, however, fast, and used in many microprocessors.

Newton-Raphson algorithm The Newton-Raphson algorithm finds the reciprocal of M and multiplies that with

N to findQ. To do so, an estimation of the reciprocal is made, and in following iterations, more precise estimations

are made until the final result is found. Needed for this method is a function that, over several iterations, converges

to the reciprocal of the dividend. Used is Xi+1 = Xi − f(Xi)
f ′(Xi)

, with f(Xi) =
1
X −M , in which X needs to converge

to 1
D , so f(X) needs to be zero at X = 1

M .

The hardware required for this method is significant since a multiplier unit and a subtraction unit are needed.

Multiple multipliers can be used to make a faster implementation. This method has a bigger advantage for calcu-

lating larger numbers, as the number of correct digits doubles every iteration. However, for smaller numbers, this

method can be relatively slow.

CORDIC algorithm The CORDIC algorithm can be used to implement many trigonometric functions, including

division, however, if only a division is needed the CORDIC algorithm is not area or power efficient.
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Conclusion Since this project focuses on the smallest area, we use the non-restoring algorithm to implement

the divider.

Normaliser

We use the normaliser to normalise the reference input. It is possible to combine this normaliser with the normaliser

in the illuminance computation block with the right controlling hardware. Another option is that the user inputs the

reference in floating-point format, which would mean we do not require this normaliser at all.

Calibration FSM

The calibration FSM first normalises the reference and the illuminance calculation. It is possible to skip that last step

by directly connecting the normalised output of the multiplier FSM to the calibration FSM. However, this requires

extra wires, and the extra time gained is not critical for the application.

The calibration FSM then checks if the dividend is larger than the divisor, and if it is, the calibration FSM left-shifts

the dividend one bit. Now the dividend is between 1 and 0.5, while the divisor is between 1 and 2. The calibration

FSM then sends these numbers to the divider, and subtracts the exponent of the divisor from the exponent of the

dividend, to get the final values for the calibration parameter C.

4.2.6 Synthesis

We synthesised the design using Cadence Genus. The logic cell area can be found in Table 4.1. The area given is

the cell area only, and making the layout of the system will increase the total area. The area given for the Top-level

is the total area.

Table 4.1: Synthesis of the floating-point design of the illuminance calculation hardware

Module Submodule Cell count Cell area (µm2)

Top-level - 1625 77321

Calculation FSM 688 34016

Calibration FSM 877 40972

LUT 27 1433

Adder 33 900

Calculation FSM Shifter 127 5849

Normaliser 188 8072

Multiplier 198 9894

Calibration FSM Divider 374 16150

Normaliser 183 7878

4.3 Logarithmic design

The first design was based on floating-point numbers to get accurate numbers over a range from 1 to 200,000.

Since, for bigger numbers, only the first two numbers are significant, as the system has an error of about 10%, using

a logarithmic scale makes more sense. This design reduces the number of bits, which makes the entire system

smaller, especially the multiplication circuit. And since in the logarithmic domain multiplications and divisions are

additions and subtractions, the divider can be omitted completely. Instead, we need a binary to base-2 logarithm

converter, and possibly a base-2 logarithm to binary converter. Alternatively, we can represent the illuminance

result by a logarithmic number.

To represent numbers up to 200,000, we need five bits for representing integer numbers, as 24 = 16 and

25 = 32, while 218 > 200, 000. And 16 < 18 < 32. It is possible to reduce this amount by one bit, by shifting up the

entire range eight entries, so by omitting the eight lowest values. This is not unreasonable, as the lowest values

are beyond the working range of the solar cell and thus would not give an accurate result anyway. By shifting the

entire range, the number 216+shift > 200, 000, while at the lower range numbers with a value of one, two, or three
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are discarded.

For example using 6 bits, four above 1, two below, meaning you use the numbers 0, 0.25, 0.5, ..., 15.75. In

this the numbers 0, 0.25, and 0.5 all result in the number 1 when rounded: 20 = 1, 20.25 = 1.2, 20 = 1.4. The

highest number now is 215.75 = 55, 109. Instead the highest number needed is 17.75, since 217.75 = 220, 436.
Instead of adding another bit, we could also shift all the numbers by eight places, meaning essentially 2 is added

to each number. In this case, the lowest number becomes 22 = 4, and the highest number now is 220, 436. This is
justifiable since being able to differentiate between 1 and 4 lux is not very important.

To get two significant numbers over the entire range, six non-integer numbers are needed, to have a logarithmic

number for every combination of two significant numbers.

The hardware of the system consists of the following elements:

• LUT

• Binary to base-2 log converter

• Calculation FSM

A block diagram of the LUT-based design can be found in Figure 4.3.

Figure 4.3: LUT-based design block diagram

4.3.1 LUT

Like in the floating-point design, we use the LUT to find the correct values of the charge-pump conversion ratio

and Reff . In this case, we store Reff and not the reciprocal, as storing the reciprocal on a log scale would require

a negative number. This way we do not need negative numbers in the system, saving a bit.

4.3.2 Binary to base-2 log converter

We need a binary to base-2 log converter to convert the ADC output to base-2 logarithm. One way to do this is via

a conversion algorithm. Another option is via a LUT-based conversion.

Algorithm-based conversion

We have designed the binary to base-2 log converter as described in [76]. The algorithm requires a squaring

operation. At first, a multiplier was used to implement this operation, which was similar to the multiplier of the

previous design, but with fewer bits. However, as bits reduce, purely combinatorial logic starts to get more efficient.

Synthesis shows that a fully combinatorial multiplier is more efficient than the pipelined multiplier approach used

in the previous design. On top of that, Cadence Genus has a special block used to synthesise squaring units,

decreasing the area even more.

The operation works as follows, see Figure 4.4:

• The logarithm’s integer part is set to six.
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• If the highest bit of the ADC output is one, then the output is right-shifted by one position, and one is added

to the logarithm’s integer part.

• Else, if the 7th-bit of the ADC output is not a one, the output is left-shifted, and one is subtracted from the

logarithm’s integer part until the 7th-bit is one. The number is now normalised between 1 and 2.

• The normalised ADC output, m, is squared, and the final result, z, is multiplied by 2, which is implemented

with a left-shift.

• Now, if m is 2 or more, z is increased by 1, and m is divided by 2, which is implemented with a right-shift.

• The previous two steps are repeated for a set number of iterations, equal to the number of bits, so in this

case 6 times.

Figure 4.4: Binary to base-2 logarithm converter

The advantage of the algorithm-based method is that the area of the circuit does not get much bigger if we add

more bits. A disadvantage is that right-shifting truncates the numbers, and thus, we lose some accuracy. In fact,

when calculating the error it turned out the average error is less if at the end of the conversion one LSB is added,

resulting in an average error of 0.5 as opposed to 1.43, over the entire range from 0 to 255.

LUT-based conversion

Another way of converting the ADC output to base-2 log is via a LUT containing all possible ADC outputs and their

corresponding logarithmic number. The ADC has 256 different possible outputs, all of which can be converted
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to a base-2 logarithmic number. Synthesis of this LUT shows that with a logic cell area of 6780 µm2, this circuit

is smaller than the algorithm-based conversion method. Another advantage is that this method is faster than the

algorithm-based method, as it executes in a single cycle. The LUT-based converter is not clocked.

4.3.3 Calculation FSM

The FSM in this design takes care of both calculating the illuminance and doing the calibration. The FSM takes

the following steps:

• If the system is not yet calibrated, the system will look if the option to set the calibration parameter is enabled.

If it is, the reference input is set as the calibration parameter.

• Then the binary to base-2 log converter is enabled, converting the ADC output to base-2 logarithm. For the

LUT-based design, this step is skipped, as the LUT already converted the ADC output to a base-2 logarithm.

• The illuminance is then calculated by adding C, the converted ADC output and the charge-pump ratio, and

then subtracting Reff .

• If the system was not yet calibrated, the result is subtracted from the reference and the initial value for C is

added. This is then set as the new value for C. The FSM will now reset and calculate the illuminance again.

• Otherwise the number calculated is the final result for the calculated illuminance. The system will signal that

the calculation is done, and reset for the next calculation.

On the chip, the reference can be inputted via I2C. The system then reads this data from the register and

use it for calibration. Each time a new reference is received, the system will reset its calibration flag, and do the

calibration again. The reference should be inputted in base-2 logarithm.

4.4 Synthesis

The design has been synthesised using Cadence Genus. Cadence Genus reports on area, power, and timing.

The file to initialise synthesis can be found in Appendix H. With that file, the Verilog files from Appendices B and

C are synthesised.

4.4.1 Area

The cell area for the design with the algorithm-based converter can be found in Table 4.2, and the cell area for the

design with the LUT-based converter can be found in Table 4.3. Again, the area given is the cell area only, and

the area given for the Top-level is the total area.

Table 4.2: Synthesis of the logarithmic design with algorithm-based converter

Module Sub module Cell count Cell area (µm2)

Top-level - 427 16866

Calculation FSM 415 16599

LUT 12 267

Calculation

FSM
To base-2 log converter 232 8953

To base-2 log converter Squaring unit 63 1904

We see that the LUT-based design has a smaller total logic cell area than the algorithm-based design. The

difference is 2286 µm2.
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Table 4.3: Synthesis of the logarithmic design with LUT-based converter

Module Submodule Cell count Cell area (µm2)

Top-level - 463 14580

Calculation FSM 188 7533

LUT 12 267

ADC LUT 263 6780

4.4.2 Power

The power usage as estimated by Cadence Genus can be found in Tables 4.4 and 4.5, for the algorithm-based

converter and LUT-based converter respectively. The power is estimated for a 1 kHz clock.

Table 4.4: Power report of the logarithmic design with algorithm-based converter

Module Sub module Static power (nW) Dynamic power (µW)

Top-level - 171 1294

Calculation FSM 169 1160

LUT 2 60

Calculation FSM To base-2 log converter 88 109

To base-2 log converter Squaring unit 20 36

Table 4.5: Power report of the logarithmic design with LUT-based converter

Module Sub module Static power (nW) Dynamic power (µW)

Top-level - 117 4083

Calculation FSM 79 2901

LUT 2 68

ADC LUT 36 980

According to Cadence Genus, the power used by the LUT-based converter is more than twice the power of the

algorithm-based converter. However, the algorithm-based converter needs 34 clock cycles per conversion, while

the LUT-based converter needs only three. This means the energy per conversion of the LUT-based system is

about four times lower than the algorithm-based converter.

4.4.3 Timing

Cadence Genus has also done a timing analysis. However, the clock period is much longer than the critical path

of the system, and the system is therefore not time-critical. The system works on a 1 kHz clock. This means the

critical path has 1ms to complete. According to Cadence Genus, the critical path takes about 8 µs and thus has a

slack of 992 µs. Thus, timing is not critical to the application.

4.5 Conclusion

We have discussed two different implementations of the design chosen in Chapter 3, in which the logarithmic

implementation has advantages in size and power over the floating-point design.

Then we made and synthesised two different implementations of the logarithmic design. Here, the design with

LUT-based conversion proved advantageous over the algorithm-based design in area, power, and delay.

In the end, we synthesised the design, and it has an area of 1.46mm2.
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Verification

The last step is to verify the design of the illuminance calculation hardware made in Chapter 4. We do this in

several steps. First, we verify the design with event-based simulation in ModelSim. Then we verify the system via

circuit simulation in Cadence. We also verify the system in combination with the charge pump, current sensor, and

ADC of the NOWI NH16, in Cadence. Lastly, we verify the system on an FPGA.

The data used for these simulations is both simulated values, and measured data from two solar cells typically

used in energy-harvesting applications.

5.1 Verification dataset

To verify the system, we do simulations with both a solar cell model as input, but also with solar cell data as

input. For that last part, we need measurement data. Specifically, we need to know the MPP current of a solar

cell at different illuminance values. For this purpose, we use a set of three Panasonic Amorton AM-1456 [65]

cells in parallel, and a Panasonic Amorton AM-5308 [77] solar cell. Also, we use a Sekonic Spectromaster C-

7000 to measure the illuminance, some resistors and a potentiometer to get the solar cells to their MPP, and two

multimeters to measure the current and voltage.

The steps to measure the illuminance and corresponding MPP current are as follows:

1. Place the solar cell at the same height as the spectrometer on a horizontal surface

2. Connect the multimeters and the resistors

3. Change the resistance until the solar cell is at MPP

4. Log the current measured

5. Measure the illuminance with the spectrometer at the same position as the solar cell

6. Repeat this process at various illuminance levels

The measured data can be found in Tables 5.1 and 5.2, for the Panasonic Amorton AM-1456 and AM-5308

respectively.

Table 5.1: Panasonic Amorton AM-1456 solar cell measured MPP current vs illuminance

Illuminance (lx) 188 322 419 556 587 848 887 1080 1340 1660 1970

Impp (µA) 17.12 26.38 37.06 51.39 51.97 96.10 98.57 123.1 152.1 153.1 179.8

Illuminance (lx) 2460 3090 3550 4610 5070 6130 7740 9070 25200 27600 42600

Impp (µA) 217.3 275.7 297.6 370.6 401.9 554.7 562.8 662.4 1151 1309 1702

5.2 Event-based simulation

We simulate the Verilog design by using ModelSim SE 10.1b. The Verilog files for the LUT-based design can

be found in Appendix B. The Verilog files for the algorithm-based design can be found in Appendix C. We have
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Table 5.2: Panasonic Amorton AM-5308 solar cell measured MPP current vs illuminance

Illuminance (lx) 186 272 538 599 626 674 731 952 1030 1160

Impp (µA) 88 141 318 388 354 417 448 588 652 750

Illuminance (lx) 1190 1390 2420 2460 3090 4370 4990 6030 6120 6860

Impp (µA) 768 883 1414 1472 1949 2484 2855 3747 4015 4630

Illuminance (lx) 7810 8320 9360 9830 10600 12200 14600 19000 24500 25800

Impp (µA) 4619 4845 6240 6460 6988 7847 8200 13000 13900 16400

Illuminance (lx) 27500 30000 33700 34400 43400

Impp (µA) 16880 17800 20100 20920 28300

chosen a current value of 360 µA for this simulation. This value is in the middle of the middle range of the NOWI

NH16, thus corresponding to an ADC value of 127. At this range Reff = 732 Ω. Then, via MATLAB simulation of

the Panasonic Amorton AM-5610, we find the correct value for the illuminance. This value is 9543 lx, which we use
in the simulation for the reference value. 9543 corresponds to a base-2 logarithmic value of 13.22, represented in

the system by the number 846, which is inputted as the reference value. We have set the charge pump conversion

ratio at 2x.

We vary the ADC output, and we compare the simulation result to a calculated result in Excel to check if the

system works correctly. The results can be found in Appendix E. The full Excel sheet used for the calculation can

be found in Appendix F. Also, we have varied the possible values for the charge pump conversion ratio and Reff .

Comparing the output result to the excel file gives the exact same result, and thus we conclude that the system

works perfectly in the ideal case, meaning the digital signals are perfect ones and zeros, and there is no clock

skew or jitter.

Looking at Appendix E, this means that when an ADC value from Column 12 ’ADC output’ is given, the result-

ing number calculated by the illuminance calculation hardware is the same as the number from Column 11 ’Out full’.

We run the same simulation with the measured solar cell data from Tables 5.1 and 5.2. In this simulation, we

use the same calculation as before to calculate the ADC value for each measurement. We simulate the illuminance

calculation hardware with these calculated ADC values and calculate the resulting illuminance from the simulated

output. The results can be found in Tables 5.3 and 5.4.

Table 5.3: Event-based simulation with measured solar cell data from Table 5.1

Digital output Calculated illuminance (lx) Measured illuminance (lx) Error (%)

489 200 188 6.1

526 298 322 7.5

559 426 419 1.6

589 589 556 6.0

590 596 587 1.5

623 852 848 0.4

622 843 887 5.0

650 1141 1080 5.7

663 1314 1340 2.0

692 1798 1660 8.3

704 2048 1970 4.0

720 2435 2460 1.0

743 3124 3090 1.1

751 3407 3550 4.0

770 4186 4610 9.2

778 4565 5070 10.0

808 6317 6130 3.0

810 6455 7740 16.6

825 7594 9070 16.3

876 13193 25200 47.6

887 14862 27600 46.2

912 19484 42600 54.3
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Table 5.4: Event-based simulation with measured solar cell data from Table 5.2

Digital output Calculated illuminance (lx) Measured illuminance (lx) Error (%)

458 143 186 23.3

501 227 272 16.5

575 506 538 5.9

593 616 599 2.8

585 564 626 9.8

601 671 674 0.4

607 716 731 2.0

633 949 952 0.3

629 909 983 7.5

642 1046 1030 1.6

655 1205 1160 3.8

657 1231 1190 3.4

670 1417 1390 2.0

714 2282 2420 5.7

717 2358 2460 4.2

743 3124 3090 1.1

765 3965 4370 9.3

778 4565 4990 8.5

804 6049 6030 0.3

810 6455 6120 5.5

824 7512 6860 9.5

824 7512 7810 3.8

826 7677 8320 7.7

850 9955 9360 6.4

854 10396 9830 5.8

861 11215 10600 5.8

873 12771 12200 4.7

876 13193 14600 9.6

918 20792 19000 9.4

924 22188 24500 9.4

940 26386 25800 2.3

942 26964 27500 1.9

948 28774 30000 4.1

959 32415 33700 3.8

963 33850 34400 1.6

991 45842 43400 5.6

From Table 5.3, we see that the system works well for illuminance values up to 6130 lx. In this range, the

maximum error is 10.0%, with an average error of 4.5%. Above that range, the error goes up fast, to above 50% at

42600 lx. It makes sense that this happens, since this specific solar cell is made for indoor use, and its datasheet

mentions a working range of up to 1000 lx. It is, therefore, interesting to note that the system works up to 6130 lx.
For clarity, the error is plotted in Figure 5.1.

We run the same simulations using the data from Table 5.2. The results can be found in Table 5.4.

In Table 5.4 we see that the system also works for the Panasonic Amorton AM-5308, an outside type solar

cell. The average error is 4.9% in a range from 600 lx up to 43400 lx. This is slightly higher but very close to the

error of the Panasonic Amorton AM-1456. The maximum error is 9.8%, which is similar to the Panasonic Amorton

AM-1456. Interestingly, the range over which this error stays low is much larger. The system works well from 600 lx
up to 45000 lx. For clarity, the error is plotted in Figure 5.2.

The outdoor solar cell does not work well at illuminance lower than 600 lx. This intuitively makes some sense,

as the solar cell is made to work at much higher illuminance. Although the datasheet does not specifically mention

a working range, all graphs in the datasheet start at 5 klx.
We have made all measurements from Table 5.2 in sunlight (either direct or indirect). We have also made a
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Figure 5.1: Illuminance calculation hardware simulation with Panasonic Amorton AM-1456 measured data

few measurements using indoor TL lighting. We simulate those results using both the same calibration as used in

Table 5.4, but also with its own calibration. The results can be found in Tables 5.5 and 5.6 respectively.

Table 5.5: Simulation with measured solar cell data of Panasonic Amorton AM-5308 under TL lighting, with sunlight

calibration

Actual illuminance (lx) 656 813 913

Simulated illuminance (lx) 445 571 602

Error (%) 32.2 29.8 34.0

Table 5.6: Simulation with measured solar cell data of Panasonic Amorton AM-5308 under TL lighting, with indoor

calibration

Actual illuminance (lx) 656 813 913

Simulated illuminance (lx) 657 843 890

Error (%) 0.1 3.6 2.6

From these tables, we see that the system does not work indoors with outdoor calibration or the other way

around. It has an error of about 30%. However, when we calibrate the solar cell for indoor use, the system seems

to be working fine, with an error of about 3% over the small range it was measured at. To draw more conclusions

regarding the system with different light sources, we would need more measurement data over a larger range of

the solar cell with indoor-lighting data.

5.3 Circuit simulator verification

To verify if the illuminance calculation system works and how accurate it is, we simulate the system using Cadence

Spectre, both with only the illuminance calculation hardware, and with the charge pump, the current sensor, and

the ADC added.
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Figure 5.2: Illuminance calculation hardware simulation with Panasonic Amorton AM-5308 measured data

5.3.1 Illuminance hardware simulation

We have simulated the illuminance calculator by giving it a digital 8-bit input as the ADC would. Also, we inputted a

digital reference, the control bits for the charge pump, and the control bits for the current mirror. By comparing the

output of the illuminance hardware to the calculated output in the ideal case, we can see if the results are correct

or not. Again, we can verify the results by checking if the output code matches the calculated code for each ADC

input. The results table of the calculation can be found in Appendix E, and the full calculation Excel sheet can be

found in Appendix F. After simulation, we export the data to MATLAB to calculate the output code from the output

signals. Part of the simulation output can be found in Figure 5.3. In Figure 5.3 a, the input ADC code that is used

as input to the illuminance calculation system is plotted. In Figure 5.3 b, the illuminance, in lux, as calculated by

the system is plotted. In Figure 5.3 c the signal ”Done” is plotted. This signal is an output of the system and tells

the user that the calculation is done.

Note that the calculation in the Excel file is without rounding, and thus the calculated illuminance as given in

the Excel file is slightly different from the illuminance found by event-based simulation, as plotted in Figure 5.3 b.

However, this error does stay within 2.5% at all times.

The spikes in Figure 5.3 c, are due to the translation step from volts to output code. Also, these spikes only

appear at moments when the output is not valid yet, which is the case when the ”Done” signal is low.

The average error of the illuminance computation simulation compared to the theoretical perfect calculation is

0.4%, with a maximum error of 0.9%. This falls well within the needed margins.

With measured solar cell data We do the same simulation using the data from Tables 5.1 and 5.2. Since a

digital system is simulated, we expect that the results will be exactly the same as given in Tables 5.3 and 5.4.

Simulation shows that the results of the event-based simulation are indeed exactly the same as the results of the

simulation in Cadence Spectre, with only the illuminance calculation hardware.

5.3.2 Chip simulation

Next, we simulate the illuminance computation hardware together with the important parts of the NOWI NH16

chip. This includes the charge pump, the current sensor, and the ADC. For the input, we made the four-parameter

solar cell model in Cadence. The solar cell output is connected to the charge pump. The charge pump output
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Figure 5.3: Simulation of the illuminance calculation hardware: (a) ADC code input, (b) Calculated illuminance

output, (c) ”Done” signal

is connected to the current sensor. The current sensor creates a sense voltage via a sense resistor, which is

connected to the ADC. The current sensor is also connected to a battery model. Lastly, the ADC output, which is

an 8-bit binary signal, is connected to the illuminance calculation hardware. The setup can be seen in Figure 5.4.

To save simulation time, we set the settings for the charge pump and current sensor manually.

Figure 5.4: Diagram of the chip simulation setup

The parameters for the solar cell model are varied to vary the input current to the charge pump. We try to get

this input current as close as possible to the measured input currents, which can be found in Tables 5.1 and 5.2. It

is important to simulate until the output voltage of the current sensor is settled. If the input current is not exact we

use interpolation to find the correct ADC value for each measured value. We do this by using a linear interpolation

between the two closest current values and calculating the expected current sensor output voltage. This voltage

is then used as input in a simulation with the ADC, which gives the wanted ADC output value.

For this simulation, the results are not the same as in Tables 5.3 and 5.4, since the addition of the charge

pump, the current sensor and the ADC introduce errors. The results for the indoor and outdoor solar cells can be
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found in Tables 5.7 and 5.8 respectively. The error is the relative error between the measured illuminance and the

calculated illuminance.

Table 5.7: Chip simulation with measured data from Panasonic Amorton AM-1456

Digital output Calculated illuminance (lx) Measured illuminance (lx) Error (%)

454 137 188 27.3

510 251 322 22.2

545 366 419 12.7

581 540 556 2.8

581 540 587 7.9

617 798 848 5.9

617 798 887 10.0

645 1081 1080 0.1

659 1258 1340 6.1

689 1741 1660 4.9

714 2282 1970 15.9

728 2656 2460 8.0

752 3444 3090 11.5

757 3636 3550 2.4

775 4419 4610 4.2

783 4819 5070 5.0

812 6597 6130 7.6

815 6814 7740 12.0

827 7760 9070 14.4

The relative error plotted against measured illuminance can be found in Figures 5.5 and 5.6 for the indoor en

outdoor solar cells respectively.

Figure 5.6: Chip simulation with Panasonic Amorton AM-5308 measured data

For the indoor solar cell, the average error is 9.1% with a maximum error of 27.3%, over a range from 188 lx
to 6130 lx. In Figure 5.5 we see that the error is especially high for small illuminance values. This is caused by

the charge pump, which has a lower efficiency for lower input power. From powers of about 250 µW and up, the
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Table 5.8: Chip simulation with measured data from Panasonic Amorton AM-5308

Digital output Calculated illuminance (lx) Measured illuminance (lx) Error (%)

459 144 186 22.5

510 251 272 7.9

576 512 538 4.8

587 577 599 3.7

593 616 626 1.7

601 671 674 0.4

606 709 731 3.1

629 909 952 4.5

632 939 983 4.5

641 1035 1030 0.5

654 1192 1160 2.7

656 1218 1190 2.3

669 1402 1390 0.9

711 2209 2420 8.7

714 2282 2460 7.2

740 3025 3090 2.1

779 4614 4370 5.6

786 4978 4990 0.2

806 6182 6030 2.5

815 6814 6120 11.3

827 7760 6860 13.1

827 7760 7810 0.6

827 7760 8320 6.7

852 10173 9360 8.7

852 10173 9830 3.5

856 10624 10600 0.2

872 12634 12200 3.6

872 12634 14600 13.5

917 20568 19000 8.3

924 22188 24500 9.4

939 26102 25800 1.2

942 26964 27500 1.9

946 28158 30000 6.1

956 31379 33700 6.9

960 32768 34400 4.7

987 43898 43400 1.1

charge pump has an efficiency of more than 91%. This slowly drops off to about 80% at 80 µW, but below 50 µW
the efficiency falls under 70%, and even down to below 50% at 30µW. This explains why in this simulation the error

for the lowest illuminance values is larger than in the simulation with only the illuminance calculation hardware.

If we disregard the first two values, we find an average error of 7.0% with a maximum error of 15.9% over a

range from 419 lx to 6130 lx.
For the outdoor solar cell, the average error is 4.7% with a maximum error of 13.5%, over a range from 272 lx to

43400 lx. What stands out is that the error at 272 lx, 7.9%, is much lower in this simulation than in the event-based

simulation, 16.5%. This seems to be a case where, coincidentally, two errors, solar cell efficiency and charge-pump

efficiency, compensate each other, which leads to a better result.

5.4 FPGA verification

To verify the design, we made a prototype of the system on an FPGA, a Zybo Z7. The NOWI NH16 uses I2C

to communicate, so the FPGA will use I2C too. We sent the ADC output, the charge pump control bits, and the

current mirror control bits to the FPGA via I2C. On the chip, this I2C communication is not necessary as the system
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Figure 5.5: Chip simulation with Panasonic Amorton AM-1456 measured data

will read its data directly from the registers. To interface with the FPGA, we use an Arduino UNO. The Arduino can

communicate with the FPGA over I2C, and can then communicate with a PC via serial USB, to display results.

To include I2C communication we add two blocks. The first one is an I2C Master, which controls the actual

bits on the SDA and SCL lines to make I2C communication happen. The other block is an I2C controller, which

controls the I2C Master block by setting the address, data bits, read-write bit, enable bit, and reset bit of the I2C

Master.

A diagram of the FPGA setup can be found in Figure 5.7. The Verilog files can be found in Appendix D. We did

not change the two LUT files compared to the chip version, and they can be found in Appendix B.

An I2C Master is not something new, and many have already been made in different hardware description

languages, thus we used an existing one, specifically the I2C Master v2.2 from Digikey [78].

The I2C control block consists of an FSM controlling the values of the I2C Master. It sets the address, and

then can both read from or write to the Arduino. The data read is saved, and then the LUTs use the ADC output,

the charge-pump control bits, and current mirror control bits, to give the correct data to the illuminance calculation

block. This block then calculates the illuminance and calibrates the system if that has not happened yet. The

system subsequently sends the result back to the Arduino.

We use a button on the FPGA to make the FPGA request the reference value from the Arduino. After receiving

the value, the FPGA will recalibrate itself with the newly inputted value.

Since the NOWI NH16 is not yet finished, in this version we do not use the NH16 yet, however, once the design

is finished and the chip has been fabricated, it is possible to rebuild the design to communicate with the NH16

as well. The system will then read ADC data and control bits directly from the NH16, and use those to verify the

system. Instead, in this version the Arduino sends the data to the FPGA, from the datasets as given in Tables 5.1

and 5.2.

To verify if the system works correctly, the system compares the output of the FPGA to the data obtained in the

event-based simulation, and the circuit simulator simulation without the charge pump, current sensor, and ADC,

which indeed is the case. These results can be found in Tables 5.3 and 5.4.
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Figure 5.7: FPGA verification setup diagram

Table 5.9: Comparison of energy harvesting sensing systems
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[10] Illuminance 20% Solar cell No Yes > 6 µW 25 - 25000 lx

[11] Illuminance N.A. Solar cell No No
All power

harvested
N.A.

[18] Illuminance N.A. Solar cell No No N.A. N.A.

[12] Sun angle 11% Photodiodes No No N.A. 360°

[15] Pixels N.A. Photodiodes No No
Harvested

power + 4 µW
N.A.

[19] Pixels N.A. Photodiodes
During

harvesting
No 10mW N.A.

[20] Pixels N.A. Photodiodes
During

harvesting
No N.A. N.A.

This work

(indoor/

outdoor)

Illuminance
7.0%

4.7%
Solar cell Yes Yes

121.68 µW
at 1 kHz

419 - 6130 lx
272 - 43400 lx

A comparison of this thesis with the most similar works from Section 2.1 can be found in Table 5.9. From

this table, we can see that this project is separated from similar works, because it is the only one that works at

MPP during both harvesting and sensing. Compared to the works from which accuracy was estimated, this project

seems to have good accuracy. Also, the possibility to calibrate the system is an advantage of this project that

many of the other works do not have.
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5.5 Power consumption

To get an idea of the power consumption of the system, we simulate the illuminance computation hardware and

calculated the average current consumption of the system. The simulation is done with a 1 kHz clock and input

values changing every 10ms, as is the fastest we can expect them to change in the NOWI NH16. We let Cadence

calculate the average supply current over a period of 1 s. The result is 27.04 µA, with a power supply of 4.5 V,
which results in average power consumption of 121.68µW. This is much less than the power predicted by Cadence

Genus in Section 4.4.2, which makes sense because in Section 4.4.2, Cadence Genus assumed that the system

works continuously, while in reality it only needs to do a conversion once every 10ms.





6.

Conclusion

6.1 Conclusions

We created an algorithm to calculate illuminance from solar cell current, with the solar cell working at maximum

power point. Also, we made a calibration algorithm so that the system can work with any solar cell, and compen-

sate for gain errors in the chip.

We implemented the algorithm in Verilog, which we synthesised with Cadence Genus to implement on-chip.

We verified the system via event-based simulation in ModelSim, and circuit simulation in Cadence.

Simulating only the calculation hardware shows that, compared to a theoretical ideal calculation of the resulting

illuminance from any ADC input, the hardware calculates the illuminance from an ADC input between 0-255 with

an error of 0.4% on average, with a maximum error of 0.9%.

Simulation of measured solar cell data shows an error of 4.5% on average with a maximum error of 10.0% for

an indoor solar cell over a range of up to 6130 lx, and an average error of 4.9% with a maximum error of 9.8%

for an outdoor solar cell over a range from 599 lx up to 43400 lx. These results were obtained for simulations via

event-based simulation in ModelSim and simulation of the illuminance calculation hardware using Cadence.

Also, we made an FPGA implementation of the circuit, and we simulated it with measured solar cell data. This

reached the same results as in event-based simulation, via simulation in Cadence, and on the FPGA, confirming

the functionality of the circuit.

Lastly, we validated the system using Cadence with the charge pump, the current sensor, and the ADC con-

nected. In this simulation, we obtained an average error of 7.0% with a maximum error of 15.9% over a range

from 419 lx to 6130 lx for the indoor solar cell, and an average error of 4.7% with a maximum error of 13.5%, over

a range from 272 lx to 43400 lx for the outdoor solar cell.

6.2 Main contributions

To discuss the main contributions discussed in this project, we recall the research question:

Can a low-power energy harvester MPPT be used as a sensor front end for illuminance sensing?

In this project, we showed how an energy harvester MPPT can be used as an illuminance sensing system

simultaneously while harvesting energy. Firstly, we did extensive research to see what errors can be expected,

and which of them have the biggest impact. The biggest error sources in this project appear in the solar cell, due to

variation in light source or temperature. In the NOWI NH16, the ADC and the charge pump cause the largest errors.

Also, we investigated what sensing methods can be used in this project, and what accuracy to expect from

them. In the end, we determined that the senseFET system, as implemented in the NOWI NH16, is the best sys-
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tem to use for this project.

We investigated different ways to implement a calculation algorithm, and we made a trade-off between them.

In the end, we developed a calculation algorithm that only uses the MPP current as an input to calculate the illu-

minance. This way the MPPT can work at MPP at all times, and thus the illuminance calculation hardware has no

impact on the workings of the energy harvester. It is, therefore, possible to integrate this design into the NOWI

NH16 without a lot of modifications.

Also, since no specific solar cell is mentioned, it is important that the developed system can work with any solar

cell connected to the system. To do so, we introduced a calibration system allowing the system to be calibrated for

any solar cell that can be connected to the energy harvester. Besides calibrating for the differences between solar

cells, the calibration system is also important for the energy harvester itself, since its relative accuracy is good, but

its absolute accuracy is not good enough without calibration.

Lastly, we implemented the hardware for the illuminance calculation and calibration algorithm in Verilog, and

we synthesised them, both for implementation on-chip, or in Cadence, and for implementation on an FPGA. The

circuit for the on-chip implementation is made specifically for integration with the NOWI NH16.

We verified the design with measured data of two solar cells, namely the Panasonic Amorton AM-1456 and the

Panasonic Amorton AM-5308. The first one is made for indoor use, while the latter one is meant for outdoor use.

This shows the design works, not only for one specific (type of) solar cell, but it shows the validity of the design

with other solar cells as well.

6.3 Recommendations

6.3.1 FPGA simulation with NH16

The main point of the FPGA implementation was to test the entire circuit, with a solar cell and the NOWI NH16,

and use the FPGA to simulate the calculation hardware. This way, the entire implementation of the design can be

tested at once, which is the best way to verify the functioning of the design. However, since the NH16 is not yet

finished, it was not possible to make this implementation. To verify the accuracy of the entire system in combination

with the NOWI NH16, it is interesting to test this implementation once the NH16 is finished. An implementation for

this can easily be made using the Verilog files made for this project. Only some small adjustments to which I2C

messages are read are necessary. The files can be found in Appendix D.

6.3.2 Calibration improvement

At the moment the system is built to be calibrated at a single point, which in theory should work, and as shown in

this project, is good enough in practice. However, it can be difficult to get the perfect measurement to calibrate

the system in one go. Looking at Table 5.3, we can calculate the constant part for each value, which represents
G0×D×C

Isc0
, in which D is the ratio between Isc and Impp. Calculating this constant part for each value gives a

range between 1.48 and 1.76. The best calibration value then is somewhere in the middle. However, if you use a

measurement that is not carefully conducted, the calibration parameter might end up at one of the extremes. This

would result in a bigger average error over the illuminance range. Instead, an improvement could be to calibrate

using multiple measurements, if possible at multiple illuminance points, which would average out an error in the

calibration variable.

6.3.3 Other solar cells

We verified the design using two different types of solar cells, however, even though the solar cells have a different

purpose, indoor versus outdoor, they are of the same brand and family, Panasonic Amorton. Therefore, for future

work, testing solar cells of different brands is advised, to confirm if the system works equally well with a variety of

solar cells.
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6.3.4 Temperature correction

In the measurement data, we did not measure the temperature. It is expected that the temperature has varied only

a little between measurements. The effect temperature has on the calculated illuminance has been discussed

throughout the project and we expect it to have only a small effect on the calculated illuminance. It is possible to

add temperature correction to the system to suppress this error. For this, a temperature sensor needs to be added.

This would make the calculation slightly more complex. The calculation that then needs to be done is according

to Equation 6.1.

G =
G0Isc

Isc0[1 + α(T − T0)]
(6.1)

In this case, another LUT is needed to convert the temperature factor to a logarithmic number. First 1+α(T−T0)
needs to be calculated, and then a LUT can be used to transform the resulting number into a logarithmic number.

Especially in more extreme conditions, at temperatures close to 0°C or above 40°C, this correction could make the

system more accurate. Disadvantages are that adding a temperature sensor requires extra area and draws extra

power.

6.3.5 Light source variation

In this project, the light source used was mostly the sun. Only for a few measurements, we used indoor TL-lighting.

For the indoor solar cell, the different light sources did not seem to matter much, however, the outdoor solar cell

gives very different results with indoor lighting. Other than a very small illuminance range, we did not gather data

with indoor lighting. For future work, it can be interesting to calibrate the systemwith one light source and determine

the error when illuminated by another light source. It would then also be possible to find the best calibration setting

for different illuminance ranges. For higher illuminance, the light source can only be the sun. For lower illuminance,

the light source can be both sun or indoor lighting. For different ranges, it is thus possible to find a more optimal

calibration parameter than just one over the entire range. This corrects for the light source that is expected, or

gives the best estimate if multiple light sources are possible.
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A.

MPP linearisation

The measuring device includes an MPPT, and it is, therefore, reasonable to assume the solar cell works close

to its MPP. If we can make a linearisation around the MPP, we can reduce the calculation complexity, while still

making an accurate estimation. We can try to make a first-order approximation around the MPP with a formula in

the form of y = a(x− b)+ c. The model as given in [71] describes the current-voltage relation as given in Equation

A.1.

v = VT ln

[
i

Iph
+

(
1− i

Iph

)
e

Voc
VT

]
−Rsi (A.1)

To get the gradient of the I-V curve we differentiate this formula resulting in Equation A.2.

dI

dV
=

Vt

Impp

Iph
+ (1− Impp

Iph
)e

Voc
Vtns

(
1 + e

Voc
Vtns

Iph

)
−Rs = a (A.2)

Next b = Vmpp and c = Impp. However, as Impp and Vmpp vary with G and T , a, b, and c are dependent on G
and T .

Linearisation 2 G can be calculated according to Equation 2.9. This equation can be linearised by assuming

the relation in Equation A.3:

G0i

Isc[1 + α(T − T0)]
>> G0e

v+Rsi−Voc−β(T−T0)
AVT ns (A.3)

in which case G ≈ G0i
Isc[1+α(T−T0)]

.

In this case, the gradient of the current when the illuminance changes is di
dG = G0

i . Assuming the system works

at its MPP, the equation becomes di
dG = G0

Impp,0
, in which Impp,0 is the MPP current at STC. This gradient can be

calculated by using datasheet parameters only. This linearisation then gives an estimate of G by measuring only

the input current according to Equation A.4.

G =
Iin ×G0

Impp,0
(A.4)

When measuring the short circuit current of a solar cell this is a very good approximation. However, the further

away from that point you go, the more the influence of the exponential part becomes, and the worse this estimation

becomes.

A linearisation thus can reduce the computational complexity but will introduce another error.
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B.

Verilog code of LUT based design for on

chip

B.1 Top level testbench

module top_level_tb();

reg clk, reset, set_C, MPPT_search_done;
reg [1:0] CP_bits;
reg [2:0] CM_bits;
reg [7:0] C_shift_set, ADC_out;
reg [10:0] C_set;
reg [10:0] reference;
wire [10:0] result;
wire VDD, VSS, done;

top_level tl(VDD, VSS, clk, reset, reference, set_C, C_set, ADC_out, CP_bits, CM_bits,
MPPT_search_done, result, done);↪→

initial begin
reference = 313;

ADC_out = 127;
set_C = 0;
C_set = 0;
clk = 0;
reset = 1;
CP_bits = 1;
CM_bits = 2;
MPPT_search_done = 1;

end

always #10 clk = ~clk;

initial #30 reset = 0;

endmodule
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B.2 Top level

module top_level(
inout VDD,
inout VSS,
input clk,
input reset,
input [10:0] reference,
input set_C,
input [10:0] C_set,
input [7:0] ADC_out,
input [1:0] CP_bits,
input [2:0] CM_bits,
input MPPT_search_done,
output [10:0] result,
output done,
output [4:0] C_int,
output [5:0] C_float

);

wire [4:0] ADC_int, CP_int, Reff_int;
wire [5:0] ADC_float, CP_float, Reff_float;
wire [7:0] calib_shift, C_shift, shift_init;

ill_calc_FSM calc_ill(VDD, VSS, clk, reset, ADC_int, ADC_float, CP_bits, Reff_int,
Reff_float, reference, set_C, MPPT_search_done, done, result, C_int, C_float);↪→

LUT lut(VDD, VSS, CM_bits, Reff_int, Reff_float);
ADC_LUT adc(VDD, VSS, ADC_out, ADC_int, ADC_float);

endmodule
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B.3 Illuminance calculation FSM

module ill_calc_FSM(
inout VDD,
inout VSS,
input clk,
input reset,
input [4:0] ADC_int,
input [5:0] ADC_float,
input [1:0] CP_int,
//input [5:0] CP_float,
input [4:0] Reff_int,
input [5:0] Reff_float,
input [10:0] reference,
input C_set,
input MPPT_search_done,
output reg done,
output reg [10:0] result,
output reg [4:0] C_int,
output reg [5:0] C_float
);

reg calibrated;
reg [2:0] state;

always @(posedge clk) begin
if(reset) begin
state <= 3'b000;
done <= 0;
calibrated <= 0;
C_int <= 0;
C_float <= 0;

end
case(state)
3'b000 : begin
done <= 0;
state <= 3'b000;
if(MPPT_search_done) begin

if(calibrated)
state <= 3'b010;

else
state <= 3'b001;

end
end
3'b001 : begin
done <= 0;
state <= 3'b010;
// C_set forces an external calibration value
if(C_set) begin
{C_int, C_float} <= reference;
calibrated <= 1;

end
end
3'b010 : begin
done <= 0;
state <= 3'b011;
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result <= {C_int, C_float} + {CP_int, 6'b000000} - {Reff_int, Reff_float} + {ADC_int,
ADC_float};↪→

if(calibrated)
state <= 3'b100;

end
// Calibration state, to calibrate set the reference, then reset this system
3'b011 : begin
done <= 0;
{C_int, C_float} <= reference - result;
calibrated <= 1;
state <= 3'b010;

end
// Calculation is done
3'b100 : begin
done <= 1;
state <= 3'b100;
if(~MPPT_search_done)
state <= 3'b000;

end
default : begin
state <= 3'b000;
done <= 0;

end
endcase

end

endmodule
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B.4 LUT

module LUT(
inout VDD,
inout VSS,
input [3:0] CM_bits,
output reg [4:0] Reff_int,
output reg [5:0] Reff_float
// input [1:0] CP_bits,
// output reg [2:0] CP_int,
// output reg [5:0] CP_float
);

/*
always @(*) begin

case(CP_bits)
2'b00 : begin
CP_int <= 1;
// CP_float <= 6'b000000;

end
2'b01 : begin
CP_int <= 2;
// CP_float <= 6'b010101;

end
2'b10 : begin
CP_int <= 3;
// CP_float <= 6'b000000;

end
2'b11 : begin
CP_int <= 4;
// CP_float <= 6'b000000;

end
default begin
CP_int <= 1;
// CP_float <= 6'b000000;

end
endcase

end
*/

// 1 has been added because of the CP translation
always @(*) begin

case(CM_bits)
4'b0001 : begin
Reff_int <= 16;
Reff_float <= 6'b100111;

end
4'b0011 : begin
Reff_int <= 12;
Reff_float <= 6'b100111;

end
4'b0111 : begin
Reff_int <= 8;
Reff_float <= 6'b100111;

end
4'b1111 : begin
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Reff_int <= 4;
Reff_float <= 6'b100111;

end
default : begin
Reff_int <= 16;
Reff_float <= 6'b100111;

end
endcase

end

endmodule
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B.5 ADC LUT

module ADC_LUT(
inout VDD,
inout VSS,
input [7:0] ADC_bits,
output reg [4:0] ADC_int,
output reg [5:0] ADC_float
);

always @(*) begin
case(ADC_bits)

8'b00000000 : begin
ADC_int <= 0 ;
ADC_float <= 0 ;

end
8'b00000001 : begin
ADC_int <= 0 ;
ADC_float <= 0 ;

end
8'b00000010 : begin
ADC_int <= 1 ;
ADC_float <= 0 ;

end
8'b00000011 : begin
ADC_int <= 1 ;
ADC_float <= 37 ;

end
8'b00000100 : begin
ADC_int <= 2 ;
ADC_float <= 0 ;

end
8'b00000101 : begin
ADC_int <= 2 ;
ADC_float <= 21 ;

end
8'b00000110 : begin
ADC_int <= 2 ;
ADC_float <= 37 ;

end
8'b00000111 : begin
ADC_int <= 2 ;
ADC_float <= 52 ;

end
8'b00001000 : begin
ADC_int <= 3 ;
ADC_float <= 0 ;

end
8'b00001001 : begin
ADC_int <= 3 ;
ADC_float <= 11 ;

end
8'b00001010 : begin
ADC_int <= 3 ;
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ADC_float <= 21 ;
end
8'b00001011 : begin
ADC_int <= 3 ;
ADC_float <= 29 ;

end
8'b00001100 : begin
ADC_int <= 3 ;
ADC_float <= 37 ;

end
8'b00001101 : begin
ADC_int <= 3 ;
ADC_float <= 45 ;

end
8'b00001110 : begin
ADC_int <= 3 ;
ADC_float <= 52 ;

end
8'b00001111 : begin
ADC_int <= 3 ;
ADC_float <= 58 ;

end
8'b00010000 : begin
ADC_int <= 4 ;
ADC_float <= 0 ;

end
8'b00010001 : begin
ADC_int <= 4 ;
ADC_float <= 6 ;

end
8'b00010010 : begin
ADC_int <= 4 ;
ADC_float <= 11 ;

end
8'b00010011 : begin
ADC_int <= 4 ;
ADC_float <= 16 ;

end
8'b00010100 : begin
ADC_int <= 4 ;
ADC_float <= 21 ;

end
8'b00010101 : begin
ADC_int <= 4 ;
ADC_float <= 25 ;

end
8'b00010110 : begin
ADC_int <= 4 ;
ADC_float <= 29 ;

end
8'b00010111 : begin
ADC_int <= 4 ;
ADC_float <= 34 ;

end
8'b00011000 : begin
ADC_int <= 4 ;



B.5. ADC LUT 93

ADC_float <= 37 ;
end
8'b00011001 : begin
ADC_int <= 4 ;
ADC_float <= 41 ;

end
8'b00011010 : begin
ADC_int <= 4 ;
ADC_float <= 45 ;

end
8'b00011011 : begin
ADC_int <= 4 ;
ADC_float <= 48 ;

end
8'b00011100 : begin
ADC_int <= 4 ;
ADC_float <= 52 ;

end
8'b00011101 : begin
ADC_int <= 4 ;
ADC_float <= 55 ;

end
8'b00011110 : begin
ADC_int <= 4 ;
ADC_float <= 58 ;

end
8'b00011111 : begin
ADC_int <= 4 ;
ADC_float <= 61 ;

end
8'b00100000 : begin
ADC_int <= 5 ;
ADC_float <= 0 ;

end
8'b00100001 : begin
ADC_int <= 5 ;
ADC_float <= 3 ;

end
8'b00100010 : begin
ADC_int <= 5 ;
ADC_float <= 6 ;

end
8'b00100011 : begin
ADC_int <= 5 ;
ADC_float <= 8 ;

end
8'b00100100 : begin
ADC_int <= 5 ;
ADC_float <= 11 ;

end
8'b00100101 : begin
ADC_int <= 5 ;
ADC_float <= 13 ;

end
8'b00100110 : begin
ADC_int <= 5 ;



94 APPENDIX B. VERILOG CODE OF LUT BASED DESIGN FOR ON CHIP

ADC_float <= 16 ;
end
8'b00100111 : begin
ADC_int <= 5 ;
ADC_float <= 18 ;

end
8'b00101000 : begin
ADC_int <= 5 ;
ADC_float <= 21 ;

end
8'b00101001 : begin
ADC_int <= 5 ;
ADC_float <= 23 ;

end
8'b00101010 : begin
ADC_int <= 5 ;
ADC_float <= 25 ;

end
8'b00101011 : begin
ADC_int <= 5 ;
ADC_float <= 27 ;

end
8'b00101100 : begin
ADC_int <= 5 ;
ADC_float <= 29 ;

end
8'b00101101 : begin
ADC_int <= 5 ;
ADC_float <= 31 ;

end
8'b00101110 : begin
ADC_int <= 5 ;
ADC_float <= 34 ;

end
8'b00101111 : begin
ADC_int <= 5 ;
ADC_float <= 35 ;

end
8'b00110000 : begin
ADC_int <= 5 ;
ADC_float <= 37 ;

end
8'b00110001 : begin
ADC_int <= 5 ;
ADC_float <= 39 ;

end
8'b00110010 : begin
ADC_int <= 5 ;
ADC_float <= 41 ;

end
8'b00110011 : begin
ADC_int <= 5 ;
ADC_float <= 43 ;

end
8'b00110100 : begin
ADC_int <= 5 ;
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ADC_float <= 45 ;
end
8'b00110101 : begin
ADC_int <= 5 ;
ADC_float <= 47 ;

end
8'b00110110 : begin
ADC_int <= 5 ;
ADC_float <= 48 ;

end
8'b00110111 : begin
ADC_int <= 5 ;
ADC_float <= 50 ;

end
8'b00111000 : begin
ADC_int <= 5 ;
ADC_float <= 52 ;

end
8'b00111001 : begin
ADC_int <= 5 ;
ADC_float <= 53 ;

end
8'b00111010 : begin
ADC_int <= 5 ;
ADC_float <= 55 ;

end
8'b00111011 : begin
ADC_int <= 5 ;
ADC_float <= 56 ;

end
8'b00111100 : begin
ADC_int <= 5 ;
ADC_float <= 58 ;

end
8'b00111101 : begin
ADC_int <= 5 ;
ADC_float <= 60 ;

end
8'b00111110 : begin
ADC_int <= 5 ;
ADC_float <= 61 ;

end
8'b00111111 : begin
ADC_int <= 5 ;
ADC_float <= 63 ;

end
8'b01000000 : begin
ADC_int <= 6 ;
ADC_float <= 0 ;

end
8'b01000001 : begin
ADC_int <= 6 ;
ADC_float <= 1 ;

end
8'b01000010 : begin
ADC_int <= 6 ;
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ADC_float <= 3 ;
end
8'b01000011 : begin
ADC_int <= 6 ;
ADC_float <= 4 ;

end
8'b01000100 : begin
ADC_int <= 6 ;
ADC_float <= 6 ;

end
8'b01000101 : begin
ADC_int <= 6 ;
ADC_float <= 7 ;

end
8'b01000110 : begin
ADC_int <= 6 ;
ADC_float <= 8 ;

end
8'b01000111 : begin
ADC_int <= 6 ;
ADC_float <= 10 ;

end
8'b01001000 : begin
ADC_int <= 6 ;
ADC_float <= 11 ;

end
8'b01001001 : begin
ADC_int <= 6 ;
ADC_float <= 12 ;

end
8'b01001010 : begin
ADC_int <= 6 ;
ADC_float <= 13 ;

end
8'b01001011 : begin
ADC_int <= 6 ;
ADC_float <= 15 ;

end
8'b01001100 : begin
ADC_int <= 6 ;
ADC_float <= 16 ;

end
8'b01001101 : begin
ADC_int <= 6 ;
ADC_float <= 17 ;

end
8'b01001110 : begin
ADC_int <= 6 ;
ADC_float <= 18 ;

end
8'b01001111 : begin
ADC_int <= 6 ;
ADC_float <= 19 ;

end
8'b01010000 : begin
ADC_int <= 6 ;
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ADC_float <= 21 ;
end
8'b01010001 : begin
ADC_int <= 6 ;
ADC_float <= 22 ;

end
8'b01010010 : begin
ADC_int <= 6 ;
ADC_float <= 23 ;

end
8'b01010011 : begin
ADC_int <= 6 ;
ADC_float <= 24 ;

end
8'b01010100 : begin
ADC_int <= 6 ;
ADC_float <= 25 ;

end
8'b01010101 : begin
ADC_int <= 6 ;
ADC_float <= 26 ;

end
8'b01010110 : begin
ADC_int <= 6 ;
ADC_float <= 27 ;

end
8'b01010111 : begin
ADC_int <= 6 ;
ADC_float <= 28 ;

end
8'b01011000 : begin
ADC_int <= 6 ;
ADC_float <= 29 ;

end
8'b01011001 : begin
ADC_int <= 6 ;
ADC_float <= 30 ;

end
8'b01011010 : begin
ADC_int <= 6 ;
ADC_float <= 31 ;

end
8'b01011011 : begin
ADC_int <= 6 ;
ADC_float <= 32 ;

end
8'b01011100 : begin
ADC_int <= 6 ;
ADC_float <= 34 ;

end
8'b01011101 : begin
ADC_int <= 6 ;
ADC_float <= 35 ;

end
8'b01011110 : begin
ADC_int <= 6 ;
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ADC_float <= 35 ;
end
8'b01011111 : begin
ADC_int <= 6 ;
ADC_float <= 36 ;

end
8'b01100000 : begin
ADC_int <= 6 ;
ADC_float <= 37 ;

end
8'b01100001 : begin
ADC_int <= 6 ;
ADC_float <= 38 ;

end
8'b01100010 : begin
ADC_int <= 6 ;
ADC_float <= 39 ;

end
8'b01100011 : begin
ADC_int <= 6 ;
ADC_float <= 40 ;

end
8'b01100100 : begin
ADC_int <= 6 ;
ADC_float <= 41 ;

end
8'b01100101 : begin
ADC_int <= 6 ;
ADC_float <= 42 ;

end
8'b01100110 : begin
ADC_int <= 6 ;
ADC_float <= 43 ;

end
8'b01100111 : begin
ADC_int <= 6 ;
ADC_float <= 44 ;

end
8'b01101000 : begin
ADC_int <= 6 ;
ADC_float <= 45 ;

end
8'b01101001 : begin
ADC_int <= 6 ;
ADC_float <= 46 ;

end
8'b01101010 : begin
ADC_int <= 6 ;
ADC_float <= 47 ;

end
8'b01101011 : begin
ADC_int <= 6 ;
ADC_float <= 47 ;

end
8'b01101100 : begin
ADC_int <= 6 ;
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ADC_float <= 48 ;
end
8'b01101101 : begin
ADC_int <= 6 ;
ADC_float <= 49 ;

end
8'b01101110 : begin
ADC_int <= 6 ;
ADC_float <= 50 ;

end
8'b01101111 : begin
ADC_int <= 6 ;
ADC_float <= 51 ;

end
8'b01110000 : begin
ADC_int <= 6 ;
ADC_float <= 52 ;

end
8'b01110001 : begin
ADC_int <= 6 ;
ADC_float <= 52 ;

end
8'b01110010 : begin
ADC_int <= 6 ;
ADC_float <= 53 ;

end
8'b01110011 : begin
ADC_int <= 6 ;
ADC_float <= 54 ;

end
8'b01110100 : begin
ADC_int <= 6 ;
ADC_float <= 55 ;

end
8'b01110101 : begin
ADC_int <= 6 ;
ADC_float <= 56 ;

end
8'b01110110 : begin
ADC_int <= 6 ;
ADC_float <= 56 ;

end
8'b01110111 : begin
ADC_int <= 6 ;
ADC_float <= 57 ;

end
8'b01111000 : begin
ADC_int <= 6 ;
ADC_float <= 58 ;

end
8'b01111001 : begin
ADC_int <= 6 ;
ADC_float <= 59 ;

end
8'b01111010 : begin
ADC_int <= 6 ;
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ADC_float <= 60 ;
end
8'b01111011 : begin
ADC_int <= 6 ;
ADC_float <= 60 ;

end
8'b01111100 : begin
ADC_int <= 6 ;
ADC_float <= 61 ;

end
8'b01111101 : begin
ADC_int <= 6 ;
ADC_float <= 62 ;

end
8'b01111110 : begin
ADC_int <= 6 ;
ADC_float <= 63 ;

end
8'b01111111 : begin
ADC_int <= 6 ;
ADC_float <= 63 ;

end
8'b10000000 : begin
ADC_int <= 7 ;
ADC_float <= 0 ;

end
8'b10000001 : begin
ADC_int <= 7 ;
ADC_float <= 1 ;

end
8'b10000010 : begin
ADC_int <= 7 ;
ADC_float <= 1 ;

end
8'b10000011 : begin
ADC_int <= 7 ;
ADC_float <= 2 ;

end
8'b10000100 : begin
ADC_int <= 7 ;
ADC_float <= 3 ;

end
8'b10000101 : begin
ADC_int <= 7 ;
ADC_float <= 4 ;

end
8'b10000110 : begin
ADC_int <= 7 ;
ADC_float <= 4 ;

end
8'b10000111 : begin
ADC_int <= 7 ;
ADC_float <= 5 ;

end
8'b10001000 : begin
ADC_int <= 7 ;
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ADC_float <= 6 ;
end
8'b10001001 : begin
ADC_int <= 7 ;
ADC_float <= 6 ;

end
8'b10001010 : begin
ADC_int <= 7 ;
ADC_float <= 7 ;

end
8'b10001011 : begin
ADC_int <= 7 ;
ADC_float <= 8 ;

end
8'b10001100 : begin
ADC_int <= 7 ;
ADC_float <= 8 ;

end
8'b10001101 : begin
ADC_int <= 7 ;
ADC_float <= 9 ;

end
8'b10001110 : begin
ADC_int <= 7 ;
ADC_float <= 10 ;

end
8'b10001111 : begin
ADC_int <= 7 ;
ADC_float <= 10 ;

end
8'b10010000 : begin
ADC_int <= 7 ;
ADC_float <= 11 ;

end
8'b10010001 : begin
ADC_int <= 7 ;
ADC_float <= 12 ;

end
8'b10010010 : begin
ADC_int <= 7 ;
ADC_float <= 12 ;

end
8'b10010011 : begin
ADC_int <= 7 ;
ADC_float <= 13 ;

end
8'b10010100 : begin
ADC_int <= 7 ;
ADC_float <= 13 ;

end
8'b10010101 : begin
ADC_int <= 7 ;
ADC_float <= 14 ;

end
8'b10010110 : begin
ADC_int <= 7 ;
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ADC_float <= 15 ;
end
8'b10010111 : begin
ADC_int <= 7 ;
ADC_float <= 15 ;

end
8'b10011000 : begin
ADC_int <= 7 ;
ADC_float <= 16 ;

end
8'b10011001 : begin
ADC_int <= 7 ;
ADC_float <= 16 ;

end
8'b10011010 : begin
ADC_int <= 7 ;
ADC_float <= 17 ;

end
8'b10011011 : begin
ADC_int <= 7 ;
ADC_float <= 18 ;

end
8'b10011100 : begin
ADC_int <= 7 ;
ADC_float <= 18 ;

end
8'b10011101 : begin
ADC_int <= 7 ;
ADC_float <= 19 ;

end
8'b10011110 : begin
ADC_int <= 7 ;
ADC_float <= 19 ;

end
8'b10011111 : begin
ADC_int <= 7 ;
ADC_float <= 20 ;

end
8'b10100000 : begin
ADC_int <= 7 ;
ADC_float <= 21 ;

end
8'b10100001 : begin
ADC_int <= 7 ;
ADC_float <= 21 ;

end
8'b10100010 : begin
ADC_int <= 7 ;
ADC_float <= 22 ;

end
8'b10100011 : begin
ADC_int <= 7 ;
ADC_float <= 22 ;

end
8'b10100100 : begin
ADC_int <= 7 ;
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ADC_float <= 23 ;
end
8'b10100101 : begin
ADC_int <= 7 ;
ADC_float <= 23 ;

end
8'b10100110 : begin
ADC_int <= 7 ;
ADC_float <= 24 ;

end
8'b10100111 : begin
ADC_int <= 7 ;
ADC_float <= 25 ;

end
8'b10101000 : begin
ADC_int <= 7 ;
ADC_float <= 25 ;

end
8'b10101001 : begin
ADC_int <= 7 ;
ADC_float <= 26 ;

end
8'b10101010 : begin
ADC_int <= 7 ;
ADC_float <= 26 ;

end
8'b10101011 : begin
ADC_int <= 7 ;
ADC_float <= 27 ;

end
8'b10101100 : begin
ADC_int <= 7 ;
ADC_float <= 27 ;

end
8'b10101101 : begin
ADC_int <= 7 ;
ADC_float <= 28 ;

end
8'b10101110 : begin
ADC_int <= 7 ;
ADC_float <= 28 ;

end
8'b10101111 : begin
ADC_int <= 7 ;
ADC_float <= 29 ;

end
8'b10110000 : begin
ADC_int <= 7 ;
ADC_float <= 29 ;

end
8'b10110001 : begin
ADC_int <= 7 ;
ADC_float <= 30 ;

end
8'b10110010 : begin
ADC_int <= 7 ;



104 APPENDIX B. VERILOG CODE OF LUT BASED DESIGN FOR ON CHIP

ADC_float <= 30 ;
end
8'b10110011 : begin
ADC_int <= 7 ;
ADC_float <= 31 ;

end
8'b10110100 : begin
ADC_int <= 7 ;
ADC_float <= 31 ;

end
8'b10110101 : begin
ADC_int <= 7 ;
ADC_float <= 32 ;

end
8'b10110110 : begin
ADC_int <= 7 ;
ADC_float <= 32 ;

end
8'b10110111 : begin
ADC_int <= 7 ;
ADC_float <= 33 ;

end
8'b10111000 : begin
ADC_int <= 7 ;
ADC_float <= 34 ;

end
8'b10111001 : begin
ADC_int <= 7 ;
ADC_float <= 34 ;

end
8'b10111010 : begin
ADC_int <= 7 ;
ADC_float <= 35 ;

end
8'b10111011 : begin
ADC_int <= 7 ;
ADC_float <= 35 ;

end
8'b10111100 : begin
ADC_int <= 7 ;
ADC_float <= 35 ;

end
8'b10111101 : begin
ADC_int <= 7 ;
ADC_float <= 36 ;

end
8'b10111110 : begin
ADC_int <= 7 ;
ADC_float <= 36 ;

end
8'b10111111 : begin
ADC_int <= 7 ;
ADC_float <= 37 ;

end
8'b11000000 : begin
ADC_int <= 7 ;
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ADC_float <= 37 ;
end
8'b11000001 : begin
ADC_int <= 7 ;
ADC_float <= 38 ;

end
8'b11000010 : begin
ADC_int <= 7 ;
ADC_float <= 38 ;

end
8'b11000011 : begin
ADC_int <= 7 ;
ADC_float <= 39 ;

end
8'b11000100 : begin
ADC_int <= 7 ;
ADC_float <= 39 ;

end
8'b11000101 : begin
ADC_int <= 7 ;
ADC_float <= 40 ;

end
8'b11000110 : begin
ADC_int <= 7 ;
ADC_float <= 40 ;

end
8'b11000111 : begin
ADC_int <= 7 ;
ADC_float <= 41 ;

end
8'b11001000 : begin
ADC_int <= 7 ;
ADC_float <= 41 ;

end
8'b11001001 : begin
ADC_int <= 7 ;
ADC_float <= 42 ;

end
8'b11001010 : begin
ADC_int <= 7 ;
ADC_float <= 42 ;

end
8'b11001011 : begin
ADC_int <= 7 ;
ADC_float <= 43 ;

end
8'b11001100 : begin
ADC_int <= 7 ;
ADC_float <= 43 ;

end
8'b11001101 : begin
ADC_int <= 7 ;
ADC_float <= 43 ;

end
8'b11001110 : begin
ADC_int <= 7 ;
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ADC_float <= 44 ;
end
8'b11001111 : begin
ADC_int <= 7 ;
ADC_float <= 44 ;

end
8'b11010000 : begin
ADC_int <= 7 ;
ADC_float <= 45 ;

end
8'b11010001 : begin
ADC_int <= 7 ;
ADC_float <= 45 ;

end
8'b11010010 : begin
ADC_int <= 7 ;
ADC_float <= 46 ;

end
8'b11010011 : begin
ADC_int <= 7 ;
ADC_float <= 46 ;

end
8'b11010100 : begin
ADC_int <= 7 ;
ADC_float <= 47 ;

end
8'b11010101 : begin
ADC_int <= 7 ;
ADC_float <= 47 ;

end
8'b11010110 : begin
ADC_int <= 7 ;
ADC_float <= 47 ;

end
8'b11010111 : begin
ADC_int <= 7 ;
ADC_float <= 48 ;

end
8'b11011000 : begin
ADC_int <= 7 ;
ADC_float <= 48 ;

end
8'b11011001 : begin
ADC_int <= 7 ;
ADC_float <= 49 ;

end
8'b11011010 : begin
ADC_int <= 7 ;
ADC_float <= 49 ;

end
8'b11011011 : begin
ADC_int <= 7 ;
ADC_float <= 50 ;

end
8'b11011100 : begin
ADC_int <= 7 ;
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ADC_float <= 50 ;
end
8'b11011101 : begin
ADC_int <= 7 ;
ADC_float <= 50 ;

end
8'b11011110 : begin
ADC_int <= 7 ;
ADC_float <= 51 ;

end
8'b11011111 : begin
ADC_int <= 7 ;
ADC_float <= 51 ;

end
8'b11100000 : begin
ADC_int <= 7 ;
ADC_float <= 52 ;

end
8'b11100001 : begin
ADC_int <= 7 ;
ADC_float <= 52 ;

end
8'b11100010 : begin
ADC_int <= 7 ;
ADC_float <= 52 ;

end
8'b11100011 : begin
ADC_int <= 7 ;
ADC_float <= 53 ;

end
8'b11100100 : begin
ADC_int <= 7 ;
ADC_float <= 53 ;

end
8'b11100101 : begin
ADC_int <= 7 ;
ADC_float <= 54 ;

end
8'b11100110 : begin
ADC_int <= 7 ;
ADC_float <= 54 ;

end
8'b11100111 : begin
ADC_int <= 7 ;
ADC_float <= 55 ;

end
8'b11101000 : begin
ADC_int <= 7 ;
ADC_float <= 55 ;

end
8'b11101001 : begin
ADC_int <= 7 ;
ADC_float <= 55 ;

end
8'b11101010 : begin
ADC_int <= 7 ;
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ADC_float <= 56 ;
end
8'b11101011 : begin
ADC_int <= 7 ;
ADC_float <= 56 ;

end
8'b11101100 : begin
ADC_int <= 7 ;
ADC_float <= 56 ;

end
8'b11101101 : begin
ADC_int <= 7 ;
ADC_float <= 57 ;

end
8'b11101110 : begin
ADC_int <= 7 ;
ADC_float <= 57 ;

end
8'b11101111 : begin
ADC_int <= 7 ;
ADC_float <= 58 ;

end
8'b11110000 : begin
ADC_int <= 7 ;
ADC_float <= 58 ;

end
8'b11110001 : begin
ADC_int <= 7 ;
ADC_float <= 58 ;

end
8'b11110010 : begin
ADC_int <= 7 ;
ADC_float <= 59 ;

end
8'b11110011 : begin
ADC_int <= 7 ;
ADC_float <= 59 ;

end
8'b11110100 : begin
ADC_int <= 7 ;
ADC_float <= 60 ;

end
8'b11110101 : begin
ADC_int <= 7 ;
ADC_float <= 60 ;

end
8'b11110110 : begin
ADC_int <= 7 ;
ADC_float <= 60 ;

end
8'b11110111 : begin
ADC_int <= 7 ;
ADC_float <= 61 ;

end
8'b11111000 : begin
ADC_int <= 7 ;
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ADC_float <= 61 ;
end
8'b11111001 : begin
ADC_int <= 7 ;
ADC_float <= 61 ;

end
8'b11111010 : begin
ADC_int <= 7 ;
ADC_float <= 62 ;

end
8'b11111011 : begin
ADC_int <= 7 ;
ADC_float <= 62 ;

end
8'b11111100 : begin
ADC_int <= 7 ;
ADC_float <= 63 ;

end
8'b11111101 : begin
ADC_int <= 7 ;
ADC_float <= 63 ;

end
8'b11111110 : begin
ADC_int <= 7 ;
ADC_float <= 63 ;

end
8'b11111111 : begin
ADC_int <= 7 ;
ADC_float <= 63 ;

end
default : begin
ADC_int <= 0;
ADC_float <= 0;

end
endcase
end
endmodule





C.

Verilog code of algorithm based design

for on chip

C.1 Top level testbench

module top_level_tb();

reg clk, reset, set_C;
reg [1:0] CP_bits,
reg [2:0] CM_bits;
reg [7:0] C_shift_set, ADC_out;
reg [10:0] C_set;
reg [10:0] reference;
wire [10:0] result;
wire VDD, VSS, done;

top_level tl(VDD, VSS, clk, reset, reference, set_C, C_set, ADC_out, CP_bits, CM_bits,
result, done);↪→

initial begin
reference = 212;
ADC_out = 145;
set_C = 0;
C_set = 0;
clk = 0;
reset = 1;
CP_bits = 3;
CM_bits = 1;

end

always #10 clk = ~clk;

initial #30 reset = 0;

pullup(sda);
pullup(scl);

endmodule

111



112 APPENDIX C. VERILOG CODE OF ALGORITHM BASED DESIGN FOR ON CHIP

C.2 Top level

module top_level(
inout VDD,
inout VSS,
input clk,
input reset,
input [10:0] reference,
input set_C,
input [10:0] C_set,
input [7:0] ADC_out,
input [1:0] CP_bits,
input [2:0] CM_bits,
output [10:0] result,
output done

);

wire [4:0] CP_int, Reff_int;
wire [5:0] CP_float, Reff_float;
wire [7:0] calib_shift, C_shift, shift_init;

ill_calc_FSM calc_ill(VDD, VSS, clk, reset, ADC_out, CP_bits, Reff_int, Reff_float,
reference, set_C, done, result);↪→

LUT lut(VDD, VSS, CM_bits, Reff_int, Reff_float);

endmodule
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C.3 Illuminance calculation FSM

module ill_calc_FSM(
inout VDD,
inout VSS,
input clk,
input reset,
input [7:0] ADC_out,
input [4:0] CP_int,
input [5:0] CP_float,
input [4:0] Reff_int,
input [5:0] Reff_float,
input [10:0] reference,
input C_set,
output reg done,
output reg [10:0] result
);

wire dlc_done;
wire [6:0] log_int;
wire [5:0] log_float;

reg dlc_rst, calibrated;
reg [2:0] state;
reg [5:0] C_int;
reg [5:0] C_float;

dec_log_conv dlc(VDD, VSS, clk, dlc_rst, ADC_out, log_int, log_float, dlc_done);

always @(posedge clk) begin
if(reset) begin
state <= 3'b000;
done <= 0;
dlc_rst <= 1;
calibrated <= 0;
C_int <= 0;
C_float <= 0;

end
case(state)
3'b000 : begin
done <= 0;
dlc_rst <= 1;
if(calibrated)
state <= 3'b001;

else
state <= 3'b111;

end
3'b111 : begin
done <= 0;
dlc_rst <= 1;
state <= 3'b001;
if(C_set) begin
state <= 3'b110;
{C_int, C_float} <= reference;
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calibrated <= 1;
end

end
3'b001 : begin
done <= 0;
dlc_rst <= 0;
if(dlc_done)
state <= 3'b010;

end
3'b010 : begin
done <= 0;
dlc_rst <= 0;
state <= 3'b011;
dlc_rst <= 1;
result <= {C_int, C_float} + {CP_int, CP_float} - {Reff_int, Reff_float} + {log_int,

log_float};↪→

if(calibrated)
state <= 3'b100;

end
3'b011 : begin
done <= 0;
dlc_rst <= 1;
{C_int, C_float} <= reference - result;
calibrated <= 1;
state <= 3'b000;

end
3'b100 : begin
dlc_rst <= 1;
done <= 1;
state <= 3'b000;

end
default : begin
dlc_rst <= 1;
state <= 3'b000;
done <= 0;

end
endcase

end

endmodule
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C.4 LUT

module LUT(
inout VDD,
inout VSS,
input [3:0] CM_bits,
output reg [4:0] Reff_int,
output reg [5:0] Reff_float
// input [1:0] CP_bits,
// output reg [2:0] CP_int,
// output reg [5:0] CP_float
);

/*
always @(*) begin

case(CP_bits)
2'b00 : begin
CP_int <= 1;
// CP_float <= 6'b000000;

end
2'b01 : begin
CP_int <= 2;
// CP_float <= 6'b010101;

end
2'b10 : begin
CP_int <= 3;
// CP_float <= 6'b000000;

end
2'b11 : begin
CP_int <= 4;
// CP_float <= 6'b000000;

end
default begin
CP_int <= 1;
// CP_float <= 6'b000000;

end
endcase

end
*/

// 1 has been added because of the CP translation
always @(*) begin

case(CM_bits)
4'b0001 : begin
Reff_int <= 16;
Reff_float <= 6'b100111;

end
4'b0011 : begin
Reff_int <= 12;
Reff_float <= 6'b100111;

end
4'b0111 : begin
Reff_int <= 8;
Reff_float <= 6'b100111;

end
4'b1111 : begin



116 APPENDIX C. VERILOG CODE OF ALGORITHM BASED DESIGN FOR ON CHIP

Reff_int <= 4;
Reff_float <= 6'b100111;

end
default : begin
Reff_int <= 16;
Reff_float <= 6'b100111;

end
endcase

end

endmodule
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C.5 Decimal to base-2 logarithm converter

module dec_log_conv(
inout VDD,
inout VSS,
input clk,
input reset,
input [7:0] dec,
output reg [6:0] log_int,
output reg [5:0] log_float,
output reg done
);

reg [2:0] count, next_count;
reg [3:0] state, next_state;
reg [6:0] log_int_next;
reg [5:0] z, z_next;
reg [7:0] m, m_next;
reg [7:0] square_in;
wire [15:0] square_out;

square_comb square(VDD, VSS, square_in, square_out);

always @(posedge clk) begin
if(reset) begin
state <= 4'b0000;
z <= 0;
m <= 0;
count <= 0;
log_int <= 0;

end
else begin
state <= next_state;
z <= z_next;
m <= m_next;
count <= next_count;
log_int <= log_int_next;

end
end

always @(posedge clk) begin
if(reset) begin
z_next <= 0;
log_float <= 0;
done <= 0;
log_int_next <= 0;
next_count <= 0;
next_state <= 4'b0000;

end
else begin

case(state)
4'b0000 : begin
z_next <= 0;
m_next <= dec[7:0];
done <= 0;
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log_int_next <= 6;
next_count <= 0;
next_state <= 4'b0001;

end
4'b0001 : begin

if(m == 0)
next_state <= 4'b1001;

else if(m[7]) begin
m_next <= m >> 1;
log_int_next <= 7;
next_state <= 4'b0011;

end
else if(m[6])
next_state <= 4'b0011;

else
next_state <= 4'b0010;

end
4'b0010 : begin
m_next <= m << 1;
log_int_next <= log_int - 1;
next_state <= 4'b0001;

end
4'b0011 : begin
z_next <= z << 1;
square_in <= m[6:0];
next_state <= 4'b0100;

end
4'b0100 : begin
m_next <= square_out[13:6];
next_state <= 4'b0101;

end
4'b0101 : begin

if(m[7])
next_state <= 4'b0110;

else
next_state <= 4'b0111;

end
4'b0110 : begin
z_next <= z+1;
m_next <= m >> 1;
next_state <= 4'b0111;

end
4'b0111 : begin
next_count <= count + 1;
if(count == 5)
next_state <= 4'b1000;

else
next_state <= 4'b0011;

end
4'b1000 : begin
done <= 1;
next_state <= 4'b0000;
log_float <= z;

end
4'b1001 : begin
done <= 1;
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log_float <= 0;
log_int_next <= 0;

end
endcase

end
end

endmodule
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C.6 Squaring unit

module square_comb(
inout VDD,
inout VSS,
input [6:0] A,
output [13:0] out
);

assign out = A*A;

endmodule



D.

Verilog and VHDL code for the FPGA

implementation

D.1 Top level

module top_level(
input clk,
input reset,
input set_C,
input read_ref,
inout sda,
inout scl,
output [10:0] result,
output done,
output [2:0] FB, // For debugging purposes
output ack_error // For debugging purposes

);

wire I2C_done;
wire [1:0] CP_bits;
wire [3:0] CM_bits;
wire [4:0] ADC_int, Reff_int;
wire [5:0] ADC_float, Reff_float;
wire [7:0] calib_shift, C_shift, shift_init, ADC_out;
wire [10:0] reference;

ill_calc_FSM calc_ill(clk, reset, ADC_int, ADC_float, CP_bits, Reff_int, Reff_float,
reference, set_C, I2C_done, done, result);↪→

LUT lut(CM_bits, Reff_int, Reff_float);
ADC_LUT adc(ADC_out, ADC_int, ADC_float);
I2CControl I2C(clk, reset, read_ref, result, sda, scl, ADC_out, CP_bits, CM_bits, I2C_done,

FB, reference, ack_error);↪→

endmodule

121
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D.2 Illuminance calculation FSM

module ill_calc_FSM(
inout VDD,
inout VSS,
input clk,
input reset,
input [4:0] ADC_int,
input [5:0] ADC_float,
input [1:0] CP_int,
//input [5:0] CP_float,
input [4:0] Reff_int,
input [5:0] Reff_float,
input [10:0] reference,
input C_set,
input MPPT_search_done,
output reg done,
output reg [10:0] result,
output reg [4:0] C_int,
output reg [5:0] C_float
);

reg calibrated;
reg [2:0] state;

always @(posedge clk) begin
if(reset) begin
state <= 3'b000;
done <= 0;
calibrated <= 0;
C_int <= 0;
C_float <= 0;

end
case(state)
3'b000 : begin
done <= 0;
state <= 3'b000;
if(MPPT_search_done) begin

if(calibrated)
state <= 3'b010;

else
state <= 3'b001;

end
end
3'b001 : begin
done <= 0;
state <= 3'b010;
// C_set forces an external calibration value
if(C_set) begin
{C_int, C_float} <= reference;
calibrated <= 1;

end
end
3'b010 : begin
done <= 0;
state <= 3'b011;
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result <= {C_int, C_float} + {CP_int, 6'b000000} - {Reff_int, Reff_float} + {ADC_int,
ADC_float};↪→

if(calibrated)
state <= 3'b100;

end
// Calibration state, to calibrate set the reference, then reset this system
3'b011 : begin
done <= 0;
{C_int, C_float} <= reference - result;
calibrated <= 1;
state <= 3'b010;

end
// Calculation is done
3'b100 : begin
done <= 1;
state <= 3'b100;
if(~MPPT_search_done)
state <= 3'b000;

end
default : begin
state <= 3'b000;
done <= 0;

end
endcase

end

endmodule
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D.3 I2C control

module I2CControl(
input clk,
input reset,
input read_ref,
input [10:0] result,
inout sda,
inout scl,
output reg [7:0] ADC_out,
output reg [1:0] CP_bits,
output reg [3:0] CM_bits,
output reg done,
output reg [2:0] FB,
output reg [10:0] reference,
output ack_error

);

wire busy;
wire [7:0] data_rd;
reg ena, rw, reset_n, start, read_ref_buf; // rw: 0 = write
reg [2:0] read_msg;
reg [3:0] state;
reg [4:0] count_read, count_write;
reg [6:0] addr;
reg [7:0] data_wr;
reg [21:0] count_delay;
reg [39:0] databuf;

// I2C Master, controls the I2C lines (SDA/SCL)
i2c_master I2Cm(

.clk(clk),

.reset_n(reset_n),

.ena(ena),

.addr(addr),

.rw(rw),

.data_wr(data_wr),

.busy(busy),

.data_rd(data_rd),

.ack_error(ack_error),

.sda(sda),

.scl(scl)
);

// Sets ADC_out, CP_bits, and CM_bits from read data in databuf
always @(posedge clk) begin

if(reset) begin
ADC_out <= 0;
CP_bits <= 0;
CM_bits <= 0;
reference <= 0;

end
else begin

ADC_out <= databuf[7:0];
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CP_bits <= databuf[9:8];
CM_bits <= databuf[19:16];
reference <= {databuf[36:32], databuf[29:24]};

end
end

// Checks for the I2C start condition, in the same way as the I2C Master does
always @(negedge sda)

start <= scl;

// Main FSM
always @(posedge clk) begin

if(reset) begin
state <= 4'b0000;
ena <= 0;
reset_n <= 0;
done <= 0;
read_msg <= 0;
read_ref_buf <= 0;
count_delay <= 0;
count_read <= 0;
count_write <= 0;
addr <= 60;
FB <= 0;
databuf <= 0;

end
else begin

case(state)
// Initialize
4'b0000 : begin

FB <= 1;
read_msg <= 0;
done <= 0;
ena <= 1;
state <= 4'b0001;
reset_n <= 1;
read_ref_buf <= read_ref;
addr = 60;
count_delay <= 0;
count_read <= 0;
count_write <= 0;

end
// Setup for write
4'b0001 : begin

FB <= 2;
ena <= 1;
done <= 0;
rw <= 0;
reset_n <= 1;
addr <= 60;
data_wr <= {3'b000, result[10:6]};

if(start)
state <= 4'b0010;
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else
state <= 4'b0001;

end
// Wait for write to finish
4'b0010 : begin

FB <= 3;
done <= 0;
rw <= 0;
reset_n <= 1;
addr = 60;
ena <= 1;
if (count_write > 0) // Transition to stop command

ena <= 0;
if (count_write == 0)

data_wr <= {2'b00, result[5:0]};

// Wait for I2C Master to not be busy anymore, meaning it has send its message,
then continue↪→

if (~busy)
state <= 4'b0011;

else
state <= 4'b0010;

end

// Get ready for next message, or continue to read phase
4'b0011 : begin

FB <= 4;
done <= 0;
rw <= 0;
reset_n <= 1;
if (count_write < 1) begin

if (busy)
state <= 4'b0100;

else
state <= 4'b0011;

end
else

state <= 4'b0101;
end
// Increase count_write
4'b0100 : begin

FB <= 5;
done <= 0;
rw <= 0;
reset_n <= 1;
state <= 4'b0010;
count_write <= count_write + 1;

end
// Delay between send and receive
4'b0101 : begin // Wait state

FB <= 6;
done <= 0;
rw <= 1;
ena <= 0;
reset_n <= 1;
count_write <= 0;
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if (count_delay == 4194303)
state <= 4'b0110;

else
count_delay <= count_delay + 1;

end

// Setup for read
4'b0110 : begin
FB <= 7;
done <= 0;
rw <= 1;
ena <= 1;
reset_n <= 1;
addr = 60;
count_delay <= 0;
count_read <= 0;
if (start)
state <= 4'b0111;

else
state <= 4'b0110;

end
// Wait for read to finish
4'b0111 : begin

done <= 0;
rw <= 1;
reset_n <= 1;
addr = 60;
if (count_read > 3)

ena <= 0;
else

ena <= 1;

if(~busy)
state <= 4'b1000;

else
state <= 4'b0111;

end
4'b1000 : begin
done <= 0;
rw <= 1;
reset_n <= 1;
addr = 60;

if(count_read == 0)
databuf[7:0] <= data_rd;

else if (count_read == 1)
databuf[15:8] <= data_rd;

else if (count_read == 2)
databuf[23:16] <= data_rd;

else if (count_read == 3)
databuf[31:24] <= data_rd;

else if (count_read == 4)
databuf[39:32] <= data_rd;

// Transition to stop
if (count_read > 3)
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ena <= 0;
else

ena <= 1;

// If all messages are read
if (count_read < 4) begin

if (busy)
state <= 4'b1001;

else
state <= 4'b1000;

end
else

state <= 4'b1010;

end
// Increase count_read
4'b1001 : begin

done <= 0;
rw <= 0;
reset_n <= 1;
addr <= 60;
state <= 4'b0111;
count_read <= count_read + 1;

end
4'b1010 : begin
done <= 1;
rw <= 1;
ena <= 0;
reset_n <= 1;
addr = 60;
state <= 4'b1011;

end
4'b1011 : begin

done <= 1;
rw <= 1;
ena <= 0;
reset_n <= 1;
addr = 60;
state <= 4'b1011;
if (count_delay == 4194303) //1048575

state <= 4'b0000;
else

count_delay <= count_delay + 1;
end
default : begin

done <= 0;
rw <= 0;
reset_n <= 0;
ena <= 0;
addr = 60;
state <= 4'b0000;
count_delay <= 0;
count_read <= 0;
count_write <= 0;

end
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endcase
end

end

endmodule
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D.4 I2C master

--------------------------------------------------------------------------------
--
-- FileName: i2c_master.vhd
-- Dependencies: none
-- Design Software: Quartus II 64-bit Version 13.1 Build 162 SJ Full Version
--
-- HDL CODE IS PROVIDED "AS IS." DIGI-KEY EXPRESSLY DISCLAIMS ANY
-- WARRANTY OF ANY KIND, WHETHER EXPRESS OR IMPLIED, INCLUDING BUT NOT
-- LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY, FITNESS FOR A
-- PARTICULAR PURPOSE, OR NON-INFRINGEMENT. IN NO EVENT SHALL DIGI-KEY
-- BE LIABLE FOR ANY INCIDENTAL, SPECIAL, INDIRECT OR CONSEQUENTIAL
-- DAMAGES, LOST PROFITS OR LOST DATA, HARM TO YOUR EQUIPMENT, COST OF
-- PROCUREMENT OF SUBSTITUTE GOODS, TECHNOLOGY OR SERVICES, ANY CLAIMS
-- BY THIRD PARTIES (INCLUDING BUT NOT LIMITED TO ANY DEFENSE THEREOF),
-- ANY CLAIMS FOR INDEMNITY OR CONTRIBUTION, OR OTHER SIMILAR COSTS.
--
-- Version History
-- Version 1.0 11/01/2012 Scott Larson
-- Initial Public Release
-- Version 2.0 06/20/2014 Scott Larson
-- Added ability to interface with different slaves in the same transaction
-- Corrected ack_error bug where ack_error went 'Z' instead of '1' on error
-- Corrected timing of when ack_error signal clears
-- Version 2.1 10/21/2014 Scott Larson
-- Replaced gated clock with clock enable
-- Adjusted timing of SCL during start and stop conditions
-- Version 2.2 02/05/2015 Scott Larson
-- Corrected small SDA glitch introduced in version 2.1
--
--------------------------------------------------------------------------------

LIBRARY ieee;
USE ieee.std_logic_1164.all;
USE ieee.std_logic_unsigned.all;

ENTITY i2c_master IS
GENERIC(

input_clk : INTEGER := 5_000_000; --input clock speed from user logic in Hz
bus_clk : INTEGER := 100_000); --speed the i2c bus (scl) will run at in Hz

//400_000↪→

PORT(
clk : IN STD_LOGIC; --system clock
reset_n : IN STD_LOGIC; --active low reset
ena : IN STD_LOGIC; --latch in command
addr : IN STD_LOGIC_VECTOR(6 DOWNTO 0); --address of target slave
rw : IN STD_LOGIC; --'0' is write, '1' is read
data_wr : IN STD_LOGIC_VECTOR(7 DOWNTO 0); --data to write to slave
busy : OUT STD_LOGIC; --indicates transaction in progress
data_rd : OUT STD_LOGIC_VECTOR(7 DOWNTO 0); --data read from slave
ack_error : BUFFER STD_LOGIC; --flag if improper acknowledge from slave
sda : INOUT STD_LOGIC; --serial data output of i2c bus
scl : INOUT STD_LOGIC); --serial clock output of i2c bus

END i2c_master;
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ARCHITECTURE logic OF i2c_master IS
CONSTANT divider : INTEGER := (input_clk/bus_clk)/4; --number of clocks in 1/4 cycle of

scl↪→

TYPE machine IS(ready, start, command, slv_ack1, wr, rd, slv_ack2, mstr_ack, stop); --needed
states↪→

SIGNAL state : machine; --state machine
SIGNAL data_clk : STD_LOGIC; --data clock for sda
SIGNAL data_clk_prev : STD_LOGIC; --data clock during previous system

clock↪→

SIGNAL scl_clk : STD_LOGIC; --constantly running internal scl
SIGNAL scl_ena : STD_LOGIC := '0'; --enables internal scl to output
SIGNAL sda_int : STD_LOGIC := '1'; --internal sda
SIGNAL sda_ena_n : STD_LOGIC; --enables internal sda to output
SIGNAL addr_rw : STD_LOGIC_VECTOR(7 DOWNTO 0); --latched in address and read/write
SIGNAL data_tx : STD_LOGIC_VECTOR(7 DOWNTO 0); --latched in data to write to slave
SIGNAL data_rx : STD_LOGIC_VECTOR(7 DOWNTO 0); --data received from slave
SIGNAL bit_cnt : INTEGER RANGE 0 TO 7 := 7; --tracks bit number in transaction
SIGNAL stretch : STD_LOGIC := '0'; --identifies if slave is stretching

scl↪→

BEGIN

--generate the timing for the bus clock (scl_clk) and the data clock (data_clk)
PROCESS(clk, reset_n)

VARIABLE count : INTEGER RANGE 0 TO divider*4; --timing for clock generation
BEGIN

IF(reset_n = '0') THEN --reset asserted
stretch <= '0';
count := 0;

ELSIF(clk'EVENT AND clk = '1') THEN
data_clk_prev <= data_clk; --store previous value of data clock
IF(count = divider*4-1) THEN --end of timing cycle
count := 0; --reset timer

ELSIF(stretch = '0') THEN --clock stretching from slave not detected
count := count + 1; --continue clock generation timing

END IF;
CASE count IS

WHEN 0 TO divider-1 => --first 1/4 cycle of clocking
scl_clk <= '0';
data_clk <= '0';

WHEN divider TO divider*2-1 => --second 1/4 cycle of clocking
scl_clk <= '0';
data_clk <= '1';

WHEN divider*2 TO divider*3-1 => --third 1/4 cycle of clocking
scl_clk <= '1'; --release scl
IF(scl = '0') THEN --detect if slave is stretching clock
stretch <= '1';

ELSE
stretch <= '0';

END IF;
data_clk <= '1';

WHEN OTHERS => --last 1/4 cycle of clocking
scl_clk <= '1';
data_clk <= '0';

END CASE;
END IF;

END PROCESS;
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--state machine and writing to sda during scl low (data_clk rising edge)
PROCESS(clk, reset_n)
BEGIN

IF(reset_n = '0') THEN --reset asserted
state <= ready; --return to initial state
busy <= '1'; --indicate not available
scl_ena <= '0'; --sets scl high impedance
sda_int <= '1'; --sets sda high impedance
ack_error <= '0'; --clear acknowledge error flag
bit_cnt <= 7; --restarts data bit counter
data_rd <= "00000000"; --clear data read port

ELSIF(clk'EVENT AND clk = '1') THEN
IF(data_clk = '1' AND data_clk_prev = '0') THEN --data clock rising edge

CASE state IS
WHEN ready => --idle state

IF(ena = '1') THEN --transaction requested
busy <= '1'; --flag busy
addr_rw <= addr & rw; --collect requested slave address and command
data_tx <= data_wr; --collect requested data to write
state <= start; --go to start bit

ELSE --remain idle
busy <= '0'; --unflag busy
state <= ready; --remain idle

END IF;
WHEN start => --start bit of transaction
busy <= '1'; --resume busy if continuous mode
sda_int <= addr_rw(bit_cnt); --set first address bit to bus
state <= command; --go to command

WHEN command => --address and command byte of transaction
IF(bit_cnt = 0) THEN --command transmit finished

sda_int <= '1'; --release sda for slave acknowledge
bit_cnt <= 7; --reset bit counter for "byte" states
state <= slv_ack1; --go to slave acknowledge (command)

ELSE --next clock cycle of command state
bit_cnt <= bit_cnt - 1; --keep track of transaction bits
sda_int <= addr_rw(bit_cnt-1); --write address/command bit to bus
state <= command; --continue with command

END IF;
WHEN slv_ack1 => --slave acknowledge bit (command)

IF(addr_rw(0) = '0') THEN --write command
sda_int <= data_tx(bit_cnt); --write first bit of data
state <= wr; --go to write byte

ELSE --read command
sda_int <= '1'; --release sda from incoming data
state <= rd; --go to read byte

END IF;
WHEN wr => --write byte of transaction
busy <= '1'; --resume busy if continuous mode
IF(bit_cnt = 0) THEN --write byte transmit finished

sda_int <= '1'; --release sda for slave acknowledge
bit_cnt <= 7; --reset bit counter for "byte" states
state <= slv_ack2; --go to slave acknowledge (write)

ELSE --next clock cycle of write state
bit_cnt <= bit_cnt - 1; --keep track of transaction bits
sda_int <= data_tx(bit_cnt-1); --write next bit to bus
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state <= wr; --continue writing
END IF;

WHEN rd => --read byte of transaction
busy <= '1'; --resume busy if continuous mode
IF(bit_cnt = 0) THEN --read byte receive finished

IF(ena = '1' AND addr_rw = addr & rw) THEN --continuing with another read at
same address↪→

sda_int <= '0'; --acknowledge the byte has been received
ELSE --stopping or continuing with a write
sda_int <= '1'; --send a no-acknowledge (before stop or repeated

start)↪→

END IF;
bit_cnt <= 7; --reset bit counter for "byte" states
data_rd <= data_rx; --output received data
state <= mstr_ack; --go to master acknowledge

ELSE --next clock cycle of read state
bit_cnt <= bit_cnt - 1; --keep track of transaction bits
state <= rd; --continue reading

END IF;
WHEN slv_ack2 => --slave acknowledge bit (write)

IF(ena = '1') THEN --continue transaction
busy <= '0'; --continue is accepted
addr_rw <= addr & rw; --collect requested slave address and command
data_tx <= data_wr; --collect requested data to write
IF(addr_rw = addr & rw) THEN --continue transaction with another write
sda_int <= data_wr(bit_cnt); --write first bit of data
state <= wr; --go to write byte

ELSE --continue transaction with a read or new slave
state <= start; --go to repeated start

END IF;
ELSE --complete transaction

state <= stop; --go to stop bit
END IF;

WHEN mstr_ack => --master acknowledge bit after a read
IF(ena = '1') THEN --continue transaction

busy <= '0'; --continue is accepted and data received is
available on bus↪→

addr_rw <= addr & rw; --collect requested slave address and command
data_tx <= data_wr; --collect requested data to write
IF(addr_rw = addr & rw) THEN --continue transaction with another read
sda_int <= '1'; --release sda from incoming data
state <= rd; --go to read byte

ELSE --continue transaction with a write or new slave
state <= start; --repeated start

END IF;
ELSE --complete transaction

state <= stop; --go to stop bit
END IF;

WHEN stop => --stop bit of transaction
busy <= '0'; --unflag busy
state <= ready; --go to idle state

END CASE;
ELSIF(data_clk = '0' AND data_clk_prev = '1') THEN --data clock falling edge

CASE state IS
WHEN start =>

IF(scl_ena = '0') THEN --starting new transaction
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scl_ena <= '1'; --enable scl output
ack_error <= '0'; --reset acknowledge error output

END IF;
WHEN slv_ack1 => --receiving slave acknowledge (command)

IF(sda /= '0' OR ack_error = '1') THEN --no-acknowledge or previous
no-acknowledge↪→

ack_error <= '1'; --set error output if no-acknowledge
END IF;

WHEN rd => --receiving slave data
data_rx(bit_cnt) <= sda; --receive current slave data bit

WHEN slv_ack2 => --receiving slave acknowledge (write)
IF(sda /= '0' OR ack_error = '1') THEN --no-acknowledge or previous

no-acknowledge↪→

ack_error <= '1'; --set error output if no-acknowledge
END IF;

WHEN stop =>
scl_ena <= '0'; --disable scl

WHEN OTHERS =>
NULL;

END CASE;
END IF;

END IF;
END PROCESS;

--set sda output
WITH state SELECT

sda_ena_n <= data_clk_prev WHEN start, --generate start condition
NOT data_clk_prev WHEN stop, --generate stop condition
sda_int WHEN OTHERS; --set to internal sda signal

--set scl and sda outputs
scl <= '0' WHEN (scl_ena = '1' AND scl_clk = '0') ELSE 'Z';
sda <= '0' WHEN sda_ena_n = '0' ELSE 'Z';

END logic;
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E.

Excel output calculation results
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F.

Excel output calculation sheet
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G.

Used MATLAB code

G.1 ModelInit.m

% clear all;
clear vvec;

global k;
global q;
global T0;
global G0;
global Vt;

% Constants
k = 1.38e-23;
q = 1.602177e-19;

% Design parameters
T0 = 298.15;
G0 = 1000;
Vt = k*T0/q;

SCtype = 6; % Solar cell type: 0 = Panasonic, 1 = IXOLAR, 3 = Panasonic basic, 4 =
AM-1456, 6 = custom AM-1456↪→

Tcor = 0; % Have G calculation correct for different temperature or not
inout = 1; % 0 = use output voltage, 1 = use input voltage
actual = 1; % Use actual input current
fourfive = 0; % 0 = 4 parameter model, 1 = 5 parameter model

%G = 0.4396*1000; % Irradiance in suns (1000 W/m^2) (for panasonic curve 2)
G = 1000;
T = 25 + (T0-25); % Actual temperature

M = 10000; % Current mirror ratio
Rsense = 1; % Sense resistor value
W = 1e-2; % Transistor width (matters for accuracy)
L = 1e-4; % Transistor length

% Tolerances and inefficiencies
Rout = 1; % Charge pump output resistance
dRout = 1; % Charge pump output resistance error factor
dRsense = 1; % Sense resistor error factor
dN = 1; % Transformer ratio error factor
dM = 1; % SenseFET ratio error factor
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Voff = 0; % SenseFET amplifier offset voltage
CMRatio = 1; % Current mirror ratio

% Datasheet parameters
% Panasonic Amorton
% 0.4396 for panasonic curve 2
if SCtype == 0

N = 1.28; % Voltage gain
% N = 1.15; % -20
% N = 1.29; % lower curve (G = 0.4396)
Voc = 5.34;%5.34;
Isc = 5.46e-3;
Vmpp = 3.9;
Impp = 4.6e-3;
Pmpp = 18e-3;
alpha = 0.0000044; % Isc temperature coefficient A/deg C
beta = -0.0163; % Voc temperature coefficient V/deg C
ns = 6;

end

% IXOLAR
if SCtype == 1

% N = 11.3; % Voltage gain --> blijkbaar niet
N = 8.95; % Voltage gain
% N = 10;
Voc = .69;
Isc = 58.6e-3;
Vmpp = .56;
Impp = 55e-3;
Pmpp = 30.8e-3;
alpha = 26.5e-6; % Isc temperature coefficient
beta = -0.0017; % Voc temperature coefficient
ns = 1;

end

% PVmodel paper
if SCtype == 2

Isc = 3.87;
Impp = 3.56;
Vmpp = 33.7;
Voc = 42.1;
alpha = 3.13;
beta = -0.16;
ns = 72;
% Rs = 0.47;
% Rsh = 1365;
% A = 1.397;

end

% Panasonic Amorton basic
if SCtype == 3

Voc = .89;
Isc = 14.8e-3;
Vmpp = .64;
Impp = 12.4e-3;
Pmpp = 7.89e-3;
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alpha = 26.5e-6; % Isc temperature coefficient
beta = -0.0017; % Voc temperature coefficient
ns = 1;

end

% Panasonic Amorton AM-1456 (indoor)
% Curves op G = 0.0018*G0 en 4.396e-4*G0
if SCtype == 4
% G0 = 1000*0.0018;
% G = G0;

N = 1.28; % Voltage gain
Voc = 2.4;
Isc = 6e-6*3;
Vmpp = 1.5;
Impp = 5.3e-6*3;
Pmpp = 7.95e-6*3;
alpha = 0.005e-6; % Isc temperature coefficient A/deg C
beta = -0.0112; % Voc temperature coefficient
ns = 4;

end

if SCtype == 5
G0 = 200; % Lux
G = 1000;
N = 1.28; % Voltage gain

% Voc = 2.5; % Catalog
% Isc = 35.2e-6;

% Vmpp = 1.5; % Catalog
% Impp = 33.3e-6;
Voc = 2.4; % Datasheet
Isc = 35e-6;
Vmpp = 1.5; % Datasheet
Impp = 31e-6;

% Vmpp = 1.91; % Datasheet curve
% Impp = 2.747e-5;

Pmpp = Vmpp*Impp;

alpha = 1.75e-7; % Isc temperature coefficient A/deg C
beta = -4.18e-4; % Voc temperature coefficient
ns = 4;

end

if SCtype == 6
% G0 = 1000*0.0018;
% G = G0;
factor = 20;

Voc = 2.4+Vt*1.5*4*log(factor);
Isc = 18e-6*factor;
Vmpp = 1.5+Vt*1.5*4*log(factor)*0.85;
Impp = 5.3e-6*factor*0.85*3;
Pmpp = Impp*Vmpp;
alpha = 0.005e-6; % Isc temperature coefficient A/deg C
beta = -0.0112; % Voc temperature coefficient
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ns = 4;
end

% Calculated parameters
% A = 1.3408;
% Rs = 0.6171;
% A = 3.42;
% Rs = 3.84;
Rsh = 99999999999;

% if ((exist('A','var') ~= 1) || (exist('Rs','var') ~= 1))
if (fourfive == 0)

[A, Rs] = fourparammodel(Voc, Isc, Vmpp, Impp, ns)
disp('A and Rs updated')

else
[A, Rs, Rsh] = fiveparammodel(Voc, Isc, Vmpp, Impp, Pmpp, ns)
disp('A, Rs, and Rsh updated')

end

clear Gout;
clear varvec;

[Voc0, Isc0, Io0, Iph0, VocG, IscG, Io, Iph, ivec, vvec] = PV_curves(Voc, Isc, A, Rs,
Rsh, alpha, beta, ns, G, T);↪→

disp('Curve updated')

Tsend = Tcor*T + (~Tcor * T0);

[a, b] = MPPfind(vvec, ivec)
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G.2 PV_curves.m

function [Voc0, Isc0, Io0, Iph0, Voc, Isc, Io, Iph, ivec, vvec] = PV_curves(Voc, Isc, A, Rs,
Rsh, alpha, beta, ns, G, T)↪→

global k;
global q;
global T0;
global G0;
global Vt;

% Expressions
Io = (Isc - (Voc-Isc*Rs)/Rsh)*exp(-Voc/Vt/A/ns);
Iph = Io*exp(Voc/Vt/A/ns) + Voc/Rsh;

% Calculate temperature effects
VocT = Voc + beta*(T-T0);
IscT = Isc + alpha * (T-T0);
IoT = (IscT - (VocT - IscT*Rs)/Rsh)*exp(-VocT/Vt/A/ns);
IphT = IoT * exp(VocT/Vt/A/ns) + VocT/Rsh;
% Calculate irradiance effects
IscG = IscT*G/G0;
IphG = IphT*G/G0;

%syms Vocx;
VocG = VocT+Vt*A*ns*log(G/G0);

Voc0 = Voc;
Isc0 = Isc;
Io0 = Io;
Iph0 = Iph;

Voc = VocG;
Isc = IscG;
Io = IoT;
Iph = IphG;

% % I-V curve
% syms ix
% vvec = linspace(0,6,300);
% for x = 1:length(vvec)
% v = vvec(x);
% eq4 = Iph - Io*(exp((v+ix*Rs)/(Vt*A*ns)) - 1) - (v + ix*Rs)/Rsh;
% ivec(x) = double(vpasolve(eq4 == ix));
% end
% %
% plot(vvec, ivec);
% grid on;
% % ylim([0 6e-3])
%
% set(gca, 'YLim', [0, get(gca, 'YLim') * [0; 1]])

% V-I curve instead of I-V
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syms vx
ivec = linspace(0,Isc,300);

for x = 1:length(ivec)
i = ivec(x);

% vvec(x) = Vt*A*ns*log(i/Iph + (1 - i/Iph)*exp(Voc/Vt/A/ns)) - Rs*i;

eq4 = Iph - Io*(exp((vx+i*Rs)/(Vt*A*ns)) - 1) - (vx + i*Rs)/Rsh;

vvec(x) = double(vpasolve(eq4 == i));

end
plot(vvec, ivec);
grid on;
hold on;
end
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G.3 fourparammodel.m

% Four parameter model from model18DirectEquationForVtRs
function [A, Rs] = fourparammodel(Voc, Isc, Vmpp, Impp, ns)

% Constants
k = 1.38e-23;
q = 1.602177e-19;
T0 = 298.15;
G0 = 1000;

% Environment
T = 25+(T0-25);
G = G0;

% Direct parameter calculation
Vt = ((2*Vmpp-Voc)*(Isc-Impp)) / (Impp + (Isc-Impp)*log(1-Impp/Isc)); % = Vt*A*ns
Rs = Vmpp/Impp - (2*Vmpp-Voc)/(Impp+(Isc-Impp)*log(1-Impp/Isc));
A = Vt/ns/k/T0*q;
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G.4 fiveparammodel.m

function [A, Rs, Rsh] = fiveparammodel(Voc, Isc, Vmpp, Impp, Pmpp, ns)

global k;
global q;
global T0;
global G0;
global Vt;

% Environment
T = 25+(T0-25);
G = G0;

A = 1;
tol = 0.00001;
step = 0.0001;
iter = 100000;
it = 0;

Vt = k*T/q; % 6
Rs = Voc/Impp + Vt*A*ns/Impp * log(Vt*A*ns/(Vt*A*ns+Vmpp))-Vmpp/Impp;
I0 = Isc / (exp(Voc/Vt/A/ns) - exp(Rs*Isc/Vt/A/ns));
Iph = I0 * (exp(Voc/Vt/A/ns) - 1);
VmppC = Vt*A*ns * log((Iph + I0 - Impp)/I0) - Rs*Impp;
err = abs(VmppC - Vmpp);

oscdet = 0;

while(err > tol && it < iter)
if VmppC < Vmpp

A = A-step;
if oscdet < 0

oscdet = oscdet*-1 + 1;
else

oscdet = 1;
end

else
A = A+step;
if oscdet > 0

oscdet = oscdet*-1 -1;
else

oscdet = -1;
end

end
I0 = Isc / (exp(Voc/Vt/A/ns) - exp(Rs*Isc/Vt/A/ns));
Iph = I0 * (exp(Voc/Vt/A/ns) - 1); % 9
VmppC = Vt*A*ns * log((Iph + I0 - Impp)/I0) - Rs*Impp;

err = abs(VmppC - Vmpp);
it = it + 1;

if abs(oscdet) > 10
break

end
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end

Rs = Voc/Impp + Vt*A*ns/Impp * log(Vt*A*ns/(Vt*A*ns+Vmpp))-Vmpp/Impp;

tol = 0.00000001;
step = 10;
iter = 1000;
itI = 0;

Rsh = Vmpp*(Vmpp + Rs*Impp) / (Vmpp * Iph - Vmpp * I0 * (exp((Vmpp+Rs * Impp)/Vt/A/ns) - 1) -
Pmpp);↪→

I0 = Isc / (exp(Voc/Vt/A/ns) - exp(Rs*Isc/Vt/A/ns)); % 10
Iph = I0 * (exp(Voc/Vt/A/ns) - 1); % 9

syms ImppCT
eq5 = Iph - I0 * (exp((Vmpp+Rs*ImppCT)/Vt/A/ns) - 1) - (Vmpp+Rs*ImppCT)/Rsh;
ImppC = double(vpasolve(eq5 == ImppCT));

oscdet = 0;

% for h = 1:iter
while(err > tol && itI < iter)

if ImppC < Impp
Rsh = Rsh+step;
if oscdet < 0

oscdet = oscdet*-1 + 1;
else

oscdet = 1;
end

else
Rsh = Rsh-step;
if oscdet > 0

oscdet = oscdet*-1 -1;
else

oscdet = -1;
end

end

I0 = (Isc * (1+ Rs/Rsh) - Voc/Rsh) / (exp(Voc/Vt/A/ns) - exp(Rs*Isc/Vt/A/ns));
Iph = I0 * (exp(Voc/Vt/A/ns) - 1) + Voc/Rsh;

eq5 = Iph - I0 * (exp((Vmpp+Rs*ImppCT)/Vt/A/ns) - 1) - (Vmpp+Rs*ImppCT)/Rsh;
ImppC = double(vpasolve(eq5 == ImppCT));

err = abs(ImppC - Impp);
itI = itI+1;

if (abs(oscdet) > 10)
break;

end
end

disp(A);
disp(Rs);
disp(Rsh);





H.

Cadence Genus synthesis file

set_attribute lib_search_path
/home/project/Atlas/DigitalFlow/0105633/TSMCHOME/digital/Front_End/timing_power_noise/
NLDM/tcb018bcdgp2a_110a

↪→

↪→

set_attribute library {tcb018bcdgp2awc.lib}

read_hdl /home/olmar/Desktop/Verilogarithmisch/square_comb.v
read_hdl /home/olmar/Desktop/Verilogarithmisch/dec_log_conv_red.v
read_hdl /home/olmar/Desktop/Verilogarithmisch/log_LUT.v
read_hdl /home/olmar/Desktop/Verilogarithmisch/log_ill_calc_FSM.v
read_hdl /home/olmar/Desktop/Verilogarithmisch/log_top_level.v

elaborate
create_clock -period 1000 -name clock2 [get_ports clk]

synthesize -to_mapped

write -mapped >
/home/olmar/Desktop/Verilogarithmisch/synthesis/log_top_level_synth_genus_1000.v↪→

gui_show
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