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Abstract

Introduction: 35.000 people were killed in vehicle crashes in the US alone in 2016 [5], of which about 90%
were to be attributed to human error [65]. Despite thorough regulations and driver training, large trucks are
responsible for approximately 11.5% of all fatalities in traffic [6]. Merging is one of the most demanding tasks
for a truck driver due to the size, weight and limited visual clearance of a truck. Automating the merging
procedure can be the solution for a considerable number of accidents by removing the human factor. People
have accepted the risk they are in when driving or being driven but acceptance of automated driving systems
remains limited.

Objective: The goal of this study is to evaluate two automation feedback aids’ influence on the acceptance
of automated truck merging systems. This study looks at two types of feedback aids; the automation confi-
dence level and a top view display where surrounding vehicles are visualized for the driver. The feedback aids
are evaluated on the number of abortions, mental workload, trust in the system, perceived usefulness of the
system and system satisfaction.

Background: Acceptance is the degree to which an individual incorporates the system in his/her driving,
or, if the system is not available, intends to use it. Drivers of large trucks exhibit heightened criticism of
automation due to professional identity, exposure or familiarity with the traditional task, and some degree
of technical knowledge of the current system [17]. Introducing automation feedback gives the driver more
information on the automation systems’ status. ’The degree of certainty that the automation is able to handle
the current situation’ is the second most essential information in automated driving [8]. The presentation of
the system’s confidence level calibrates trust more appropriately [35]. The third and fourth most relevant
information are the presence of surrounding vehicles and distances to them. An abstract visualisation of this
information is shown on the top view display.

Methods: 41 participants experienced 12 simulations of a truck merging on the highway in a fixed base
truck simulator. A high (1.5s gap) and medium workload (2.1s gap) condition paired with merging between
cars or trucks created four simulation conditions to test each feedback aid condition (no feedback aid, con-
fidence bar and top view). Mental workload was measured by tonic activity of the GSR. Trust, perceived
usefulness and system satisfaction were measured with Jian’s trust and Van der Laan’s system acceptance
questionnaires after each feedback aid condition [42, 73].

Results: Five participants rated their vulnerability as ’none at all’, their measurements were removed from
further analyses of the feedback aids. A total of 41 abortions were obtained from 432 simulations. A sig-
nificant difference in abortion rate was found between no feedback aid (22 abortions), the confidence bar
(13 abortions) and the top view display (6 abortions). A vulnerability threshold was seen between medium
workload simulations (5 abortions) and high workload simulations (36 abortions). No abortion rate differ-
ence was found between merging between cars and trucks caused by visual obstruction. Participants’ mental
workload did not differ between feedback aid conditions, workload conditions or platoon conditions. Trust
also showed no difference between the feedback aid conditions, this can be explained by the limited experi-
ence the participants gained with each feedback aid condition. Participants rated both feedback aids as more
useful and satisfying than driving without a feedback aid with the top view display being favoured over the
confidence bar. No correlations were found between driver’s license years and trust, perceived usefulness or
system satisfaction in any of the feedback aid conditions.

Conclusion: Both feedback aids increased the acceptance of automated truck merging systems. The num-
ber of abortions decreased and willingness to use increased by adding either the confidence bar or the top
view display. The top view display showed the largest improvement in acceptance but more extensive re-
search is needed in both feedback aids to assess their benefits in automated driving systems.
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1
Introduction

Every day billions of people transport themselves and others by car, bus, train and many other vehicles. Peo-
ple have accepted the risk they will be in when driving or being driving in these vehicles despite all the acci-
dents that happen. In the US alone 35.000 people were killed and 2.2 million were injured in police-reported
vehicle crashes in 2016 [5]. About 90% of which were to be attributed to human failure, for instance, through
fatigue, inattention or drowsiness at the wheel [64, 65]. Large trucks are responsible for 9.25% of total vehicle
miles driven in the US in 2015 where strict regulations and driver training result in only 3.67% large truck
involvement in all accidents. However, fatal accidents have a large truck involvement rate of 11.48%, with
84% of those fatalities not being occupants of the truck [6]. This high fatality rate is caused by the large weight
difference between trucks and other road users [23, 25]. Drivers of large trucks are a relatively neglected hu-
man factors subject in comparison to car users [60, 76, 80]. The commercial driver naturally spends more
time behind the wheel in comparison to private vehicle drivers (up to 56 h in any given work week) [54], and
the sustained mental workload associated with long-term tasks may cause performance to deteriorate [49].
Commercial vehicle drivers may exhibit, relative to private vehicle drivers, stronger stress reactions to traffic
conditions and commit more risky driving behaviours [56], a factor which may compound itself in the time
pressure which exists the industry.

Merging on the highway is one of the hardest parts of truck driving caused by the size and weight of the
truck, the speed difference with other vehicles, slow acceleration and deceleration and large blind spots to
the driver. Automating the merging procedure can be the solution for a considerable number of accidents
by removing the human factor. Besides the safety aspect, automated truck merging systems can also make
more efficient use of the road decreasing time spent at merging areas by 15% for all vehicles [67]. Clear
communication between automated driving systems and the driver is very important to get the benefits from
the joined system [61]. Besides clear operational instructions, the intention and user requirements from the
system are needed to split the tasks between automation and operator. A mishap in this communication is
seen in a Tesla accident in 2016 [4]. The car drove with 119 kilometres per hour into the side of a tractor trailer
at an intersection. The car had the autopilot function turned on which keeps the car at the correct speed and
position in the lane while the driver is required to remain vigilant and aware of the surroundings. The report
stated the driver was not applying the brakes or started any manoeuvre to evade the trailer despite being
able to see it for 7 seconds. The investigation report gives no decisive verdict but most likely the driver was
not paying attention to the road and the system as is required and asked for by the autopilot function. This
example shows a mismatch between the reliance on the system and the reliability of the system. The driver
trusted the system so much he relied on it without performing his monitoring task.

The goal of this study is to evaluate two feedback aids’ influence on the acceptance of automated truck
merging systems. Increasing the amount of information given to the driver increases the mental workload
but it can increase trust in the system, perceived usefulness and system satisfaction of using the system. The
study looks at two types of added feedback information:

• Automation confidence level

• Top view image

1



2 1. Introduction

The automation confidence level shows the confidence of the automated merging system in a success-
ful and safe continuation of the merging manoeuvre. The top view image shows a visualisation of the own
vehicle with the surrounding traffic and road layout as if a camera is located several meters above the ve-
hicle pointing downwards. The visualisation is constructed from camera’s and radar sensors in the vehicle.
Automation confidence feedback can increase the understanding of automation error to mitigate the loss of
trust in automation during high workload situations. This lets the driver know when the automation can be
fully trusted and when he should be wary. There is a threshold which can’t be crossed in terms of automation
confidence, below this threshold the confidence feedback only decreases the acceptance of the system. Men-
tal workload is another region of interest, adding more feedback information increases the mental workload
with the enlarged task of monitoring the system but an increase in trust reduces the mental workload.

The hypotheses established for this study are:

1. Adding automation confidence feedback to automated truck merging systems reduces the number of
abortions.

2. Adding a top view display to automated truck merging systems reduces the number of abortions.

3. The effect of both systems will be smaller in less critical conditions, operationalized as a larger gap (2.1s
instead of 1.5s).

4. Adding automation confidence feedback to automated truck merging systems increases drivers’ will-
ingness to use the system.

5. Adding a top view display to automated truck merging systems increases drivers’ willingness to use the
system.

6. Adding automation confidence feedback to automated truck merging systems reduces drivers’ mental
workload.

7. Adding a top view display to automated truck merging systems reduces drivers’ mental workload.

8. Automated merging between trucks yields more abortions than automated merging between cars.



2
Background

This chapter gives some background for the research presented in this thesis. Section 2.1 elaborates on accep-
tance in general, acceptance of current Advanced Driver Assistance Systems (ADAS) and trust in automated
driving. The state of the art in automated truck merging systems is discussed in section 2.2 and section 2.3 fo-
cuses on the visual feedback systems which can be added to vehicles. Lastly, section 2.4 provides information
on the merging procedure, steering path and gap sizes.

2.1. Acceptance of automated driving systems
Many companies are developing ADAS and autonomous driving vehicles but a high acceptance of the systems
is required for widespread use. A poorly designed system inside vehicles can adversely affect the benefits
associated with the system [9]. One of the most important characteristics of ADAS is to provide information
to drivers. ADAS devices that are limited to supplying information are most likely to meet a priori acceptance.
Examples are route guidance systems, traffic jam warning systems and driver monitoring systems. 24-33%
of people are willing to use Fully Automated Driving (FAD) vehicles with younger people having a higher
tendency to use them indicating an increase in willingness with time [1, 45]. The high a priori willingness
is a positive sign for the upcoming industry, however, a high willingness to try new automation is correlated
to people with the image of perfect automation. This image is quickly distorted once the automated system
makes a mistake and turns out to be imperfect leading to a reduction of trust and disuse of the system [20].
This reduction of trust can only be restored with time or training. Drivers of large trucks exhibit heightened
criticism of automation due to professional identity, exposure or familiarity with the traditional task, and
some degree of technical knowledge of the current system [17], a finding which can be further supported
by similar human factors research in air traffic control [10]. Handling over control to a system is evaluated
as a negative aspect of ADAS [38]. The European SAVE project, aimed to develop a system that takes over
vehicle control in case of real emergency, conveyed an international questionnaire survey that indicated that
drivers are reluctant to release vehicle control but are willing to accept it in emergency situations [9]. Risk
is the main factor in differences between automated driving and automation in other processes. A mistake
in other processes (e.g. robotic arm in a manufacturing plant) can result in a reset of the system and some
economic cost but a mistake in automated driving can result in a crash with relatively high economic cost or
even fatalities. A difference with other high-risk automation (e.g. autopilot in an airplane, control of a nuclear
reactor) is the limited reaction time in automated driving when automation fails and a lack of training with the
automated systems. The high vulnerability paired with the short reaction time and lack of training requires a
high level of trust from operators to accept and use the automated driving systems.

3



4 2. Background

2.1.1. Defining acceptance
Acceptance is a scientific concept which is defined in many ways. Definitions of acceptance can be divided
in five categories [2]:

1. Using the word "accept"

2. Satisfying needs and requirements

3. Sum of attitudes

4. Willingness to use

5. Actual use

Adell (2009) proposed a new definition built on these categories, focusing on a system’s potential to realise
its intended benefits, which is used to define acceptance in this report:

Acceptance is the degree to which an individual incorporates the system in his/her driving, or, if the system
is not available, intends to use it.

2.1.2. Automation Acceptance Model
The Technology Acceptance Model (TAM) [13, 14] is a commonly used base model for modelling acceptance
and together with compatibility and trust forms the Automation Acceptance Model (AAM) [32]. The AAM
shows the process from External Variables to Actual Use of the System covering all five of the categories of
acceptance definitions (figure 2.1). Reliance and acceptance are closely related as reliance is part of the fifth
category of acceptance definitions; the actual use of the system.

Figure 2.1: The Automation Acceptance Model [32]

2.1.3. Measuring acceptance
Measuring acceptance of ADAS or FAD cars is difficult. The great diversity in definitions of acceptance have
created a similar diversity of measurements. Acceptance can be measured by focusing on one aspect of the
AAM or one category of the five definitions of acceptance but more often it is measured by a combination
of aspects of the AAM or categories of the definitions. A commonly used method of measuring acceptance
is the Unified Theory of Acceptance and Use of Technology (UTAUT) questionnaire (table 2.1) [3]. It focuses
on several aspects of the AAM resulting in a mean acceptance level. The UTAUT questionnaire is broadly
used in acceptance research but is considered not specific enough to be used for acceptance of ADAS. The
UTAUT questionnaire lacks questions about trust in the system, which is considered to be of great importance
for FAD and ADAS acceptance research. In this study acceptance was measured by combining the use and
willingness to use the automated merging system. The use of the system is measured by reliance on the
system and willingness to use the system is measured by trust, perceived usefulness and system satisfaction.
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Table 2.1: The Unified Theory of Acceptance and Use of Technology questionnaire

Behavioural intention to use the system (BI):
BI1 I intend to use the system in the next months
BI2 I predict I would use the system in the next months
BI3 I plan to use the system in the next months

Performance Expectancy (PE):
PE1 I would find the system useful in my job
PE2 Using the system enables me to accomplish tasks more quickly
PE3 Using the system increases my productivity
PE4 If I use the system, I will increase my chances of getting a raise

Effort Expectancy (EE):
EE1 My interaction with the system would be clear and understandable
EE2 It would be easy for me to become skilful at using the system
EE3 I would find the system easy to use
EE4 Learning to operate the system is easy for me

Social Influence (SI):
SI1 People who influence my behaviour would think that I should use the system
SI2 People who are important to me would think that I should use the system
SI3 The senior management of this business has been helpful in the use of the system
SI4 In general, the organization has supported the use of the system

2.1.4. Trust
Trust is an important factor in the acceptance and use of automation therefore it is an important factor to look
at in the development of automated driving systems. Trust in ADAS should be matched to the trustworthiness
of the systems. Using FAD systems means reallocating the dynamic driving task to the system. Trust that
the expected end result is achieved is a big factor in relying on automation transferring the responsibility
from the human driver to the automated driving system. Many researchers see trust as the attitude towards
using automation, this attitude creates an intention to use the automation leading to the behaviour of relying
on automated driving systems [48]. Therefore reliance can be seen as the final part in the acceptance of
automation. The intention to use the system and further the behaviour of relying on it are influenced by trust
but also by perceived usefulness and perceived ease of use as well as compatibility between the automated
system and the situation.

Trust is largely based on observation of the behaviour of the automation therefore prior to exposure, au-
tomation must already be trusted to a level where it will be used for trust to grow [51]. Relying on automaton
provides operators with an opportunity to observe how the automation works and thus, develop trust in the
system. It is not possible for operators to observe automation unless they are relying on it, this may cause
trust in the system fail to recover because it is no longer used. This voids the possible recovery of trust by
an increase in reliability of the automation through developments of the system [46, 47]. To conclude; trust
can be an unstable system, trusting a system leads to more trust and a lack of trust negatively influences the
recovery when reliability has been improved [46]. This unstable system can be stabilized by measuring the
trust level and adjusting the interaction between automation and user accordingly. A correct level of reliance
can be achieved by influencing the system’s reliability. A difference in the reliance on the systems and the
reliability of the system can lead to misuse and disuse of automation [57]. The appropriateness of trust in a
system is described by three factors; calibration, resolution and specificity [48].

Calibration is the correspondence between the humans trust in the system and the automation’s capabil-
ities. Trusting a system too much is called overtrust and can lead to misuse of the automation (e.g. using it
when it should not be used, failing to monitor it effectively) while trusting a system too little and rely on self-
confidence is called distrust and can lead to disuse of the automation (e.g. ignoring or turning off automation
when it should be used). In figure 2.2 the diagonal dotted line represents good calibration while overtrust is
above the line and distrust under it.
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Figure 2.2: Aspects of defining appropriate trust in automation [48]

Resolution refers to the spread of the trust or capabilities, a systems reliability can vary over the extend of
different situations whereas the user has a less dynamic trust level in the system therefore over- and distrust-
ing the system in different situations.

Specificity is used for how specific the trust in the system is. Whether the user has a high trust in a small
procedure of the automation or in the system as a whole. This last situation can be harmful when automation
is working without errors 95% of the systems tasks but always fails at the other 5%.

The appropriateness of trust can be improved by giving feedback about the reliability of the automation.
This feedback is often not given, leaving the operator with its own mental model of how the system works and
what it is capable of even when it is not [21]. Adding performance feedback may resolve this problem but pro-
viding only the system’s performance can mislead the user, lacking a comparison to their own performance.
Adding feedback of the operator’s performance can be very hard and is often unreasonable to do, especially
in continuous non-dichotomous tasks. Training facilitates in the process of reducing inappropriate use of
automation. Training reduces initial biases, provides knowledge about the systems capabilities and applies a
risk assessment based on the behaviour of the automation [29]. Mercedes-Benz designed their Drive Pilot to
slightly drift within the lane, not only to increase road comfort, but as a reminder that it is an assist system,
not fully autonomous. "It’s to make you stay engaged and aware of what’s going on around you. It’s letting
you know that the car is assisting you, but it’s not doing the entire job for you." according to Mercedes-Benz
[33].

2.2. Sate of the art truck automation
The technical possibilities for a self-driving truck have been demonstrated in the Mercedes-Benz Future
Truck 2025 project, but adjustments to the legal framework will be required to permit automated driving
on public roads. The Vienna Convention on Road Traffic (1968) [52], which has been signed and ratified by
almost all European States, is an international treaty designed to increase road safety by establishing standard
traffic rules among the contracting parties. It states that the driver must at all times and in all circumstances
be in control of his vehicle. UN/ECE Regulation R 79 for steering systems, which is based on the Vienna
Convention on Road Traffic, permits corrective steering functions but does not permit automated steering at
speeds in excess of 10 km/h. This is a restriction for HAD and FAD including an automatic merging system.
Truck automation is restricted by the convention to ADAS like Adaptive cruise control with anti-collision sys-
tems, Lane keeping support, Lane changing support and driver alert support. Current FAD research for trucks
including automatic merging focuses on highway platooning where multiple trucks drive in a convoy. This
convoy uses Vehicle-to-Vehicle communication to drive at a very close distance having significant benefits
for fuel consumption, road safety and the use of the existing road infrastructure [24].
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The highway is the easiest place to start with FAD as there is a smaller variation in road users and a smaller
range of permitted movements. The largest part of truck driving also takes place on highways at 70% of all
kilometres (10% in residential areas and 20% on other roads) [72]. Despite the advantages of platooning
drivers encounter a new driving situation due to the blocked field of view and the semi-automated driving
at very close distance. New Human Machine Interfaces (HMIs) are being developed to overcome the issues
drivers have with platooning (e.g. not able to react in time, not able to anticipate the evolving traffic situa-
tion). A study by Friedrichs suggests the use of continuous information visualization as a better traceability
and hazard detection performance can be achieved [30]. It forms the basis for a good balance between the
amount of information given and added mental effort for the driver as distracting a driver by too much infor-
mation is a common mistake when designing HMIs. Developments in truck automation are lagging behind
car automation caused by several factors. First, the car market is much larger, 14.6 million cars were registered
in 2016 in Europe against 0.4 million trucks in the same year [55]. Second, trucks are commercial vehicles,
the additional cost for ADAS and FAD systems can only be justified when they reduce other expenses or yield
more revenue (e.g. more working hours allowed for drivers, multiple trucks per driver in platooning). Lastly,
the size, weight and design of trucks complicates the development of hardware required for ADAS and auto-
mated driving systems (e.g. Bosch Automotive Steering introduced the first electro-hydraulic steering system
worldwide for heavy commercial vehicles only in 2013 which enabled the implementation of ADAS in trucks
[31]). Truck ADAS are focused on three aspects; keeping the correct distance to other vehicles (e.g. ACC and
Emergency Brake), keeping within the lane (e.g. Lane Departure Warning) and driver monitoring (e.g. Driver
Support Assistant). A merging operation requires systems to monitor distances to both the vehicle-in-front
and vehicle on the left of the truck. Adaptive cruise control with emergency braking systems are available
on most trucks to ensure safe spacing to the vehicle-in-front. Lane changing assistants, where a driver is
warned when possibly colliding when changing lanes, are limited for trucks. No systems are available on
the market to warn drivers or make corrective adjustments of the steering for vehicles on the ongoing lane.
The only side vehicle warning systems available are Volvo’s Lane Changing Support [71] and Mercedes-Benz’s
Sideguard Assist [70]. Both only warn when vehicles are in the blind spot on the right side of the truck. De-
velopment of fully autonomous vehicles is split in two different paths, traditional vehicle manufacturers (e.g.
Tesla and Mercedes-Benz) develop, through ADAS, vehicles that take over an increasing number of tasks from
the driver while other companies (e.g. Waymo and Uber) develop vehicles that start as fully autonomous ve-
hicles without the need for a driver. Both parties do not have a commercially available vehicle able to merge
automatically on the highway. Tesla released an ’On-ramp to Off-ramp’ feature with version 9 of the Autopi-
lot which guides a car from on-ramp to off-ramp with driver supervision but only when the car has merged
on the highway [69]. Waymo has released a commercial version of their autonomous car, however, this only
works in suburbs of Phoenix, Arizona excluding highway merging from the driving actions [27].

The level of automation is determined by the SAE levels, SAE level 0 is determined as the full-time per-
formance by the human driver of all aspects of the dynamic driving task, even when enhanced by warning or
intervention systems and SAE level 6 is determined as full-time performance by an automated driving sys-
tem of all aspects of the dynamic driving task under all roadway and environmental conditions that can be
managed by a human driver [66]. The focus of this study will be on SAE level 2 automation where the merging
procedure will be executed by the automation but the driver will be responsible for monitoring the driving
environment and intervene if necessary.

2.3. Feedback systems
Introducing automation feedback gives the driver more information on the automation systems’ state. How-
ever, care should be taken on designing the added automation feedback as monitoring it adds a monitoring
task for the driver. Automation feedback is therefore a compromise between giving enough information for
acceptance of the system and keeping the increase in mental workload by to the monitoring task to a min-
imum. This study focuses on two types of visual feedback, one feedback aid is showing the confidence the
system has in a successful continuation of the automated driving and the other is a top view display showing
the surrounding vehicles viewed from above the truck based on the truck’s sensor data. A common rule in
human interface design is that human machine interfaces should be an abstract visualisation of the data it
represents. With the introduction of glass cockpits in airplanes the round altitude dial was changed to a ver-
tical tape dial; a change in height was represented by a vertical tape moving up and down. Another example
from the aviation industry is the pitch angle which is represented by a line moving up and down similar to
the horizon going up and down when changing pitch angle.
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After system status (i.e. active/inactive) and own speed, presence of surrounding vehicles and distance
to them is the most relevant information to be given during highly automated driving when entering the
highway [8]. Interview data from Beggiato showed that users expect to need less information over time due to
higher trust. However, some information should never be removed which represents a hierarchy of essential
information during automated driving from a user’s perspective:

1. Status of the system ((i.e. active/inactive, remaining time until take-over-request)
2. Degree of certainty that the automation is able to handle the current situation
3. Trip-related information: distance already driven and remaining distance/time
4. Current and planned manoeuvres
5. Current speed and current speed limits
6. Oncoming special/critical situations, e.g. construction zone, congestion

2.3.1. Automation confidence feedback
The algorithms of automated systems are getting more complex by time. Systems used to have only one input
and one output and the system was either working fully correct or not at all. As the complexity of automation
increases more tasks, humans are generally better in, are transferred to automation (e.g. deciding if a road
user is a pedestrian or a cyclist). This creates uncertainty in the outcome of the automation understood as
a system malfunction, significantly decreasing trust in the system. We have accepted other humans to make
occasional mistakes but refuse automation to do so because we can’t foresee when a mistake is more likely
to occur and generally don’t get feedback on why a mistake or unexpected action was made. A proven way
to enhance the forgiveness on automated driving systems is by adding anthropomorphous to the car (e.g.
give it a name and a voice) [28] but doesn’t give insight of when or why the system failed. Although automa-
tion algorithms never doubt like humans do, the conformity of data from different sensors in combination
with driving data, such as driving speed and information of the surrounding traffic, give the system data to
calculate the chance of successful continuation. This feedback gives the driver more knowledge on when au-
tomation is more likely to be safe to use and when they need to be wary. This results in errors being corrected
in time and more likely to be forgiven by the driver. Proof for the desire to know how confident the system
is in successful continuation is found in Beggiato’s study on essential information during automated driving
from a user’s perspective.

Figure 2.3: Four options for system confidence level information tested by Miglani (2017) [50].

Second to system status the most essential information is ’the degree of certainty that the automation is
able to handle the current situation’. The implementation of confidence feedback tries to resolve two prob-
lems. First it reminds users that automation is not perfect and minor errors are as much part of automation as
they are of human driving. Secondly it gives insight on what situations are difficult for the automation, when
users should be wary and when they can relax. This helps conditional trust (i.e. know under what conditions
the system can be trusted) to grow instead of unconditional distrust caused by minor errors in difficult sit-
uations. Unclear are the threshold values at which people no longer use the system because the confidence
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levels shown are too low. Experiencing the system is needed for trust to restore, when a lack of trust prohibits
the use of the system this will not happen. The data displayed is the chance of a successful action, this is
not necessary a successful merge because this is not always possible. This can be abstracted to a confidence
level of the automation. Just like self-confidence in human interaction, the system displays a self-confidence
for successful progress of the automated driving. Confidence feedback is not commonly used, therefore no
standard is available for giving feedback on the amount of confidence. Confidence also lacks a real-world
representation (i.e. there is no way to see the confidence level of a person or automated system). A study
performed by Miglani (2017) [50] tested four options for system confidence level information given to partic-
ipants in an automated driving study (figure 2.3). More than half of the participants (53%) preferred to have
a car with a thumbs up/down symbol and a bar level to represent the confidence level.

2.3.2. Top view display
Beggiato’s research showed presence of and distance to surrounding vehicles as third and fourth most essen-
tial information to show during automated entering of the highway. A common rule in HMI design is that
interface should be an abstract visualisation of what it represents. Drivers don’t need to know exact distances
to other vehicles or what specific vehicle it is. It is important to know if a gap is large enough to prevent a
crash and it can be helpful to know if a vehicle is a car or a truck. A top view display gives the best visual
representation of the surroundings as if a camera is located tenths of meters above the vehicle. The image is
constructed using multiple cameras on the vehicle looking around. Algorithms transform the camera images
from side to top view and stitch them together to form a surround view of the vehicle, an image of the top of
vehicle is inserted to fill the top view display [62]. Similar to LIDAR technology the cameras can’t see behind
an object, especially when the object is as high or higher than the camera’s position. Current systems show
only a few meters outside of the vehicle to prevent misinformation by blocked camera views. The area visible
on the displays is too small to help merging on the highway. BMW offers a Surround View display in their
cars to help with parking. Figure 2.4 shows the image displayed to the driver made with a camera in the front,
two on the mirrors and one on the rear of the vehicle. Developing these systems for trucks raises new issues,
one is the position of the rear camera. Trucks change trailer often and a standard in trailers with cameras is
needed for a surround display in trucks. Proceedings in development of this system have led to a system with
surround view of the front and side of the cabin for pedestrian detection in low speed situations [22].

Figure 2.4: BMW’s Surround View Assistant [39]

2.4. Merging procedure
2.4.1. Defining the merging procedure
The merging procedure involves careful adjustment of speed and coordinates of the vehicle to change lanes
onto the highway. The differences in speed and gap distances between the merging and surrounding vehi-
cles determine if a merging procedure can be executed safely and comfortably. An overview of the vehicles
surrounding the merging vehicle can be seen in figure 2.5. To merge on the highway an automated vehicle
is required to perform two partially decoupled tasks; 1) to adjust its speed so as to maintain headway safety
and 2) to steer so as to control the lateral motions of the vehicle. Speed adjustment usually takes place on the
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Figure 2.5: Merging procedure traffic overview

entering ramp and first part of the acceleration lane (e.g. the first 100 meters of the acceleration lane to have
accelerated to at least 75% of the ongoing lane speed in the Netherlands [75]) while steering to change lanes
starts halfway on the acceleration lane. Trucks are permitted to drive 80 km/hr on Dutch highways, however,
because they have slow acceleration and most highways are designed for higher speeds acceleration to full
speed or nearly full speed is recommended for safe merging. Guidelines for truck acceleration show a nec-
essary 980 meters required to reach full speed [75] while 553 meters is the average road needed to reach full
speed in heavy trucks [78]. Differences in speed between ongoing traffic and trucks are not uncommon, how-
ever, to keep the complexity of this study low, the acceleration lane is made long enough to accelerate to full
speed and match the speed of the ongoing traffic. After the acceleration the lane changing manoeuvre takes
place when a suitable gap has been found. The lane changing manoeuvre can be split in three parts; Head
is the part in the lane of origin, Cross is the part where the truck is on the line and Tail is the part in the lane
of destination. A graphical representation can be seen in figure 2.6. The mean times for heavy trucks are re-
spectively 1.21s, 3.18s and 1.45s for head, cross and tail. Giving a mean total time of 5.84 seconds for the lane
change [81]. With a speed of 80 km/hr the distance needed for the lane change procedure is approximately
130 meter.

Figure 2.6: Merging procedure segments

2.4.2. Steering path
Successful implementation of automated lane changing systems requires a higher level of comfort and con-
sistency to increase the acceptance. The forgiveness we have in ourselves and other drivers is mainly cre-
ated by having feedback, discussing or knowing why a manoeuvre was jerky, very close to other traffic or
abandoned halfway. To compensate the lack of interaction between driver and automation improving the
automation’s performance has always been a critical point (e.g. if people never feel unsafe they never have to
doubt if a system is trustworthy). Lateral acceleration and jerk (i.e. change of lateral acceleration in time) are
important parameters for the comfort experienced by the driver in a lane changing manoeuvre. Comfort is
increased when both these parameters are decreased, so a steering path should be chosen to minimize these.
The best way with minimum jerk and lateral acceleration is the trapezoidal acceleration trajectory where
steering is started with maximum jerk, then at maximum lateral acceleration the jerk is kept to zero and all
is reversed to steer back to parallel to the ongoing lane [12]. Jerk is kept to a minimum for transition times of
5,5s and longer. Transitions times longer than 6,5s show little difference in jerk for the extra time added. Hu-
man drivers have a natural way of using the trapezoidal acceleration trajectory with a mean transition time
of 5.84 s in natural driving [81].
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2.4.3. Gap size
Gap size is an important aspect in automated merging because it creates vulnerability. Trust is needed for the
acceptance of automation in vulnerable situations. When vulnerability is removed trust is no longer relevant
to decision making since there is no or very little consequences to making the wrong decision [19]. A small
gap is considered less comfortable and less accepted than a large gap to vehicles-in-front [15]. Larger gap
sizes decrease the chance of hitting another vehicle when automation malfunctions so drivers will accept au-
tomation more easily. To merge, the gap, between the vehicles on the ongoing lane, should be large enough to
fit the merging vehicle as well as a gap to the vehicle-in-front and a gap to the rear vehicle. Both post-merge
gaps should be large enough for the speed difference between the vehicles and an emergency braking pro-
cedure. Other influences for deciding if a gap size is accepted or rejected include; weather, vehicle size-type,
emotional status and number of leading vehicles on the ramp [44]. A differentiation is made between coop-
erative merging and forced merging. Cooperative merging involves the cars in the ongoing lane to change
lane, speed up or slow down to accommodate for the merging vehicle. This study focuses on forced merging
to decrease a feeling of shared responsibility with other drivers on the road [77].

"The most desirable type of gap merge would be both ’optional’ and ’ideal’ in that it would not be made
because the ramp driver had run out of acceleration lane nor would it cause turbulence in the freeway stream."
[18]

Performing the ideal merge requires a gap size that fits the merging vehicle and gaps to the front and
rear vehicle after the merging procedure. Average headway times were measured in manually driven traffic.
In high traffic flow car-to-truck headway averaged around 2.61s and truck-to-car headway averaged around
2.55s [79]. An ideal merge remains these headway times at the end of the merging procedure, this requires
a total headway at the start of the merging procedure of 6.01s including 0.85s for the length of the merging
truck. Normal headway times differ on the type of vehicle and the amount of traffic on the road. In a situation
of uncongested very low traffic headway times of around 8.38 to 10.32 seconds can be seen between vehicles.
With very high traffic the headway times lower to 1.95 to 2.75 seconds between vehicles [79]. With a speed of
80 km/hr this leaves a gap of 43 to 61 meters between the vehicles, large enough to merge into with slim safety
margins. The minimum safety spacing for lane changing (MSSLC) is smallest when the speed difference is 0
or the vehicle moves away longitudinally from the merging vehicle. The smallest MSSLC with the vehicle-in-
front is 35 meters and 22 meters to the rear vehicle [43]. Results for the MSSLC vary and depend among other
things on the comfortable acceleration, time duration of the lane change and difference in speed between
the vehicles. Adding the gaps to the truck length requires a total gap of 75,75 meters needed for a safe lane
change. Gaps in high traffic are only 43 to 61 meters so a totally safe merging procedure is not possible without
cooperative merging, however, this is often still performed. The Time-to-Collision (TTC) is the time it would
take before the rear vehicle would make contact to the rear of the truck. Merges with the TTC smaller than 2
sec occur in 8.09% of Mandatory Lane Changes (MLC) and merges with the TTC smaller than 3 sec in 16.3%
of MLCs [81]. Merging procedures with a small TTC are executed often in manual driving but are less self-
evident to be acceptable by automated truck merging systems. Do we really permit automation to act in a
hazardous way? This is a controversial question without a correct answer but it is likely necessary in order to
accept automated systems and replace the human driver.
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Methods

This chapter gives an outline of the research methods used in the study. It provides information on participant
inclusion criteria, the experimental design and design of the simulations and interface. Lastly, the procedure,
measurements used for data collection and variables in the experiment are discussed.

The words ’simulation’, ’section’ and ’experiment’ are used throughout the following chapters. A simu-
lation is one video of a feedback aid condition in one scenario (e.g. a video with an added confidence bar
in a high workload trucks platoon condition). A section consists of all four simulation for one feedback aid
and the questionnaires at the end of the four simulations. The experiment is described as all three sections
combined with the inclusion of the instructions at the beginning (i.e. the moment the participant enters the
room until he/she leaves the room).

3.1. Participants
A total 41 persons participated in the study (27 male, 14 female) with little or no experience with automated
driving systems. Mean age was 27.5 years (SD = 8.56), ranging from 21 to 59 years. All participants possessed a
car driver’s license for on average 9.3 years (SD = 8.41) ranging from 4 to 41 years and had normal or corrected-
to-normal eyesight.

3.2. Experimental setup
The TU Delft’s truck simulator was used in the experiment. The simulator consists of 2 TV monitors (65" and
50") which display the front and front/right side windows of the truck. One computer runs the experiment
and the other, a dSpace virtual machine, was turned on to increase the fidelity of the experiment. The ex-
periment was created using PsychoPy2 Experiment Builder (v1.90.3) [58, 59]. The steering wheel is from a
DAF-truck powered by a Force Feedback SENSO-Wheel SD-LC/T, the pedals are powered by Force Feedback
SENSO-Pedal. Both the SENSO-Wheel and SENSO-Pedals were turned off because the participants don’t
perform any manual driving actions. Participants were asked to keep their hands at the steering wheel to
increase their involvement. A Kitbon Mini 18 Keys numeric keypad was attached to the middle of the steering
wheel. The participants used the numeric keypad to advance in the instructions and to abort simulations.
A laptop was placed on a stool beside the participant on the side of their dominant hand for answering the
questionnaires. In trust and acceptance research high simulator fidelity is important to make the participant
feel penalized for making a wrong decision. The simulator used has medium fidelity, missing movement
and full immersion. The lack of high fidelity was compensated by shortening the gap sizes, increasing the
vulnerability experienced by the drivers. Figure 3.1 shows the complete set-up.
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Figure 3.1: Experimental setup

3.3. Simulations
Twelve simulations were created for the participants, 4 conditions for all of the 3 feedback aid conditions.
The perception of automated truck driving was created by recording manually driven merges and showing
participants these videos. A simulation was recorded for each of the 4 conditions and feedback aids were
edited in the videos afterwards. The simulation starts with the ego-truck on the access ramp at 0 km/hr. The
truck accelerates to 80 km/hr on the access ramp and continue on the acceleration lane. On the acceleration
lane the truck merges in 5.5 to 6 seconds to the ongoing lane on the left after which it follows the road.

3.3.1. Road layout
The road layout consists of a four-lane highway in two directions (figure 3.2, number 1, 2 and 3). One of
the directions has an on-ramp consisting of an access ramp (number 5) continuing in an acceleration lane
(number 4). The road is modelled after Dutch road standards, the lane width is 3.5 meters with a 3 meter wide
emergency lane on the right [75].

Figure 3.2: Road layout in the simulation

3.3.2. Truck
The truck used is a standard 40t truck with a 13.6m box trailer, the total length of the vehicle is 18.75m which
is the standard maximum allowance in the EU for these vehicles [53]. Longer trucks are allowed in some EU
countries up to 25.25m but for this test the 18.75m variant is used. The width of the truck is 2.5m and it is
dynamically modelled after a fully loaded 40 ton truck.



3.3. Simulations 15

(a) Front monitor visuals (b) Right monitor visuals

Figure 3.3: Simulator monitor visuals

The standard visuals for the front and right monitor can be seen in figures 3.3a and 3.3b. The front screen
in figure 3.3a has no added feedback aids whereas figure 3.4a and figure 3.4b show the visuals with the confi-
dence bar and top view display added respectively.

(a) Front monitor visuals with added confidence bar (b) Front monitor visuals with added top view display

Figure 3.4: Simulator monitor visuals with added feedback aids

3.3.3. Traffic
The maximum allowed speed for trucks in the Netherlands is 80 km/hr [74]. On the right lane a platoon
of ten vehicles was created with a constant gap size between them driving at 80 km/hr, the same speed as
the ego-truck during the merging procedure, to merge between. The truck merged between the third and
fourth vehicle in all scenarios. The left lane was kept empty as it interfered with the measurements needed to
validate the desired gap sizes. The opposite lane had some cars on it but was very quiet in general.

Gap size conditions
Two workload conditions were created by simulating two different gap sizes. A medium workload situation,
in normal traffic, has a headway of 3.73 seconds on average and a high workload situation a headway of
2.61 seconds on average [79]. Headway includes the length of the vehicle so this relates to gap times of 2.89
seconds and 1.77 seconds respectively. The low fidelity of the simulator was compensated by decreasing the
gap times to increase mental demand on the participants. The 2.1 seconds gap will be referred to as ’medium
workload condition’ and the 1.5 seconds gap will be referred to as ’high workload condition’ (table 3.1). The
other vehicles are adaptive so after the merging procedure the vehicles behind the truck slow down to restore
the set gap size.

Table 3.1: Gap times and distances for both workload conditions

Workload Gap time Gap distance
Medium 2.1 s 46.7 m
High 1.5 s 33.3 m
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Platoon conditions
Two different vehicle platoons were created, one with only cars and one with mixed traffic where vehicle
three and four were always trucks. The cars platoon is referred to as ’cars platoon condition’ while the mixed
platoon is referred to as the ’trucks platoon condition’. Trucks create a larger visual obstruction and gap sizes
tend to be larger between trucks (e.g. 1.75s headway between cars and 2.75s headway between trucks in high
traffic flow [79]). It is expected that in otherwise similar conditions the trucks platoon condition yields more
abortions. The two platoon conditions combined with the two workload conditions form four simulation
combinations used to test each feedback aid condition.

3.4. Interface design
3.4.1. On/off icon
System status (active/inactive) is the most essential information for a driver when using automated driving
systems [8]. The system status is presented by an on/off icon on the dashboard (figure 3.5). The automation
is turned on in every simulation and never turned off. For lack of a standard icon for automated drive mode
an icon has been designed for this experiment following general HMI design rules (e.g. green/red for on/off).
The icon is placed in the middle of the instrument cluster between the tachometer and the speedometer.

(a) Automation on (b) Automation off

Figure 3.5: Automation on/off icon

3.4.2. Confidence bar
The confidence bar is modelled after Miglani’s research in confidence feedback interfaces [50]. The high
confidence condition has a thumb up and a green bar while the low confidence condition shows a thumb
down and a red bar, in between the bar turns orange with a thumb up. The confidence bar remains static
during the simulations at 95% full to be certain that simulations aren’t aborted because the vulnerability
threshold is crossed by the confidence feedback. Participants experience a moving confidence bar in the
crash simulation video they see at the start of the confidence bar section.

(a) High confidence (b) Low confidence

Figure 3.6: Confidence bar design
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3.4.3. Top view display
The top view display designed for this study is the image from a virtual camera located about 50 meters above
the truck. The image visible to the driver is about 70 by 70 meter with the ego-truck in the middle. This perfect
top view display is not feasible with current technology, however, with further development of hardware and
algorithms this top view display is a compromise between present-day top view displays and future technical
improvements.

Figure 3.7: Top view display design

3.5. Procedure
After arriving, participants received written instructions about the experiment and signed the informed con-
sent form. Two electrodes were placed on the inside of their non-dominant hand on the index and middle
or ring finger. The resistance between the electrodes was measured and needed to be between 200kΩ and
900kΩ. Hereafter the participants took place in the simulator and were asked to fill in the first part of the
questionnaire containing the demographic questions (appendix C.1). Once the participants were connected
to the TMSi Mobita the simulator was started. Participants first received instructions on what they would see
and what they would need to do. They also saw a sample simulation to get familiar with aborting the sim-
ulator. The sample simulation they saw is the medium workload cars scenario with no feedback aid. After
the instructions the experimental simulations started. The participant received four simulations for one of
the feedback aids (cars and trucks scenario both with medium and high workload gap times). After the four
simulations the participants were asked to fill in both Jian’s trust questionnaire and Van der Laan’s system
acceptance questionnaire on a laptop beside them. When the questionnaires were completed the simula-
tions of the next feedback aid condition started, until all three were completed. To cancel out learning effects
the feedback aids as well as the scenarios were simulated in a random alternating sequence. After the final
questionnaires participants answered how vulnerable they felt during the experiment after which they were
thanked for their participation and the electrodes were removed. The simulations and answering of the ques-
tionnaires took around 10 minutes for each feedback aid. Combined with the instructions and placement of
the electrodes the experiment required around 45 minutes. The participant instruction form can be found in
appendix A and simulator instructions can be found in appendix B (screens 1 to 14).

3.6. Measurements
3.6.1. Demographic data
Participants answered the following demographic questions at the start of the experiment:

• What is you age?

• What is your gender?

• How many years do you have a driver’s license?

• How often do you use Adaptive Cruise Control while driving?

• How often do you use Automatic Lane Keeping while driving?
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3.6.2. Acceptance measurements
The acceptance of the automated merging systems is measured by looking at the simulator abortions, a trust
scale questionnaire and an acceptance scale questionnaire. The simulator abortions represent the use of the
system and the willingness to use the system is represented by the trust, perceived usefulness and system
satisfaction measurements.

Simulator abortions
Participants were instructed to abort the simulation when they considered the situation to be unsafe. The
involvement was increased by multiple warnings that the simulator would crash when two vehicles touch
each other and the experiment needed to be reset when this occurs. Each simulation can be aborted 10
seconds after the start until the end by pressing the ’0’ key on the numeric keypad. A press on the ’0’ key
stops the simulation immediately and the next simulation is started. The PsychoPy experiment saves at which
simulations the ’0’ key is pressed and at what time from the start of the video it was pressed.

Trust measurements
Measuring trust can be difficult, it has no general definition and only the consequences of trust, in combina-
tion with other influences, can be seen and measured. Questionnaires have long been the standard way of
measuring trust, ranging from single trust questions "How much do you trust the system" to well thought out
questionnaires like Jian’s 12 item questionnaire [42]. Questionnaires provide the best representation of the
complete aspect of trust where physiological and behavioural data mainly focus on the performance com-
ponent of trust. A shortcoming in the information received from questionnaires is a lack of comprehensive
feedback on what components have the biggest influence on the level of trust measured. Physiological and
behavioural measurements are only recommended when questionnaires are not suitable for the experiment
or as a backup to validate the correctness of the questionnaire. Eye tracking used to measure monitoring
frequency has the best selectivity towards trust in automated driving in combination with little primary-task
intrusion. Head movement and change in lighting condition should be kept to a minimum to increase the
chance of correct measurements making it less ideal outside of simulator studies. When eye tracking is not
possible, secondary task performance can be used to measure monitoring ratios to provide information on
reliance. The other physiological measurements are not recommended because they focus on the fight-or-
flight response of the body influenced by many factors whereof trust is only a small part. Questionnaires are
suitable for this study as there is time to answer them between the sections. Jian’s questionnaire is chosen
because of its thorough research in developing it and its elaborate view on trust. The questionnaire can be
found in appendix C.3.

Perceived usefulness and system satisfaction measurements
Not only should drivers feel safe and therefore trust the automated merging system users should also want
to use a system. Assessment of the liking of a system can be done by one of many methods which has been
developed for it. A questionnaire specialised in advanced transport telematics is the system acceptance scale
developed by Van der Laan [73]. Nine simple 5-point rating-scale items form the questionnaire. Each item
consists of 2 opposing properties between which the participant has to choose. These items load on two
scales, a scale denoting the usefulness and a scale denoting the system satisfaction. Items 1, 3, 5, 7 and 9 are
used for the usefulness scale and items 2, 4, 6 and 8 are used for the satisfactory scale. The questionnaire can
be found in appendix C.2.

3.6.3. Mental workload measurements
Despite automation being developed to reduce mental workload, studies have shown an increase in the men-
tal workload of the operator caused by the enlarged task of monitoring the system [7, 57, 61]. Mental workload
measurements provide information about the increase in mental workload by the enlarged monitoring task
as well as the trust participants have in the automated merging systems. A reduction in mental workload
indicates high levels of trust while an increase in mental workload indicates low levels of trust. Self-reported
mental workload data is considered most reliable [16] however mental workload should be measured during
each simulation in this study.

A secondary task forces participants to split their effort between two tasks, it creates a measurement for
how important the goal of one task is compared to the other task. In automated driving research the divi-
sion of mental effort between monitoring the system and the secondary task can be interesting. An increase
in trust results in a decrease in the need for monitoring therefore more effort is placed on fulfilling the sec-
ondary task. Secondary tasks are usually visually, aurally and/or cognitively demanding depending on how
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much work is needed to force the driver to split his cognitive capacity between the tasks. Similar to reliance,
simulator fidelity has to be high enough to get a realistic sense of vulnerability for correct measurements of
secondary-task performance. Instructional design is a key aspect in secondary-task performance because the
importance of one task over the other can easily be determined by the explanation of the experiment lean-
ing toward automation monitoring or toward the secondary task completion. Secondary task performance is
more a measurement of trust than mental workload as it keeps the mental workload constant and measures
only the division between the primary and secondary task. As real-life use of the system does not have a sec-
ondary task and boredom is also a region of interest, a secondary task is not the best measurement of mental
workload.

Physiological data is preferred since it can be measured continuously during the experiment. Heart rate
is the most useful given that rest-measurements are used to asses baseline heart activity [16]. However, trials
are too short for heart rate to give an accurate result, therefore the Galvanic Skin Response (GSR) is used in
this study. GSR, or electrodermal activity, refers to the electrical changes in the skin as a result of activity of
the Sympathetic Nervous System (SNS) [68]. Electrodes are placed on the skin a few centimetres apart and
a small electric signal is used to measure the conductance of the skin between them. Sweat is created when
sweat glands in the skin are stimulated by activity in the SNS, the ions in the secreted fluid increase the skin
conductance [41]. This reaction is highest in the palm of the hand, fingers or the sole of the foot where the
density of sweat glands is highest. GSR consist of two components; a tonic level of activity and the phasic
activity [34]. Tonic activity, or Electrodermal Level (EDL), is the baseline activity, it gives an average GSR to
the general state of the person. Phasic activity, or Electrodermal Response (EDR), shows the response on
external stimuli. EDL is mainly used for measuring how a person is experiencing the scenario/experiment
as a whole while EDR is used to measure psychological response to an experimental condition or a scenario
event.

The GSR was measured using a Mobita physiologic signal amplifier system from TMSi. Two Ambu Blue-
Sensor N ECG electrodes are placed on inside of the index and middle finger at the proximal phalanx bone.
The resistance between the two electrodes should be between 100kΩ and 1000kΩ. The resistance was mea-
sured at the start of the experiment in a relaxed state, the experimental stimuli only decreases the skin con-
ductance so a smaller bandwidth of 200kΩ to 1000kΩ was used. If the resistance was below 200kΩ gel was
removed from the electrodes and/or the electrode on the middle finger was moved to the ring finger. Data
from the Mobita was sent wireless to a laptop where it was stored with OpenVibe software. OpenVibe mea-
sured the signal at 1000Hz and stored it in a CSV-file. Figure 3.8a shows the Mobita and figure 3.8b the Ambu
BlueSensor N ECG electrodes.

(a) TMSi Mobita (b) Ambu BlueSenor N ECG electrodes

Figure 3.8
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3.7. Variables
3.7.1. Independent variables
A within-subject study was performed varying 3 different variables; feedback aids, workload conditions and
platoon conditions. Three different feedback aids combined with two workload conditions and two platoon
conditions form a 3-by-2-by-2 study. Twelve simulations were presented to the participants formed by three
feedback aid blocks, presented in random order, each containing the four simulation conditions in random
order.

3.7.2. Dependent variables
The dependent variables are; number of abortions and elapsed time at the abortions; galvanic skin response
during each simulation, trust, perceived usefulness and system satisfaction for each feedback aid and lastly
the perceived vulnerability of the experiment.



4
Results

In this chapter the results of the study are presented. The ADAS experience, vulnerability, abortion, GSR,
trust, perceived usefulness and system satisfaction data have been categorised by feedback aid conditions.
The abortion and GSR data also have been split in both workload conditions and platoon conditions to check
for a significant difference in specific scenarios.

4.1. Prior ADAS experience
Participants were asked how often they use Adaptive Cruise Control and Automatic Lane Keeping while driv-
ing. They answered on a 6-point scale ranging from 1 (Never) to 6 (Always). More than 65% of the participants
never used Adaptive Cruise Control and 83% of the participants never used Automatic Lane Keeping (figures
4.1a and 4.1b).

(a) (b)

Figure 4.1: Adaptive Cruise Control and Automatic Lane Keeping use while driving

4.2. Vulnerability
Participants rated their perceived vulnerability at the end of the experiment on a 7-point scale ranging from 1
(Not at all) to 7 (Extremely). As discussed in section 3.2 vulnerability is needed for trust to matter in automa-
tion (i.e. if there is no penalty on wrong decision making there is no need for trust). Five participants rated
their vulnerability to be ’none at all’, their data was removed from further analyses of the feedback aids. The
need for perceived risk is seen in the abortions rate of these participants, their abortion rate was 3.3%, much
lower than the 9.5% average.

21
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Figure 4.2: Self-reported perceived vulnerability (red indicates the removed participants)

4.3. Abortions
The participants were instructed to abort the simulation when they considered the situation to be dangerous
or when they expected their vehicle to collide with another vehicle. Participants aborted the simulation 41
times in total (approximately 9.5% of all 432 simulations). A learning effect was expected, assuming partic-
ipants quickly learned they experienced the same simulations in each feedback aid condition or that every
simulation ends in a safe merge. The learning effect was very limited with the first, second and third section
yielding 16, 12 and 13 abortions respectively.

4.3.1. Abortions split by feedback aid condition
The abortions were categorised by feedback aid; no feedback aid, confidence bar and top view display (figure
4.3). No feedback aid had 22 abortions, the confidence bar had 13 abortions and the top view display had 6
abortions out of 144 simulations each. A binomial test indicated the ratio of abortions with the confidence
bar at 0.090 to be lower than the ratio of abortions with no feedback aid at 0.153, p = .019 (1-sided). Binomial
tests also indicate the ratio of abortions with the top view display at 0.041 to be lower than both the ratio of
abortions with no feedback aid at 0.153, p < .001 (1-sided), and the ratio of abortions with the confidence bar
at 0.090, p = .021 (1-sided).

Figure 4.3: Simulation abortions split by feedback aid condition
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4.3.2. Abortions split by workload condition
The abortions were split between the medium workload condition, with a 2.1s gap, and the high workload
condition, with a 1.5s gap (figure 4.4a). The medium workload condition had 5 abortions and the high work-
load condition had 36, out of 216 simulations each. A binomial test indicated the ratio of high workload
abortions at 0.167 to be higher than the ratio of medium workload abortions at 0.023, p < .001 (1-sided). The
abortions were further split by feedback aid for each workload condition (figure 4.4b). With 5 abortions out of
216 simulations there are insufficient data points to validate a difference between the feedback aid conditions
in the medium workload condition. The high workload condition had sufficient abortions and binomial tests
show the ratio of confidence bar abortions at 0.153 to be lower than the ratio of no feedback aid abortions at
0.278, p = .010 (1-sided) and that the ratio of top view display abortions at 0.069 is lower both than the ratio
of no feedback aid abortions at 0.278, p < .001 (1-sided) and the ratio of confidence bar abortions at 0.153,
p = .027 (1-sided).

(a) Abortions split by workload condition
(b) Abortions split by workload condition and feed-
back aid condition

Figure 4.4: Simulation abortions split by workload condition

4.3.3. Abortions split by platoon condition
The abortions were split between the cars platoon condition, the truck merges between two cars, and the
trucks platoon condition, the truck merges between two trucks (figure 4.5a). The cars platoon condition had
19 abortions while the trucks platoon condition had 22 abortions, out of 216 simulations each. A binomial
test indicated the ratio of trucks platoon abortions at 0.102 not to be significantly higher than the ratio of cars
platoon abortions at 0.088, p = .268 (1-sided). The abortions were further split by feedback aid for each pla-
toon condition (figure 4.5b). The distribution of abortions over the feedback aids is similar for both platoon
conditions showing no indication for a different preference of feedback aid in one of the platoon conditions.

(a) Abortions split by platoon condition
(b) Abortions split by platoon condition and feed-
back aid condition

Figure 4.5: Simulation abortions split by platoon condition
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4.3.4. Elapsed time at abortions

The simulation videos are 50 seconds of length, table 4.1 shows a list of the events during a simulation. The
abortion data points are plotted by the elapsed time at abortion in figure 4.6a. The black dashed line marks
the moment the truck enters the acceleration lane, driving side by side with the ongoing traffic, and the red
dashed lines mark the start and end of the merging manoeuvre.

Table 4.1: Timing of simulation events

Time [s] Event
0 Start acceleration on access ramp
15 First sight of other traffic
28 Entering acceleration lane
31 Start merging manoeuvre
37 End merging manoeuvre
50 End of simulation

The seven data points below the bottom dashed red line are abortions before the merging procedure
started, many of which before driving on the acceleration lane (i.e. the simulations were aborted before the
truck was driving side to side with the ongoing traffic). These early abortions have 4 trends; 1) they were all
in the high workload condition, 2) they were all within the first 6 simulations experienced by the participants
(median = 4th simulation), 3) they were all but one done by participants younger than the average participant
(mean = 23.3 years) and 4) all but one was without feedback aids. A combination of young drivers, without
feedback aids, in a high workload situation and with little experience with the automated merging system
causes premature abortions.

(a) Individual abortions by elapsed time at abortion (b) Mean elapsed time at abortion for each feedback aid

Figure 4.6: Elapsed time at abortion

The mean elapsed time data for the feedback aids (figure 4.6b) can’t be considered normally distributed
according to Shapiro-Wilk’s test as ’no feedback aid’ is not normally distributed, p = .002. Friedman’s Two-
Way Analysis of Variance retains the null-hypothesis, stating no difference in elapsed time between the feed-
back aids, p = 1.000. The mean elapsed time data for the workload conditions (figure 4.7a) can’t be con-
sidered normally distributed according to Shapiro-Wilk’s test, p = .126 and p = .001. The Independent-
Samples Mann-Whitney U Test showed no significant difference in the median of elapsed times between
medium workload and high workload, p = .139. The mean elapsed time data for the platoon conditions (fig-
ure 4.7b) can’t be considered normally distributed according to Shapiro-Wilk’s test, p = .001 and p = .019.
The Independent-Samples Mann-Whitney U Test showed no significant difference in the median of elapsed
times between the cars platoon and the trucks platoon, p = .548.
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(a) Elapsed time at abortion split by workload condition (b) Elapsed time at abortion split by platoon condition

Figure 4.7: Elapsed time at abortion split by workload and platoon conditions

4.4. Galvanic Skin Response data
The GSR was obtained by measuring the resistance between two electrodes on the inside of the index and
middle or ring finger. The skin conductance data of 6 participants was removed as they were incorrect or
incomplete due to malfunction of the TMSi Mobita or human error in starting the recording in time, leaving
skin conductance data of 30 participants for analyses. A typical GSR measured over a period of four simula-
tions is presented in figure 4.8. The green asterisks represent the start of a simulation and the red asterisks the
end of a simulation. The magenta asterisks represent the start of a merging procedure and the blue asterisks
represent the end of a merging procedure. The high workload scenario with cars surrounding the truck in this
data set was prematurely aborted by the participant and emitted the highest skin conductance reaction.

Figure 4.8: Galvanic Skin Response during 4 simulations of 1 participant

The Ledalab tool for Matlab was used to extract the tonic activity from the skin conductance data us-
ing the Continuous Decomposition Analysis [11]. Simulations aborted by the participant contain less data
points, missing the data points after the merging procedure. These are mainly low mental workload data
points which give a skewed representation when comparing mean skin conductance of aborted and non-
aborted simulations. A mean skin conductance value for each scenario was created using the tonic activity
data from 15 second after the start of a simulation, the point in time where traffic is seen for the first time,
till 35 seconds after the start (slightly earlier than the end of the merging procedure to compensate for the
aborted simulations). This reduces the difference in data between the mean skin conductance of aborted
and non-aborted simulations.
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Figure 4.9: Mean skin conductance for each feedback aid

The skin conductance data for each feedback aid condition can be considered normally distributed ac-
cording to Shapiro-Wilk’s test, p = .056, p = .276 and p = .108. Mauchly’s Test of Sphericity indicates that
the assumption of sphericity has not been violated, χ2(2) = .746, p = .689. A repeated measures ANOVA test
shows no difference in skin conductance between the feedback aids to be statistically significant, F (2,58) =
1.295, p = .282. Figure 4.9 shows a plot of the mean skin conductance for each feedback aid and the standard
error of the mean.

(a) Mean skin conductance in both workload conditions (b) Mean skin conductance in both platoon conditions

Figure 4.10: Mean skin conductance for each feedback aid in both workload and platoon conditions

The GSR data was split by workload conditions and by platoon conditions to check for a significant dif-
ference between the feedback aid conditions (figures 4.10a and 4.10b). The medium workload data can’t be
considered normally distributed according to Shapiro-Wilk’s test as the no feedback aid condition does not
have a normal distribution, p = .039. Friedman’s test retains the null hypothesis, which states that the dis-
tributions of GSR data for the feedback aids in medium workload conditions are the same, p = .195. The
high workload feedback aids data can be considered normally distributed according to Shapiro-Wilk’s test,
p = .069, p = .279 and p = .092 and did not violate the assumption of sphericity, χ2(2) = 1.894, p = .388. No
significant difference is present between the mean skin conductance of each feedback aid conditions in the
high workload condition, F (2,58) = 1.207, p = .307. The cars platoon feedback aids data can be considered
normally distributed according to Shapiro-Wilk’s test, p = .062, p = .211 and p = .096, and did not violate
the assumption of sphericity, χ2(2) = 1.618, p = .445. No significant difference is present between the mean
skin conductance of each feedback aid conditions in the car platoon condition, F (2,58) = 1.733, p = .186. The
trucks platoon data can’t be considered normally distributed, the ’no feedback aid’ condition yields a signifi-
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cance of p = .034 in the Shapiro-Wilk’s test. Friedman’s test retains the null hypothesis, which states that the
distributions of GSR data for the feedback aids in truck platoon conditions are the same, p = .067.

4.5. Questionnaire data
4.5.1. Trust results
Jian’s trust questionnaire consists of 12 statements, 5 statements are negative (e.g. the system is deceptive)
and 7 statements are positive (e.g. the system is reliable) [42]. The answers on the 5 negative statements
were inverted so all answers range from 1 (Not at all) to 7 (Extremely). A mean trust level was calculated by
averaging the 12 answers for each participant.

Table 4.2: Mean trust for each feedback aid

Feedback aids Mean SD N
Trust with no feedback aid 4.34 0.78 36
Trust with confidence bar 4.44 0.97 36
Trust with top view display 4.55 1.09 36

The mean trust levels for each feedback aid were calculated by averaging the mean trust levels of each
participant (table 4.2). A repeated measures ANOVA is used to test for a statistically significant difference
between the mean trust levels of the feedback aids. The steps, from 1 to 7, in answering the trust question-
naire are considered to be equidistant, as only answers 1 and 7 were labelled, which is a requirement for
the repeated measures ANOVA. Mauchly’s test did not indicate any violation of sphericity therefore no cor-
rection is needed, χ2(2) = .841, p = .657. The difference between the means is not statistically significant:
F (2,70) = .662, p = .519. Distribution of the trust results was checked but no significant differences were
found (figure 4.11).

Figure 4.11: Jian’s trust questionnaire response for each feedback aid

The amount of experience in driving manually can have an effect on the trust people have in the system
and the amount and type of information favoured. The trust data was split in two equal groups of 18 par-
ticipants, an inexperienced group with 4 to 6 years of driver’s license years and an experienced group with 7
and more years of driver’s license years (figures 4.12a and 4.12b. Experienced drivers tend to have a greater
variance in their trust in the feedback aids indicating a greater division between users in the benefit of adding
feedback aids.

A correlation between the trust and the number of abortions was investigated. Pearson correlation tests
showed no correlation to exist between trust in the system and the number of abortions for each driver aid
condition, p = .731, p = .378 and p = .647.
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(a) Inexperienced drivers (4-6 driver’s license years) (b) Experienced drivers (>=7 driver’s license years)

Figure 4.12: Trust response by experience group

4.5.2. Perceived usefulness & system satisfaction results
Van der Laan’s questionnaire consists of 9 statements [73]. The answers of questions 1, 2, 4, 5, 7 and 9 are
inverted to make them consistent (1 = Not at all and 5 = Extremely). A mean perceived usefulness level was
calculated by averaging the answers on statements 1, 3, 5, 7 and 9 and a mean system satisfaction level was
calculated by averaging the answers on statements 2, 4, 6 and 8.

Perceived usefulness
The mean perceived usefulness for each feedback aid condition was calculated by averaging the perceived
usefulness of all participants (table 4.3). A repeated measures ANOVA is used to validate if the difference
in mean usefulness levels is significant. Mauchly’s test of sphericity shows a violation of sphericity there-
fore a correction is needed, χ2(2) = 6.407, p = .041. A rule of thumb proposed by Howell and Field state
that Huyn-Feldt results should be used when Greenhouse-Geisser epsilon is larger than 0.75 [26, 40]. The
Greenhouse-Geisser epsilon is 0.853 therefore the Huyn-Feldt results are used. The difference between the
mean usefulness levels is statistically significant: F (2,70) = 4.379, p = .020. No significant correlations were
found between driver’s license years and perceived usefulness of the system in any of the feedback conditions,
p = .339, p = .572 and p = .339.

Table 4.3: Mean perceived usefulness for each feedback aid

Feedback aids Mean SD N
Perceived usefulness with no feedback aid 3.39 0.69 36
Perceived usefulness with confidence bar 3.59 0.59 36
Perceived usefulness with top view display 3.78 0.65 36

System satisfaction
The mean system satisfaction for each feedback aid condition was calculated by averaging the system satis-
faction of all participants (table 4.4). A repeated measures ANOVA is used to validate if the difference in mean
satisfaction levels is significant. Mauchly’s test of sphericity shows no violation of sphericity,χ2(2) = 5.167, p =
.076. The difference between the mean satisfaction levels is statistically significant, F (2,70) = 4.686, p = .012.
No significant correlations were found between driver’s license years and system satisfaction in any of the
feedback conditions, p = .250, p = .932 and p = .485.

Table 4.4: Mean system satisfaction for each feedback aid

Feedback aids Mean SD N
System satisfaction with no feedback aid 3.42 0.80 36
System satisfaction with confidence bar 3.61 0.76 36
System satisfaction with top view display 3.90 0.79 36
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Discussion

The study’s goal was to evaluate the influence of two automation feedback aids on the acceptance of auto-
mated truck merging systems. Two feedback aids have been developed and tested; a confidence bar showing
the automation’s confidence in a successful and safe continuation of the automated driving and a top view
display showing a birds-eye view of the truck and surrounding traffic.

5.1. Acceptance
The acceptance was determined by four measurements; the number of simulation abortions, the level of
trust, the level of perceived usefulness of the system and the level of satisfaction from the system. The trust
level, perceived usefulness and system satisfaction together form the willingness to use the system.

5.1.1. Abortions
Results show a significant decrease in the number of abortions by adding either of the feedback aids with
the top view display showing the least number of abortions. No feedback aid, confidence bar and top view
display having 22, 13 and 6 abortions respectively. Participants interpreted the instructions, on when to abort
a simulation, in different ways. Some participants aborted the simulations when they had a minimal feeling
of unsafety, resulting in 2 participants aborting over half of the simulations, while others only would abort
when they were absolutely sure a crash would occur, resulting in 19 participants not aborting a simulation at
all. One participant commented afterwards "I hoped the simulation would crash", despite instructing them
not to let the truck crash at all cost, indicating the large difference in perceived vulnerability between sim-
ulator studies and real-life studies. A vulnerability threshold can be seen between the workload conditions,
the medium workload has only 5 abortions compared to 36 abortions in the high workload condition. The
three participants who aborted the medium workload simulations had double to triple the abortions in high
workload simulations each as a result of the different vulnerability thresholds. The high workload abortions
have a similar distribution over the feedback aid conditions as the total abortions. The distribution on the
medium workload condition however has too little data points for a significant difference. Visual obstruction
was also a region of interest, tested by merging between cars, with good visual clearance, and between trucks,
where sight is limited by the size of the truck in front. The cars platoon condition had 19 abortions and the
trucks platoon condition 22 abortions. The expectation that with no feedback aid a large difference between
the cars and trucks condition would be seen, caused by visual obstruction [36], which would be nullified with
the addition of feedback aids was not found in this study.

The elapsed time at which participants aborted the simulation was recorded and checked for differences
between the feedback aid conditions. Higher acceptance rates were expected in later abortions as higher
acceptance creates a higher threshold for allowed vulnerability. No significant difference was present in the
elapsed abortion time between the feedback aid conditions. Seven simulations were aborted before the truck
entered the acceleration lane, these abortions, as expected, were all made by younger than average partic-
ipants in high workload conditions without a feedback aid and within the first 6 simulations. This shows a
vulnerability threshold difference between sight of the gap at the end of access ramp or driving alongside the
traffic on the acceleration lane.

29
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5.1.2. Mental workload
The GSR data showed no differences in mental workload between the feedback aid conditions. Adding au-
tomation feedback normally increase mental workload with the enlarged monitoring task [7, 57, 61]. Some
participants mentioned the feedback aids required too much attention therefore they liked the condition
with no feedback aids the most. The lack of an increase in mental workload is a positive indication for the
feedback aids as the decrease in mental workload caused by an increase in trust nullifies the added men-
tal workload of monitoring the feedback aids. A general increase in skin conductance over the duration of
the experiment was observed and some participants mentioned their hands getting sweaty from holding the
steering wheel for prolonged periods of time. This trend increased the variance in the data contributing to a
lack of significance.

5.1.3. Trust
Trust is seen as the attitude towards using automation, this attitude creates an intention to use the automa-
tion [48]. An increase in trust in the system was expected with the addition of feedback aids as they help
participants to verify the system’s actions. Trust can also be negatively influenced by the feedback aids, the
feedback aids are generated by the system and can be misinterpreted or not be correct at all, leading to a
decrease in trust. No significant difference was found in mean trust values between the feedback aid condi-
tions. Trust in automation is a slow growing property, although trust can quickly decrease when automation
fails [20], time and experience are needed to increase trust in automation. The limited amount of time and
number of simulations spent with each system combined with the similarity between the systems explains
the lack of difference in trust levels. Trust levels were compared between inexperienced drivers (4-6 driver’s
license years) and experienced drivers (>= 7 driver’s license years). The distribution of trust response showed
no significant differences between inexperienced and experienced drivers in mean trust levels. A few par-
ticipants reported they did not trust the confidence bar because it was static which is very improbable. The
presentation of automation confidence calibrates trust more appropriately [35]. This requires the automation
confidence presented to be appropriate to the situation, which a static bar is unlikely to be. Other participants
reported they did not trust the top view display as there were two red cars in front of the trust, on the top view
display only one car was shown which appeared too far away to be the closest of the red cars. Therefore the
’missing’ car was reported as a malfunction of the top view display.

5.1.4. Perceived usefulness & system satisfaction
Closely related to the definition of acceptance is the scale of system acceptance by Van der Laan. It is subdi-
vided in a perceived usefulness and a system satisfaction scale. A significant difference was obtained between
the perceived usefulness of all three feedback aid conditions with the top view display being favoured over
the confidence bar (mean = 3.39, 3.59 and 3.78 for no aid, confidence bar and top view display). Some partic-
ipants reported the confidence bar to be useless because it was static but it shows in general it is more useful
to have it static than not having it. System satisfaction showed the same trend with no feedback aid giving the
least satisfaction and the top view display giving the most (mean = 3.42, 3.61 and 3.90 for no aid, confidence
bar and top view display). Many participants reported they liked the top view display so much they would
like it in their manually driven car as well.

5.2. Feedback aid evaluation
The feedback aids were evaluated through data and through participants’ reactions. The confidence bar,
modelled after Miglani’s design [50], was clear and positively perceived by the participants. The confidence
bar was intended to indicate a trustworthy system. The confidence threshold was unknown as was the effect
of variance in the confidence level, therefore the confidence bar remained static. It is very improbable that the
system always has the same amount of confidence in the situation resulting in some participants not trusting
the confidence bar or deeming it useless. The level of confidence can be calculated as a mean of the speed of
the ego-vehicle, the surrounding vehicles and the conformity of the sensor data from the truck together with
some possible other factors including the weather. The top view display was received with mixed attitudes,
it was found to be the most useful as distance to other vehicles was given in a clear and easy way. Almost
all participants mentioned after the experiment that they liked the top view display the most. A problem
with a true top view display is the way distances are perceived as a driver. Due to the speed of the vehicle
in longitudinal direction, distances in longitudinal direction are perceived much smaller than distances in
lateral direction [37]. A top view display without correction therefore appears to show vehicles further away
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in longitudinal direction than as they are perceived by the driver by looking out the window. Drivers with
this knowledge can greatly benefit from this as the top view shows real distances but as we are used to rely
on perceived distances as seen through the window it creates mistrust and confusion among inexperienced
drivers.

5.3. Limitations
Experienced truck drivers were favoured as participants for this study as they are experienced with driving a
large truck on the road and have a good understanding of the dynamics of a fully loaded truck. Recruiting
truck drivers without financial compensation was not feasible therefore people with a car driver’s license for
4 years or more were recruited. A minimum required group size of 30 participants was estimated for this
in-between to obtain significant results. Despite the recruitment of 41 participants in total, some expected
results were not obtained due to large variance or too little data points. The vulnerability threshold which
determines if a participant aborts a simulation differed considerably between participants. Two participants
had a low threshold and aborted 7 and 8 simulations while more than half of the participants did not abort a
single simulation. Careful planning of the instructional design did not help to remove this variation.

Results show the necessity of high vulnerability situations for feedback aids to make a difference. The
participants however have not been subjected to a crash simulation for various reasons. The first is a lack of
creating a realistic crash situation, vehicles are able to drive inside each other therefore simulator fidelity is
lost when an experienced crash is not realistic or has no real penalty. Second, the simulations for each feed-
back aid condition were exactly the same, only varying in order, to make the best comparison between the
feedback aids. Participants are very good at noticing when they see the same simulation again, this would
only be increased when an important event (e.g. a crash) occurs in one of the simulations. Lastly, crashes oc-
cur very rarely, only 1 crash with injuries occurs every 5 million kilometres travelled [6]. This study focuses on
the first experience with feedback systems during automated truck merging, therefore safe driving conditions
were chosen.

The final limitation is the amount of experience the participants gained with each system. An in-between
design study was chosen to limit the number of participants required combined with the limited time re-
quested from the participants lead to a limited amount of time with each system from which the measure-
ments were obtained. Trust is a slow growing aspect so no differences between the feedback aid conditions
for trust in the system were obtained.

5.4. Further research
This study is one of the first in automated truck merging looking at the automation feedback aids. A clear
difference between the automated merging system without a feedback aid and the automated merging sys-
tem with a feedback aid was obtained. Future research should lead to improvements of both feedback aids;
creating an algorithm for a dynamic confidence bar and increasing the real-world feasibility as well as solving
the perception distortion regarding longitudinal distance of the top view display. The effects of long-term
use of any of the feedback aids is also a region of interest to be explored, especially the confidence bar as it
has the potential to give drivers more insight on when the system can be trusted and when it can’t, improv-
ing knowledge of the specificity in trustworthiness of the system. Operators tend to trust the automation if
the basic working/reasoning can be understood and appear capable of achieving the operator’s goals in the
current situation [63].





6
Conclusion

In conclusion, this study compared the acceptance of automated merging systems without feedback aids to
automated merging systems with either an automation confidence bar or a top view display. Acceptance
was stated by the definition of Adell (2009): Acceptance is the degree to which an individual incorporates the
system in his/her driving, or, if the system is not available, intends to use it. The hypotheses, as proposed in the
introduction, are discussed and verified or rejected where possible.

1. Adding automation confidence feedback to automated truck merging systems reduces the number of
abortions.

2. Adding a top view display to automated truck merging systems reduces the number of abortions.

Without feedback aids the simulator was aborted 22 times. The addition of a confidence bar resulted in 13
abortions and 6 abortions were obtained with the addition of a top view display. Results show a significant
decrease in abortions with the use of either automation confidence feedback or a top view display with the
top view display showing the greatest reduction. Hypotheses 1 and 2 are validated by this study

3. The effect of both systems will be smaller in less critical conditions, operationalized as a larger gap (2.1s
instead of 1.5s).

The larger, 2.1s, gap simulations yielded only 5 abortions, no significant difference between the 3 feedback
aid conditions could be obtained from the limited abortion data points. The lack of abortions indicate there
is less need for feedback aids in medium and low workload situations. Hypothesis 3 can’t fully be confirmed
due to a lack of data.

4. Adding automation confidence feedback to automated truck merging systems increases drivers’ will-
ingness to use the system.

5. Adding a top view display to automated truck merging systems increases drivers’ willingness to use the
system.

The willingness to use the system was defined by a combination of trust in the system, perceived usefulness
and system satisfaction. Although trust did not differ between the feedback aids both the confidence bar
and the top view display had an improvement in perceived usefulness and system satisfaction confirming
hypotheses 5 and 6.

6. Adding automation confidence feedback to automated truck merging systems reduces drivers’ mental
workload.

7. Adding a top view display to automated truck merging systems reduces drivers’ mental workload.

Mental workload data showed no differences between the feedback aid conditions. Although the expected
decrease was not obtained, no increase in mental workload caused by the expanded task of monitoring was
not present. Hypotheses 7 and 8 are not validated by this study
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8. Automated merging between trucks yields more abortions than automated merging between cars.

Automated merging between trucks yielded 22 abortions and merging between cars yielded 19 abortions. The
difference was not significant so both conditions have a comparable abortion rate. The distribution of abor-
tions over the feedback aid conditions was similar for both workload conditions to the general distribution.
Hypothesis 9 is rejected based on the results of this study.

To conclude, this study is a continuation on the research in the use of automation confidence feedback
and top view displays as part of human machine interaction. It is the first time these systems are evaluated
on their influence on the acceptance of automated truck merging systems. The decrease in abortions and
increase in willingness to use indicate the possible benefits of these feedback aids in automated truck merg-
ing. The total amount of abortions in this study shows the need for more research in the interaction between
autonomous vehicles and their users. More research is required to perfect human machine interaction before
automated driving is accepted in our daily life, increasing safety on the road, decreasing workload for truck
drivers and increasing the efficient usage of our congested roads.
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A
Participant instruction form

Figure A.1: Participants instruction form - page 1
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42 A. Participant instruction form

Figure A.2: Participants instruction form - page 2



B
Simulator screenshots

(a) Screen 1 (b) Screen 2

(c) Screen 3 (d) Screen 4

(e) Screen 5 (f) Screen 6

Figure B.1: Simulator instructions
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(a) Screen 7 (b) Screen 8

(c) Screen 9 (d) Screen 10

(e) Screen 11 (f) Screen 12 - sample simulation for abortion practice

(g) Screen 13 (h) Screen 14

(i) Screen 15 (j) Screen 16 - crash video

Figure B.2: Simulator instructions
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(a) Screen 17 (b) Screen 18

(c) Screen 19 (d) Screen 20

(e) Screen 21 (f) Screen 22

(g) Screen 23 (h) Screen 24 - simulation video

(i) Screen 25 (j) Screen 26

Figure B.3: Simulator instructions





C
Experiment questionnaires

C.1. Demographic questions

Figure C.1: Demographic questions before the start of the experiment

C.2. Van der Laan’s acceptance questionnaire

Figure C.2: Van der Laan’s system acceptance questionnaire [73]

47



48 C. Experiment questionnaires

C.3. Jian’s trust questionnaire

Figure C.3: Jian’s trust questionnaire [42]
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