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Abstract

In the past decades, the global demand for energy has increased. The aim to reduces has led to an increase in
the production of renewable energy sources, such as wind and solar energy. However, there are more major
energy resources available in the oceans, such as wave and tidal power. The estimated potential global energy
resource in waves is around 2 Terra Watt. Over the years, many different technologies have been developed
to harvest this high-density energy source. Yet, the harsh weather conditions are challenging the survival of
the energy converters.

A potential device that avoids the risk of high environmental impacts and has a reduced vulnerability
is the Neptune: The Neptune is a fully submerged wave energy converter. Inside the structure, a weir and
internal air pocket separate two water columns. One column acts as an oscillating water column to pressures
of the incident waves. During its oscillations, the inner free surface level exceeds the weir and spills water
into the second column. This column acts as a reservoir, and the overflow water is drawn off through an exit
pipe, including a turbine. From the net flow through the columns, energy can be extracted. This design has
the advantage of being fully submerged and has a single moving part, namely the turbine.

The first work on this type of wave energy converter dates back to the mid-1970s. In 2008 a 1/20" scale
model was built and tested in a wave basin. However, the work and experiment didn’t include the effects of
energy generation. The objective of this thesis is to form a more scientific base concerning this device.

A numerical model is made to predict the dynamic behaviour of the system. The equations of motion of
the water columns are derived from the equations of conservation of mass and momentum. The excitation
forces are obtained from the linear wave theory for regular undisturbed waves. The hydrodynamic coeffi-
cients are determined from associated literature. The dynamics of the internal air pressure is derived from
the conservation of mass and the pressure density relation for an adiabatic and reversible thermodynamic
process. The pressure oscillation of the air chamber is coupled to the flow of the columns. The mass transfer
between the columns is assumed instantaneous and modelled for the different conditions of the free surface
displacement with respect to the weir level. The weir discharge is included in the expressions for the con-
vective acceleration and momentum associated with the change of mass in the columns. An impact pressure
is derived for the falling water from the weir on the column. The response of the turbine was modelled as-
suming a linear relationship between the flow through the turbine and the regression relation of stationary
hydraulic turbines.

Using the developed model, the time series of the response is obtained by solving the non-linear differ-
ential equations in the Matlab ODE45 solver. The model is solved for a full-scale structure with a natural
period of 8.5 seconds. The results are found for different periods of regular incident waves and various weir
levels. From the results, an increase of resonance periods was identified, caused by the transfer of potential
energy from the resonating column to the other column. Due to the weir discharge, a uni-directional flow is
obtained in the second column. The uni-directional flow is desired for the extraction of energy. Furthermore,
an increase in the mean displacement in the first column is found, caused by the damping in the second col-
umn. The increased of damping, from pressure losses or the turbine, resulted in a decrease of weir discharge.
An optimal turbine diameter was found to be dependent on the relation between the dynamic flow and the
damping induced by the turbine. This relation also results in a maximum power take-off efficiency of 7 to
12% depending on the weir level and the incident wave height. These are low efficiencies compared to other
wave energy converters. It is likely caused by the inefficient energy transfer between the columns. Further
research and optimizations are required to assess the feasibility of this wave energy converter.

Lastly, the numerical model is validated with the scale experiments. The amplitude of the response was
found to be estimated well in the numerical model. However, in the model, the peak periods were underesti-
mated together with the response for higher wave periods.
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Introduction

In the past decades, the demand for energy increased significantly. The majority of the energy is currently
generated from non-renewable resources. The finite supply and environmental impact have led to an in-
creased demand for energy harvesting technologies from renewable resources. A potential resource is wave
energy, with worldwide potential energy resource of 2 Terra Watt (TW), this can provide a significant part of
the current global electricity use [1]. The research aims to contribute to the development of renewable wave
energy. In this chapter, the context for this research is presented together with the working principle and
background of the concept investigated in this report. Additionally, the problem definition is given together
with the aim of the research. Finally, the approach and outline of the report are presented.

1.1. Context

Over the years many types of wave energy converters (WEC) have been invented and developed, varying
from submerged bodies to oscillating water columns (OWC). The concept of an OWC comes down to an air
chamber connected to the outside water, the water column within the air chamber oscillates as a response
to the incoming waves. Under resonance conditions the motion is amplified forcing a high amount of air
in and out the air chamber through a turbine, generating energy. This air flow requires the air chamber to
be connected to the atmosphere resulting in a design penetrating the free-surface of the ocean. At the free
surface, the structure is subjected to wave impact and wind loads and marine growth. A submerged structure
would benefit from reduced environmental loads and a simplified structural design. Considering these ben-
efits a new concept was conceived by D. Carey, a senior engineer with the Vickers Shipbuilding Company, in
the mid-1970s [2]. This concept combined the principle of oscillating water columns with a fully submerged
structure.

1.1.1. Neptune working principle and background
The proposed system consists of a fully submerged structure with two water columns, separated by a weir
and an air chamber. The basic principle of the generation of energy is a positive net flow of water through the
system as presented in figure 1.1. The pumping motion is obtained by a single water column resonating at a
range of wave periods. The amplified motions result in a discharge over the weir into the second column. This
column has a small exit pipe leading to a smaller response to the oscillating pressures of the waves and air
pressure of the air chamber. The weir discharge combined with the small response to the oscillating results
in a uni-directional flow in the second column where an installed turbine can extract energy from this flow.
The concept was pursued and further investigate by Vickers Shipbuilding Company until the discovery of
fossil fuels in the North Sea initiating the end of the oil crisis. The project was resurrected in the late 1990s
in the form of 'Neptune Energy LTD’. A design was proposed consisting of a 'doughnut-like’ structure, with
an overall diameter of 40 m and height of 25m, housing the two water columns an air chamber, enabling an
optimal response for omnidirectional wave directions. The concept was further drawn out and a scale model
was built for testing. During the two scale tests, in 2008 in Glasgow and 2013 in Plymouth, the concept of
the Neptune was proven using the same 1/20™ model, figure 1.2 a picture of the Neptune scale model in the
test basin in Glasgow. Both tests were performed for similar conditions, unfortunately, both excluding the
influence of power take off in the exit duct. After the tests no major actions have been undertaken, and the so
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Figure 1.1: Schematic representation of the motion

Figure 1.2: Scale prototype Neptune Energy LTD, in testing facilities Glasgow 2008

far obtained knowledge and experiments is the starting point of this research.

1.2. Problem definition

As described in the previous section a 1/20™ was tested. The test proved the concept of the water being
pumped through the system by the resonating response of the first column. Additionally, some work was
done on the behaviour of a single column with mass transfer [3-5] in addition to the research on the behaviour
of conventional oscillating water column [6, 7]. However, the coupled system of two submerged columns has
not been investigated in detail, known to the author. Secondly, the scale test did not incorporate the damping
associated with the generation of energy by a turbine. Concluded, a working concept has been developed but
is lacking a scientific basis describing the full dynamics of the energy converting system.

1.3. Aim of the research

The aim of this research is to investigate the behaviour of the presented system. The analysis of the behaviour
can be split into two parts. The first part is to investigate the effect of the coupling of the two columns by the
air chamber in addition to the mass transfer. The second part is to analyse the effect of the power take-off
on the response to predict the performance of the Neptune. To achieve the aim of this research the following
main and sub-questions will be answered at the end of this report.

* How does the model respond to a periodic load?
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— What is the influence of the mass transfer between the two columns?

— What is the influence of the power take-off?
¢ What is the performance of the model?

— What is the influence of the turbine diameter?
— What is the influence of the incoming wave height?

— How does the performance compare to other WECs?

¢ How does the numerical model compare to the performed experiments?

1.4. Approach for the research

To reach the aim of this research a model is made to simulate the behaviour of the system. Firstly, a set of
non-linear differential equations is derived for the motion of the water columns and the dynamics of the air
chamber. Additional equations and variables are derived representing the hydrodynamic loads, the response
of the turbine, the mass transfer between the columns and additional changes in momentum associated
with the mass transfer. It is important to note that the determination of the hydrodynamic coefficients and
the design of a variable speed turbine do not fall within the scope of this research. Secondly, the non-linear
equations have been linearized to determine the full-scale dimensions for the desired response of the system.
Next, the non-linear response is solved by numerical integration in the time domain for regular waves only.
Furthermore, the dimensions of the scale model of the experiments represented for the numerical model
and its results compared with each other. Finally, the technical, operational and financial feasibility will be
assessed.

1.5. Outline

In the second chapter, the literature study is presented, discussing the state of the art of WEC technology.
In chapter 3 the theoretical model is derived. The starting points and the requirement for the model are
determined in chapter 4 together with the full-scale dimensions used to obtain the time domain results of
the system in chapter 5. In this chapter, the influence of different parameters is presented together with
the performance of the system. In the sixth chapter, the previously performed scale tests are presented and
compared to the numerical model. In chapter 7 the technical, operational and commercial feasibility of the
proposed design is presented. The final chapter will answer the research questions stated in section 1.3 to-
gether with the recommendations for further research.






Literature Review

In this chapter, the state of the art of wave energy technology is introduced. First, the potential of wave energy
is described. Then, various concepts of wave energy converters are presented and followed by the associated
modelling principles of the considered concept.

2.1. Energy in waves

First, it is essential to analyse the potential power available in the waves. As the wind blows over the water,
it transfers energy to the waves. This provides an energy concentration in the water near the free surface.
The energy density of sea waves is high compared to other renewable energy sources [8]. The waves can
travel thousands of kilometres, from the American side of the Atlantic Ocean to Europe, with little energy
loss. Travelling east with a westerly wind, the energy flux in those incoming waves can be considerable in
deep waters. While approaching the shoreline, the energy decreases due to the interaction with the seabed.
Despite the reduced energy in the coastal areas, it has the advantage of being close to the land and power
grids. Figure 2.1 depicts the average annual wave power for various locations over the world. This data was
used in [1, 9] to estimate the theoretical yearly wave power in nearshore areas, suitable for energy converter
device. The resource potential is assessed between the 2 and 3 TW. In the following sections, the wave power
calculations are presented for regular waves and wave spectra.

2.1.1. Calculate available power

Wave measurements detect the surface elevations from which the wave height and periods can be found.
From this data, the power in waves can be determined as described by [11]. The first step is to determine the
deep water wavelength from the found wave periods:

Average Annual Wave Power (kW/m)

Figure 2.1: Average annual wave power [10]
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TZ
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Where g =9.81 ;—rzl is the gravitational acceleration, and T, is the wave period in seconds. From the deep water
wave length the local wavelength is given by:

(2.1)

2
L= Lotanh( ﬂdw)

(2.2)

Where d,, is the water dept. Next, the potential, kinetic and total wave energy per unit horizontal area is
calculated:

Epotenlial = Ekinetic = %pga?u 2.3)
1 1 .
Etotal = Epotential + Ekinetic = nga%u = Engfu
Where p = 1025% is the density of the seawater , a,, the wave amplitude and H,, = 2a the wave height in
meters. From the energy in waves, the total energy transport, available wave power, is determined:
Puave = EtoralCg (2.4)

Here cg is the group velocity given by:

1 2kydy ) g
=nc=-|1+—m™ ™ M —tanhk,d 2.5
Cg =1¢ 2( T Sinh2kydy )\ T, et (2.9)

With k,, = 27” being the wave number. The total power per meter wave crest is calculated by:

P =|-pgH, ||z |1+ ——F ——tanhk,,d 2.6
wave (8pg W)(z( sinh 2k do )V ooy @9
For deep water waves, the dispersion relation applies w,, = v/ gk, for the linear wave theoryand T, = 5—;’,,
the power in deep water waves can be approximated by:
Pyave = LPgZI'IZ Ty 2.7
327 v

Equation (2.6) is dependent on both the water depth and wavelength. For the relation between the water
depth and the wavelength, the water depth conditions are formulated:

¢ Shallow water when dTW < %

¢ Deep water when dT'” > %

¢ Transitional water when % < d—L“’ < %

The relation between the wave height and the wavelength determines the wave steepness s = % Both
the wave steepness and the water depth situations are important when applying the linear wave theory. The
linear wave theory can be applied for waves with low steepness and when not in shallow water. A more
realistic wave climate approximated by linear wave theory is obtained by the use of a combination of multiple
regular waves with different period and amplitudes. However, sea waves are often asymmetric and appear in
a wide spectrum of periods and corresponding wave heights. Higher order wave theories are required to
allow for such waves. These theories also allow for waves with high steepness and shallow waters. Examples
of higher order theories are Stokes wave theory, cnoidal wave theory and stream-function theory. In deep
water sea states, the average energy density of the gravity waves is given by:

1
Espectrum = 1_6ngan0 (2.8)

Where Hy is the significant wave height, derived from the spectral moment. Using the relation of P = Ecg
results in the average power of the wave spectrum:

1
Py = _szHrzno T_10 (2.9)
647
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Where T_ is the spectral peak period of the spectrum. In equations (2.7) and (2.9) it can be seen the total
energy in a wave spectrum from the significant wave height and the spectral peak period is half the energy of
a single wave with the same wave height and period.

2.2. Wave energy converters

Over the years, significant efforts have been made in developing devices to harvest the potential power in the
waves. By 1980 already over one thousand patents have been registered with its oldest record dating back
to 1799 in France [12]. Even now, new concepts are under research and development. Opposite to the wind
industry, where the industry has converged to a general idea, the concepts in the wave energy industry differ
significantly from each other. The structures are varying from fixed to floating to wholly submerged. Nu-
merous types of energy converters are used to generate the power; air turbines, hydraulic turbines, hydraulic
motors or linear electrical generators. In [12], different types of wave energy converters are conveniently
classified by their physical principle in three categories; oscillating water columns, oscillating bodies and
over-topping converters. In the following sections, the technology behind these categories is introduced.

2.2.1. Oscillating water columns

Oscillating water columns (OWC) generally comprises of a semi-submerged chamber, with an opening below
the water surface and air trapped in its upper part. The water column reacts to the periodic pressure fluctu-
ations of the incoming waves, resulting in an oscillating motion of the inner free surface. This motion com-
presses and decompresses the air in the chamber, forcing the air through a turbine that powers a generator.
As a result of the invention of a bi-lateral turbine, such as the Wells turbine invented in the mid-1970s, flow
rectifying valves were not required anymore improving the efficiency of the power extraction significantly.
The structural designs for OWC are varying between both fixed as floating. Most fixed OWC are installed on
the shoreline or near shore since 1985 several full-scale prototypes have been built [7]. The full-scale plant
built in 1999 on the island of Pico, Portugal, with a capacity rated at 400 kW is has been operational until
2018 when it partially collapsed. The low durability is a common issue with the designs of OWCs, the rough
environment taking its toll on the structure resulting in high building coast. Some of the more recent designs,
therefore, combine the OWC in breakwaters [13].

Apart from a fixed structure, a variety of floating OWCs have been developed. Floating OWCs have the
advantage of being able to deploy further away from the shoreline. The first floating wave energy device was
a navigation buoy, powered by an air turbine. This device, developed by Yoshi Masuda, was commercialised
and deployed since 1965 and is considered the first wave energy device in the modern wave power technology.
Later large scale floating devices were developed on large barges or more straightforward concepts of an
axisymmetric buoy.

2.2.2. Oscillating body devices

In oscillating body devices, energy is generated from the motion of a rigid body excited by wave-induced
forces. The motion of the body relative to a reference object is damped extraction power. Over the year many
different combinations of shapes and modes of motions between the oscillating body and the reference object
are opted, from heaving systems to devices conversing pitch motions into energy. The systems vary from
floating to fully submerged structure. An interesting example is the Archimedes Wave Swing [14]; this device
is a completely submerged point absorber with an enclosed air chamber, similar to the considered concept.
With a bottom fixed air filled silo and a movable upper floater. The floater oscillates due to the wave presses,
compressing the air inside. A linear electric generator converts the motion of the floater into electricity.

2.2.3. Overtopping converters

The third classification is the overtopping converter. This system forces water over its structure into a reser-
voir; the elevated water level within the reservoir creates a pressure difference between the reservoir and the
sea. By releasing the water back to the sea through turbines, power is generated. This principle is both ap-
plied to an onshore reservoir as a floating system. Of the first, a prototype was built in Norway in 1985 in the
form of the TAPCHAN (Tapered Channel Wave Power Device). This device had a capacity of 350 kW and was
operated for a few years [12]. A more recent device is the Wave Dragon [15], this floating device reservoir with
wings to guide the waves to the centre ramp and into the reservoir.
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2.3. Numerical Modelling

This section aims to give insight into the theoretical and numerical modelling of wave energy devices, focus-
ing on the aspects related to the modelling of the Neptune. This comprises the motion of an oscillating water
column, the pneumatic air conditions, weir overflow and turbine modelling.

2.3.1. Oscillating water columns

This section focuses on the theoretical hydrodynamic modelling of OWCs. The first theoretical model was de-
scribed by McCormick [16, 17]. Here, followed by Evans [18], the equation of motions were derived assuming
no horizontal variations in the elevation of the air chamber, the rigid piston approach. This approach models
the internal water surface as a rigid piston, where the volume flow is directly related to the displacement of
the water surface x. The governing equation was given by:

mi=—-pgAcx+ fr+ fe—Acp (2.10)

Here m is the mass of the piston, A, is the area of the piston, p is the water density, g is the acceleration
of gravity, f; is the hydrodynamic radiation force, f, is the excitation force, and p is the excess pressure of the
air chamber. In reality, the surface elevation varies over its width and does not satisfy the dynamic boundary
condition of the linearised hydrodynamic theory for irrotational flow [19]. The correct way of modelling is the
applied-pressure description, which complies with the dynamic boundary condition. In the latter method,
the volume flow is derived from the change of air volume in the chamber. Decomposing the flow rate of
the column into a radiation flow rate, due to the motions in absence of the waves, and the excitation flow
rate, due to the incoming waves in the absence of a dynamic pressure in the chamber, allows us to solve the
problem as a linear wave diffraction problem common in ship hydromechanics [20]. The rigid piston gives a
good approximation for low frequencies, and a very long wavelength compare to the horizontal length of the
system.

The pressure in the air chamber is a function of the volume of air and the thermodynamics of the (de)compression
process in the air chamber. In a simplified situation, we would assume a linear relationship between the pres-
sure and displacement of the piston or volume flow. It is resulting in a system that can be linearised and solved
in a frequency domain analysis. However, the thermodynamic process is not linear and requires the system
to be solved in a time domain analysis. Furthermore, in equation (2.10), the radiation and excitation forces
are not specified. The radiation force can be decomposed in the frequency dependent the added mass and
the radiation damping. In the frequency domain analysis, these coefficients can be solved for each specific
frequency. A common representation has been given by Cummings to apply these coefficients in the time
domain. Assuming the added mass to for a very high frequency, m, ~ and expressing the radiation damping
by a convolution integral, this gives:

t
(m+ma,oo)jé—f H(t—-1)Xdt+ pgAcx+Acp=fe (2.11)
0

Where H is the memory function related to the radiation damping, to solve the system, the hydrody-
namic coefficients still have to be computed. Codes based on the boundary element method can compute
the coefficients for ships and marine structures. Lighthill [3] derived the hydrodynamic coefficients in a two-
dimensional mathematical analysis for submerged resonant ducts. The coefficients are related to the wave-
length geometry of the entrance, the direction of the opening concerning the free surface, the width and the
submerged depth. In this model, a rigid body approach was used. The models above are based on Laplace’s
equation and linear wave theory, to account for fluid dissipation effects coefficients have been derived from
experiments to be used in the simplified models [21-23]. Such effects may be over or underestimated in the
high energy conditions close to resonance. To account for these effects, computational fluid dynamics may
be deployed, based on the Reynold-averaged Navier-Stokes (RANS) equation in combination with an appro-
priate turbulence model:

2.3.2. Thermodynamics of an air chamber

As mentioned in the section above, the compression and decompression of air is a non-linear process. This
effect was modelled for the first time in ref [24] as a simple isentropic relationship between air pressure and
the density, assuming adiabatic conditions, given the small temperature oscillation and short timescale for
heat exchange. However, the turbine flow changes the entropy of the system, mainly during the inhalation
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phase [25]. During the exhalation phase, constant entropy for the air remaining in the chamber was found.
Consequently, for isentropic processes, we can write:

Pair(Patp) T = pD(pat p+pe) 7 2.12)

Where p,ir and p(t) are the densities of the respectively uncompressed air and time-dependent compresses
air, pgy, p and p(t) are respectively the atmospheric, static and time-dependent pressure in the chamber and
Y denotes the polytropic exponent. For a perfect turbine resulting in an isentropic pressure condition with
Y = 1.4. In the Archimedes Swing, containing a fully enclosed air chamber, the relation is used to derive the
pressure due to the volume change: [26]

V. Y
act,av ) 2.13)

(Vaer (1))

Where V,t,qv and pg 4, is the time-averaged volume and air pressure in the chamber and V. (?) the
time-dependent instantaneous volume.

Pa= Pa,av (

2.3.3. Turbine
As mentioned in the general section of OWCs, the air turbine response can be estimated for a linear relation-
ship between the mass flow and pressure from the turbine characteristic curves. The pressure and direction
of the flow oscillate with the motion of the free surface, to take this into account the bi-axial turbines, such as
the Well turbines, are used.

In hydro plants hydraulic turbines are used, the energy generation is power by the pressure and discharge
relation.

P=QAp (2.14)

Here P is power in Watt, Q is the discharge in cubic meter per second and Ap the pressure difference
between both sides of the turbine in Pascal. The actual power generated also depend on the dimensions
and rate rotation speed of the turbine. The generated power is derived from regression relations between all
variables [27]. For most hydro energy plants, the pressure and discharge are stationary. The energy extraction
can, therefore, be optimised easily for the given pressure head. The extraction of energy in less stationary
flows introduces some difficulties.

For example, the Wave Dragon is required to operate at discharges, and pressure heads varied over time
[15]. A Kaplan turbine was designed to account for these variations. Consisting of a fixed number of blades
and fixed guide vanes. Many smaller turbines are used to improve the efficiency of the operation, which can
be switched on and of separately. For optimal performance in a wide range of pressure heads, 0.4-4m, the
turbines were designed to operate at variable speed, using inverter controlled permanent magnet generators.
Variable speeds direct drive power generators are also found in the wind industry, using a frequency converter
allows for the variable speed to adapt for the variable wind speeds [28, 29].

2.3.4. Weir discharge

Lastly, the modelling of the weir discharge is discussed. The flow over a weir is widely discussed and anal-
ysed for mainly horizontal steady flow conditions. In these conditions, the discharge over the weir can be
expressed as a function of the height of the free surface above the weir H, the width of the weir b and the
dimensionless geometrical parameter C, representing ration of the actual and the theoretical discharge de-
termined experimentally. [30]

Q=g?H2bC (2.15)

In [31] and experiment was described consisting of a vertical duct out from which water was pumped. The
top of the bulge concerning the exit was measured for different velocities resulting in the following relations:

Dv*
”l = 3 ? (216)
This relation was obtained for a cylindrical duct for free flow in all directions. In [5], the dynamics re-
sponse of a similar system was analysed numerically, the fluid above the exit assumed to be drawn off instan-
taneously for the complicity of the dynamic flow.






Theoretical model

The present chapter describes the modelling approach toward the physics around the Neptune wave energy
converter. First, the geometrical scheme of the concept is presented, followed by the derivation and descrip-
tion of the non-linear governing equations motion for the water columns and pressure in the air chamber.
From the non-linear simplified linear equations will be obtained.

3.1. System description
The Neptune Energy LTD wave energy converter concept design is depicted in figure 3.1. This circular con-
cept consists of four key elements, the central water column with a vertical entrance to the surrounding wa-
ter, the inner air chamber including the separation weir, the second water column and the turbine in the exit
pipe to the surrounding water. For the purpose of the analysis a rectangular concept is proposed, presented
in figure 3.2.

The dimensions and parameters in 3.2 represent the initial volume Vj and the initial pressure py of the air
chamber, the pressure is given by:

Po = Patm + P&hc+ Pair(t=0) (3.1)

where p,m is the atmospheric pressure, k. is the equilibrium level of the inner free surfaces of the column
with respect to the surface level of the surrounding water and p,;, the time dependent variable of the pressure
difference inside the chamber. The two water columns are denoted by the subscripts 1 and 2, for respectively
the left and the right column. The columns are separated by the air chamber and the weir, the level of the
weir is denoted by z,, positive upwards from h.. The free-surface levels of both columns are given by the time
dependent variable x; and x», positive values are upward toward the free surface of the surrounding water
and zero at h.. The area A in the columns is composed of the width of the column and the total width of the
structure, in-plane in figure 3.2. The areas are assumed constant over the lengths L of the sections, where

40 m 1A
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Figure 3.1: Drawing full scale Neptune, as design of Neptune Energy LTD.
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Figure 3.2: Cross-section of the submerged Oscillating water column, symbols denote the geometrical characteristics.

the subscripts c1 and c2 denote the vertical sections below the inner free surface and 1 and 2 the sections
before the openings to the surrounding water. To incorporate an turbine in the column section Ly, it has a
circular cross-sectional area A,, with diameter D;, much smaller than the areas A;, A1 and A, as discussed
in chapter 1.

3.2. Model Derivation

In the previous section the time dependent variables for the inner free-surface displacements were defined,
the free surfaces are connected to the surrounding waters. The flow in the fluid medium is expressed in terms
velocity potentials ¢, under assumptions of linear water-wave theory. The potentials needs to satisfy

V=0 in fluid domain

n-V¢p=0 on fixed boundaries (5.2

Where n is the normal vector at the boundary. The linearized dynamic free surface conditions of the
free-surfaces n are given by:

- Pw 3.3
ar (3.3)

0 Bair on internal free surface
+8n=
0 on outer free surface

The kinematic free surface conditions are given by:

on _0¢

or 0z

As discussed in the previous chapter, the variation of the inner free-surface over its width can be solved by

several approaches. Under the assumptions of a long wave length L,, compares to the width of the column,

neglecting the inner free surface variation results in a good approximation of the real situations. Using this

rigid piston approach to model the inner free-surfaces the velocity of the free surface is directly related to the
free surface, resulting in the expressions of the potentials:

01,2
0x

(3.4)

=X12 (3.5)
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Additionally, assuming an incompressible fluid and neglecting the velocity profile within in the cross-
section, the velocities inside the columns sections can be written by:

_ Ao g
V1 = _Acl X1
Acl 5y
Vel = X1
Al (3.6)
— c2
Uy = _AZ X1
_ A .
Vel = 75, %1

Under the assumptions above the column can be seen as a rigid oscillating body. In the following section
the equations of motions for the system are derived.

3.2.1. Derivation of the equation of motion water column

In this section the equation a motion an oscillating water column is derived from the for the control volume
V¢, indicated in figure 3.2 by the red box. The volume occupies the full volume from the entrance to the weir
level.

Ve=L1A1+(Le1 +zw)Act (3.7

Within the control volume the total mass is changes with the motions of the free surface. To account for
the internal change of mass the equations are derived from the 1D conservation of mass and momentum
equations. This approach differs from previous works which derive the motions of water columns [5, 13, 31,
32] from the Bernoulli equation. However, the Bernoulli equation does not take into account the change of
mass.

Conservation of momentum
The conservation of momentum equation is given by [33]:

0
f ﬂ+v-(pvv) ch:f—pndS+f pngC:/ -Vp+pgdV, (3.8)
v, Ot S v, 1%

c

This equation can be simplified by removing the integrands over the same control volume, resulting in:

%’+V~(pvv) =-Vp+pg 3.9)
This can be written as:
V- (pvv) = [V-(pv)lv+pv- Vv (3.10)

Applying the chain rule differentiation, the momentum equation can be written as:

% Ly (ov) | v+ N vovv|=—vpe (3.11)
Y, P Pl3; =-Vp+pg :

From the equation the momentum associated to the velocity and accelerations can be recognised in re-
spectively the first and second term on the LHS.

Conservation of mass
The term for the velocity momentum can be derived from the conservation of mass of the Reynolds transport
theorem [34]. Assuming no weir discharge in this derivation the change in mass equals the mass inflow at the

entrance:
dm 0 .
rri Vca—’;dv+f V-(ov)dV, = pAciia (3.12)

c

Solving the integrands for control volume V;:

op .
Ve E+V-(pv) =pAax (3.13)

Here the first term of 3.11 is recognised.
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Acceleration term

The second term in (3.11) is the expression for the acceleration of the fluid particles. Assuming an inviscid,
irrotational and incompressible fluid this term can be written in the expressions containing the local acceler-
ation and the convective acceleration.

+v-V ] v vk v2 (3.14)
— V V .
at Por™P
Equation of motion
Substituting equations 3.13 and 3.14 in (3.11) gives.
6+VV2+ Aah,_ v 3.15)
Py +P AR p-p8 .
Integrating the particle acceleration over the stream line of the column results in:
ov
P dSc—( L1+Lcl +Xx1)¥ (3.16)
s, 0t

The change of the convective acceleration is only present at the free surface resulting in the integration
of:

1 1
f V-v*dS. = ~pi? (3.17)
) 2

Assuming the rigid body translation, the only change in momentum occurs at the free surface, as seen in
the convective accelerations. The integration of v becomes.

f VdSC =)C1)'Cl (3.18)
Se
Resulting in the full expression for the mass momentum off:
Ac1 X X1 2
vdS.=—Aqnpx 3.19
fsc” ve " eTy tern 49

Lastly the integration of the RHS gives:

fs -Vp—pgdS.=p+pgx1 (3.20)
Resulting in the equation of motion of the water column:
A A 1
P(EL L 4 Loy + )i+ Lxl+—)pfcf:p—pgx1 3.21)
A V. 2

Where p represents the external pressures on the boundaries.

3.2.2. Weir discharge

Equation (3.21) describes the motion of the column for displacements, in general for values of x; < z,
the weir discharge equals zero resulting in the mass change to equal inflow of volume at the opening to the
surrounding water. For values of x; » = z,, however this relation does not hold and the weir discharge Q,, has
to be taken into account.

In this analysis an instantaneous weir discharge is assumed, the expression for the weir discharge now
becomes. Taking into account the instantaneous weir discharge, it can be described as a function of the
column velocities and areas, for the conditions presented in figure 3.3. In (a) the upward going free surface
of the resonating first column reaches the weir level and the discharge to the second column equals the total
volume flow entering the column at the mouth. In (b) the level of the second column has increased caused
by the weir flow and both levels are assumed to rise of drop at the same rate, dependent on the volume flow
of both columns. (c) describes the opposite condition of (a), this conditions is unlikely to occur where the
flow direction of the second column is design to flow out of the system. Lastly (d) described the motion of
the column without the free surface levels at or above the weir, here both column are only coupled by the
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air pressure. As presented in the figure the weir discharge is assumed positive from column 1 to column 2,
resulting in the following equation for the weir discharge.

X1Ac1 X122y, X2<Zy,X1 >0
; X1Ac1+32Aco
(1 — =355, A X1z 2y, 222w
Qu= ) Ac1+Ac2 ’ ) (3.22)
—X2Aco X1<Zyw,X2=2y,XxX>0
0 X1<Zy,X2<Zy

(a) (b)

Figure 3.3: Weir flow conditions

During weir discharge the change of volume inside the column is not only related to the volume flowing
into the column at its mouth. Now this volume change is also dependent on the weir discharge.

av,

7~ ¥14a—Qu (3.23)
dV.

2 =i An+Qu (3.24)
dt

This means that during the time domain simulation the displacement in the next time step x"*! is not
only related to the velocity of of the column but also to the weir discharge.

X = x (;’c{1 - /?_Z) (£ =) (3.25)

R R (Gt .26)
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Now the velocity of the free-surface also does not equal to velocity of the column and the expressions for
the convective acceleration and the mass change momentum are modified to:

Qu \?
2 _ Qw
Pﬁ—'P(XI ) (3.27)
2 2 )
2
g [+ -
o :
A A 2
plitlize  pleldl (xl—&) (3.29)
Vc Vc Acl
Aax Ao X 2
plelil2 | pldd 1(x2+@) (3.30)
Vc Vc ACZ

In further analysis of the weir discharge the drop of the water onto the free-surface results in an additional
impact load on the receiving column, presented in figure 3.4.

' V
Z,-X Qu drop
Vcl Vv 2
C

Figure 3.4: Scheme of impact load of the discharge weir

The impact is determined by the impact velocity and the discharge, where the velocity of the falling water
is determined by the potential energy of at the weir level with respect to the free-surface of the impact:

1
pg(Zw —X) = Epyimp (3.31)

The impact velocity is the difference between the dropping water and the free surface is given by:

Vimpact = Vdrop + & (3.32)

The impact velocity multiplied by the mass flow over a weir result in a force. To obtain a pressure from this
force, the impact is assumed to be spread over the full area of the free surface. In reality the impact is local
would result in variation in the free surface, which is neglected using the rigid piston approach. The resulting
pressures for on both columns are given by:
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(Vdrop,z +X2)P|Qw|

X122 X2<Z
Pdrop,Z = Ac2 1 wr A2 w (333)
0 X1> Zy
(Vdrop1+x1)P|Qw|
— X222y, X1<2Z
Pdrop,1 = A 2= AL (3.34)
0 X2 > Zy

It is important to note that the impact is also assumed instantaneous because of the high complexity in
modelling of the impact delay. Lastly, in equation (2.16) the relation between the free surface, weir level, the
velocity and diameter was found for the flow out of a vertical circular pipe. In the modelling this effect has
been neglected in assuming an instantaneous discharge. Additionally the velocity is decreasing during the
weir discharge, for condition (a) in figure 3.3, resulting in a small effect of this additional pressure on the
column.

3.2.3. Air pressure

Besides the mass transfer the columns are coupled by the pressure in the air chamber. The variation of
pressure inside the chamber will give an additional pressure on the column; this pressure is given by p,ir.
For a static situation with the free surface level at its equilibrium position the air pressure is composed of
the atmospheric pressure and the hydro static pressure. The mass of air contain in the air chamber equals
Mgyir = V() p(t), with p,;,(2) being the air density and V() the air volume. The air chamber volume is given
by the initial volume for the static situation and the inner free surfaces:

V(D) =Vo—Acix1 —Acz X2 (3.35)
For the trapped air the continuity equation is given by:

dMgir _ dp() V(1) . . _
ar i =p(OV(H+V(i)=0 (3.36)

To obtain the equation of motion assumptions regarding the thermodynamic within the air chamber have
to be made. Given the small amplitudes of changes in pressure, compared to the total pressure, and the short
time scale for heat exchange with the water an surrounding structure the thermodynamic process is assumed
to be both adiabatic and reversible. This corresponds to a fully isentropic relation the air density and the air

pressure, defined by:
1
() - (2] o
p(8) p(0)
Where p(t) = po + Pair,» po and p(t) are the initial and time dependent air densities and y is the polytropic
exponent, for the isentropic process y = 1.4. From (3.37) the expression for the time dependent air density is
given by:

1
L
p(r)=po(%)y (3.38)

Derivation of the air volume and density give

dp() _ d (&)i _ dpm&.(&)i* 6.39)
ar ar |\ Po dat poy \ po '
av( d . .
I dr (Vo —Ac1X1 — AcaXx2) = 0— A1 X1 — Ao X2 (3.40)
Substituting (3.38), (3.39), (3.35) and (3.40) in the continuity equation (3.36) result in:
1 1
dp(?) )~ . . ()7
—Z &-(p—)y (Vo = Ac1X1 — A2 X2) + (= Ac1 %1 — AcaXe2) o (p—)y =0 (3.41)
I poy \ po po

Resulting in the final differential equation describing the air pressure in the air chamber:

Y (Ac1 X1 + Aga Xc2)

dair = + Pai 3.42
Pair (Vo — Au1 %1 — Appxa) (Po palr) ( )
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3.2.4. Hydrodynamic loads
In this section the expressions for the hydrodynamic loads are derived. The hydrodynamic pressures are split
into two parts, the first part is the wave excitation pressure and the second the radiation pressure.

Wave pressure

In this section the expressions for the wave pressure at the exit of the water columns is derived assuming
linear wave theory. Starting with the continuity and momentum balance equations for a three dimensional
control volume with directions x, y and z.

aux 0uy Ouz

+ + =0 3.43
0x 0y Oz 543
0(pu;) Ouyx(pu;) Ouy(pu;) Ou,(pu;
(P l)+ x(P l)+ y(p l)+ z(p l):Fi (3.44)
ot 0x oy 0z
for i = x, y, z. Assuming a linear theory the momentum balance is simplified to
d(pui)
=F; 3.45
o7 i (3.45)
The force on the RHS for each direction equals the pressure induced by both sides of the control volume:
op
F:=--2 3.46
i i (3.46)
Substitution in the momentum balance equations results in the three linearity momentum equations.
Ouy 10p
ot  pox
ou 10
20 (3.47)
ot p 0y
ou 1dp
T
p 0z

The continuity and momentum equations are solved by the velocity potential with specific boundary
conditions assuming irrotational flow. The velocity potential ¢(x, y, z, f) is define such that is satisfies:

Uy=—~,uy=—and u; = — (3.48)

Substitution the directional velocities of the water particle in the continuity equations results in the equa-
tion called the Laplace equations.

— o+ — =V2p=0 (3.49)
Z

The kinematic boundary conditions of at the free-surface and on the bottom can also be expressed by the
velocity potential. Where the vertical velocity u, equals the speed of the surface elevation 7 and equals zero
at the impenetrable bottom:

0p Opu;
=—= tz=0 3.50
“T%z " ot MF (3.5
0
=220 ate=-d (3.51)
0z
The momentum equations expressed with the velocity potential are given by:
0 (0p p )
— |=+—+ =0 3.52
axi(at 8% (3.52)

From this it can be seen that a arbitrary solution can be found for the term between brackets to equal
Zero:
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op p
—+— =0 3.53
T + 0 +8z ( )

This equation is the linearized Bernoulli equation for unsteady flow. From the Bernoulli equation the
dynamic boundary condition at the free-surface can be derived for Z = 7. Assuming a small surface elevation
the boundary condition is assumed at z = 0, regardless of the free surface elevation:

0
a—f+gpu,~ =0 atz=0 (3.54)

The velocity potential can be derived for a long-crested harmonic wave propagating in the horizontal
y-directions the surface elevation can be expressed by:

n(y, 1) = asin(wt - ky) (3.55)

Additionally the velocity potential for waves in y direction only can be written as an expression with sep-
arated variables:

P2 t)=Y(NZ(T(1) (3.56)

First the general solution is sought in:
¢(y,2,1) = Z(z)cos(wt — ky) (3.57)
Substitution in the Laplace equation gives:

V2¢p = —k?Z(z) cos(wt — ky) + Z"(z) cos(ky —wt) =0

Z"(2)-k*Z(2) =0 (3.58)
This can be solved for the kinematic boundary condition at the bottom:
0 0Z
—¢:0:> @ =0atz=-d (3.59)
0z 0z
Getting:
Z(2) = Acosh(k(z +d)) (3.60)
B cosh(kd) '

Where A is the unknown coefficient which can be solve for the dynamic boundary conditions at the free
surface:

10
L (3.61)
g ot
For the velocity potential given by:
( 5 Acosh(k(z+ d)) @r— k) (3.62)
X,2,t) = A———————cos(wt — .
¢ cosh(kd) J
Next, substituting the dynamic boundary condition at z = 0 into the kinematic conditions at z = 0 gives:
*p 0
—+g— 3.63
a2 "85z (369

Now, solving the Laplace equation together with the boundary conditions the particular solutions can be
found:
_wa cosh(k(d + z))
~ k  cosh(kd)

Together with the dispersion relation:

sin(wt —ky) (3.64)

w?* = gktanh(kh) (3.65)

Finally, substituting the solution for the velocity potential into the Bernoulli equation results in the equa-
tion for the total pressure:
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cosh[k(d + z)]
cosh(kd)

The first term is the hydrostatic pressure, independent of the waves. The second term is the pressure
induced by the waves.

This hydrostatic pressure will not excite the column, therefore only the dynamic wave pressure is used to
determine the wave pressure on the columns. A uniform pressure over the full area of the mouth is assumed
for wave lengths much longer than the width of the column and the incoming wave propagates parallel to
the structure. Furthermore, an undisturbed wave field is assumed at both exits, because of the submerged
structural time. This results to a pressure at the exit of the first column of:

p=-pgz+pga sin(wt—-ky) forz<0 (3.66)

cosh(k(—h;+d)) . @ui— kO) (3.67)
=pga sin(wy t— .
Pw1=p§ cosh(kd) w
Here the center first column is assumed at y = 0 and z = —h;. The resulting y-coordinate at the second
column for z = —hy equals y = Ly, resulting in a phase difference between the wave pressure on the two
columns. The pressure at the exit is now given by:

—pgaOSh ket d) o kL) (3.68)
Pwz =P84 oshtka) " .

Radiation pressure

In this section the hydrodynamic end-effects are determined. Due to the wave pressures at the exit and the
air pressures in the chamber the water will oscillated, these oscillations accelerate the water around the exit
and radiate waves. The radiation force can be decomposed which are in phase with the accelerations and the
velocity of the motions of the water mass. In the frequency domain the radiation forces can be considered
ass:

Fraa = —0*A(@)X +ioBw)X (3.69)

Where A(w), B(w) and X are respectively the frequency dependent added mass, radiation damping and
the amplitude. The derived equations of motion are highly non-linear for which the frequency domain ap-
proach is no longer applicable and is replaced by a time domain analysis. To obtain the expression for the
radiation damping B(w) in the time domain involves a convolution integral, the Cummins equation [35].

t
Fraa = f H(t-1)%dt (3.70)
0

Here the integral represents the memory effect or influence of the mast motion radiation. The added
mass is represented by the added mass at very high frequencies. A(w) = Ag44,00- In this research the response
in obtained for monochromatic waves only. Because the time domain response is only obtained for a single
wave period the values for the added mass and the radiation damping are assumed for corresponding to that
specific period:

Frqa(t) = B(w)x (3.71)

and

Fagq = A¥ (3.72)

The complex geometry and the fact that the oscillating mass is also a fluid make it difficult to determine
the radiation variables and require the application of numerical methods. Commercial codes based on the
boundary element method (BEM) are available to compute the coefficients of ships and marine structures.
These codes, like WAMIT, ANSYS/AQWA and Aquaplus, are also used frequently in the field of wave energy
conversers. The coefficients in this report are determined via a different method. In [3] the hydrodynamic
coefficients are determined using analysis by conformal mapping of local models. In this paper the coeffi-
cients have for the radiation damping D, and added length I, have been determined as a function of the
wave length, the distance between the free-surface and the entrance to the ducts and the width of the duct
perpendicular to the wave crest. The results have been validated in associate follow-up researches, in [4, 36].
The grapps of the radiation damping and the added length are given in figures 3.5 and 3.6. In the figures 4
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Figure 3.5: Radiation damping coefficient D , for mouth-upwards duct, calculated on two dimensional theory as a function of the width-
wavelength ratio n for different values of the depth-wavelength ratio % This coefficient Dy, is defined so that the energy radiated in new
surface waves takes the form (3.73) per unit breadth, when the duct volume flow per unit breadth oscillates with amplitude Q [3].

is the wave length, [ is the added length, n = IZ—?; is the ration between the width of the entrance to the wave
length and h the depth of the entrance. D, is determined for an energy disspation at rate:

1
Ewar|Qa| (3.73)

Where Q, = A X is the unit flow rate.

To determine the corresponding coefficients to the calculation parameters the graphs are extrapolated in
Matlab by the ’spline’ method. From equation (3.73) and [3] the expression for the pressure induced by the
radiation damping is derived for the time domain for a single excitation frequency:

Pr=pwwQaDr = pwy(AcX)Dy (3.74)

Here D, is given in [m™1]. The radiation damping coefficient B(w,) in equation (3.71) for pressures is
now given by:

B(wy) =pDyr(h,n,Ly)wyAe (3.75)

The pressure related to the radiation damping of both columns is given by:

. bcl .
Pr1= By (ww)X1 = pwyDy (h1, —,Ly)Ac i1
Ly
D (3.76)
t .
Pr2 = pwwDr(hy,—, L)) A2 X2
Luw

Now, the desired response, uni-directional flow, in the does not match response for which the coefficients
are determined, oscillating flow. Therefore, the radiation damping of the second column is taken into account
in the head loss associated to pipe flow at an exit to a large reservoir.

Additionally, the dimensions of the exit is far from the range of the variable in figure 3.6, the added mass
can therefore not be determined accurately. In the terms for the acceleration of the second column it can be
seen that the length of the small diameter exit governs the total term for the acceleration. This principle is
also used to obtain the uni-directional flow, however the influence for large inertial term on the resonating
first column is small. Therefore the added length is not determined for the second column, but an equivalent
length is used. This equivalent length will be tuned for the desired response in chapter 4.
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Figure 3.6: Added-mass curves in the mouth-upwards case, giving the ratio rTl/l of the effective added length of duct to the width nh of

the duct mouth, as a function of the ratio % of mouth depth to wavelength. [3]

Acz
Leq,Z = 2 (LZ + La,Z) +Lep+ X2 (3.77)
2

Finally, the pressure related to the added length of the first column is given by:

A b .
Pa1= A—Cllla,l (hlr L—Cl,Lw) X1 (3.78)

w

The coefficients used in the calculation are presented in chapter 5.

3.2.5. Hydraulic turbine

In hydraulic power plants energy is generated in stationary conditions. However in the current model excited
by periodic waves the system is dynamic. In conventional oscillating water column models air turbines are
used to generate energy, these turbines can generate energy from a bi-directional flow allowing the model to
work relatively efficient for oscillating flows. In the modelling the response of the dynamic system results can
be estimate fairly accurate by simplified turbine models, or even linearized in the case of Wells turbines|7].
Water however, has a much larger density and viscosity than air and is much less incompressible. In station-
ary flows this results in a direct relation between the flow and the force giving high efficiencies in the power
take-off. For dynamic oscillating system it gets more complicated. The design of a turbine for a dynamic sys-
tem is outside of the scope of the project, therefore the modelled turbine for the dynamic response is derived
from the regression relations of a stationary turbine highly simplified under the following assumptions.

¢ The turbine operates under a constant rotational speed

* Energyis extracted only for flow exiting the system, for the opposite flow direction the flow is considered
to be undisturbed by the turbine.

Following these assumptions, the power generated by the turbine is calculated from the empirical regres-
sion relation between the specific speed N; and unit discharge Qq; for bulb turbines found in [27]:
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Figure 3.7: Relation between turbine power and water velocity for different rotational speeds according to empirical relations from Bulb
turbines [27]; a turbine diameter of 2m is used.

NPO3

k:
Ns=kiQ; = H125

(3.79)

Where k; =390.561 and k, = 0.8209 are the coefficients for power take-off P in kW and rotation speed N
in r pm. The unit discharge is given by:

Q  Axi

Qu = ~
D% HO5 D% HO5

(3.80)

For the stationary turbine the pressure head H, here in m, equals the stationary head of the water. In the
dynamic conditions this head will accelerate and decelerate the water and will not be directly felt at the tur-
bine. Therefore the dynamic pressure felt at the turbine will be used to calculate the response of the turbine:

1 (A ;)
H= % (3.81)
The final expression for the power take-off of the turbine is now given by:
Q ke pnes 2
Prur = (lq (W) T) (3.82)

Where both Q and H are time dependent. Finally, the pressure drop corresponding to the power take-off
is calculated by:

(3.83)

In Fig. 3.7 the performance curve of the turbine is given for different velocities with a turbine diameter
D, =2m. As aresult of the simplified turbine model with a constant rotation speed, in the graph the output
power is higher than the available power in the flow. An optimized turbine with a variable speed is capable to
deal with this difference. In this report, the results with velocities higher than the limit velocity will be used to
determine the potential of the device. To be able to indicate the results to be below or above the flow velocity
limit, the limit velocities for different rotation speeds and turbine diameters are presented in appendix A.
Lastly, it is important to note that the turbine efficiencies are not taken into account.
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3.2.6. Head losses

The derivation of the equations of motion for the water columns the fluid was assumed inviscid and irrota-
tional, in reality however, water is none of the two. To take the effects into account the head losses for friction
and the minor head losses in the system. The friction losses at the walls are given by the Darcy-Weisbach
equation.

fo—=f v (3.84)
Pfriction=1P > :
friction Dhydraulic 2

Where f is the Darcy friction factor, L is the length of the section, Dyy4rquiic is the hydraulic radius and v
the velocity in the section. In the first column the hydraulic radius is assumed big with respect to the length,
therefore the friction factor is neglected.

The minor head loss equation is given by:

p = 1 (—Cl)z X 131 (3.85)
= X1 1% .

loss,1 2 w !1 1141

For the first column, the coefficient K, = 0.75 was found for a similar kind of vertical column with a U-

shape [37].

In the second column the diameter of the turbine is much smaller than the rest of the other column, this
results in higher velocities and a smaller hydraulic radius, the friction factor cannot be neglected. The friction
factor f = 0.024 is assumed for a turbulent flow (Reynolds number ranging from Re = 2 — 6 x 10°%) using the
modified version of the Colebrook White equation:

= 0.25 (3.86)

(108 (55 + 23%))

Where a concrete roughness factor of € = 0.3 and the preliminary turbine diameter of D; = 2m are used.
Besides the friction the flow into the narrow tube introduces minor head losses, with the area of the first
section of the column much large than the second section and a single direction flow, the losses are assumed
for an inlet flow from a reservoir to a pipe section. To reduce the losses the transition to the pipe is assumed to
be smooth, corresponding to a loss factor of K, ;1.; = 0.35 [38]. As mentioned in the hydrodynamic section
the damping at the exit will be taken into account by the exit loss. In general the head loss coefficient of an
exit equals K=1, where all kinetic energy is to be dissipated entering the surrounding water. At the turbine the
velocities very height, causing a head loss equal to the kinetic energy resulting in a highly damped system.
It is therefore important to reduce the head loss pressure in the exit. For this report a head loss coefficient
equal to the inlet coefficient is assumed, with both coefficients related to the velocity through the turbine.
The detailed design of the exit and the calculation of the hydrodynamic effects are outside the scope of this
project. Therefore, the total head loss coefficient in the second column is assumed Kj,ss2 = 0.75 for both the
entrance and exit effects as the internal friction.

3.3. Calculation method

The ordinary differential equations described above are solved numerically. The equations are non-linear and
the exact solution can’t be solved. To solve the equations approximated solutions can be such via numerical
methods.

3.3.1. Eulers method

A common used method is the Euler’s method. In this method the acceleration and velocity are determined
for each time step, resulting in a time series response. To obtain the displacement x and velocity x of each
time step the Taylor series expansion is used:

X (to) 2 X (tp)
n +(t—ty) T

x(8) = x (L) + (t — to) (3.87)
Fortj=ty+Atand At < 1, to+ At — ) = At.

x(tl)zx(t0)+At$ +At2%€0)+O(At3) (3.88)



3.3. Calculation method 25

For values of At <« 1 the terms in the equation become progressively smaller proportional to the power of
At. A similar approach can be done to obtain the velocity. However, the third derivative of the displacement
X cannot be calculated resulting in:

X(1) = k(1) + (A === (0) +0(AP) (3.89)

The velocity error is larger than the displacement error. Slnce both outputs, the overall error is governed

by the velocity. The displacement can also be generalized to a first order equation without introducing un-
necessary large errors. Generalizing the equations for any time step n, £, = fo + nA¢:

X" =x"+ Atk + O (AFP)

=5+ Atk + O (Ar?) (3.90)

Both equations can now be written in matrix form. When solved an approximation for the displacement
and velocity is found by:

" 2 + A (3.91)
Where:
n
u' = in (3.92)

In truncating the found equations a truncation error is introduces. The found equations are the solver
for the ordinary differential equations according to the Euler’s method. The error was O (A#?) resulting in a
second order solver.

3.3.2. Runge-Kutta methods

In this report the time series results are obtained using the Matlab function ODE 45, here the time Runge-
Kutta method with a variable time step is implemented, a solver of the 4™ or 5! order. The principle of
the Runge-Kutta method is first explained for a 2"¢ order problem, from which the higher order is easily
explained. Consider the initial value problem [39]:

du =f(t,u) tr=0 (3.93)
=f(t,u), u=uy att= .
dr 0
The displacement is given by:
" =u" + au+ bw (3.94)
Where u” =u(nAfg),
=Aif(",u") and vy =Af(t" +aAr,u" + fvy) (3.95)

a,b,a, and f are constants to be determined so that equation (3.94) is in agreement with the Taylor for-
mula:

2u d3u

du 1
" =ut + A —1" +—At t"+—At3—t”+-~ 3.96
AP (a0’ (3.96)

From the initial value problem in equations (3.93) the second derivative of the displacement can be writ-
ten as:

d*u_of of du

— == 3.97
arz "ot oudr (5.97
Substituting the equations for the initial value in the Taylor formula (3.96) results the expression:
of of
n+1 n n n . .n
= Atf(t", =(At +—f| (",
u u” +Arf(1"u") + ( ) ( 3t 3 )( u”)
0%t Ozf 0%t of of of of (3.98)
At +2——Ff+ ——ff+ — —f| (" u” :
( ) (61‘2 dtou  ou?  oudr  oudu )( )

+ O(At4)
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A similar expression is found after substituting the expressions for v; and v, in the Taylor formula.

of of
u" =u" + (a+ b)Atf(t",u") + AL (aa + ﬁaf) (t",u™)

(3.99)
1 ,0°f 0°f 1, 0°f
+DAL | =a?— + f+ = 2—ff) ", u")+ 0!
2% 5 TPy 5t 5 F 5!t (1 u") 0
Comparing both equations implies:
1
a+b=1, bazbﬁzg (3.100)
Thus the coefficients can be taken as:
1
a:hzi and a=f=1 (3.101)
The expression for the second order Runge-Kutta method becomes:
1
"l =u"+ 5 [f(¢",u") +f[t”+1,u” +Af (1", u"))] (3.102)
Applying the same method result in the 4™ order Runge-Kutta method:
n+1 n 1
u =u +6(V1 +2vy +2v3 +vy) (3.103)
For:
vy = Atf (", u")
— n_ 1 n,1l
vo = Atf(r +%At,u +%v1) (3.104)

v3 = Af(t" + ;ALu" + 5v))
vy = Atf (£ u” +vs)

3.3.3. Solving the matrix equation

With the methods above the displacement and velocity can be determined for each time step. To be able to
obtain both variables, the acceleration and velocity, of the time step should be solved. The acceleration can
be determined by solving the matrix equation.

X () =M™ (F (1) — CX (£n) — KX (1) (3.105)
The velocity used to determine the displacement in time step n + 1 is given by:
2} (1) = o (1) — 240002

. . (3.106)
it () = %1 (1) + S5 12

Now the vector i” is known:

. X.
u=1"2, (3.107)

n+1

Subsequently the u”™* can be solved by the numerical methods described above.

3.3.4. Post-processing
The ODE45 solves only gives the time dependent variables as an output, displacement, velocity and the air

pressure difference. All other values such as the acceleration, weir discharge, power, pressures have to be
calculated afterward in the post processing.
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3.4. Conclusion

In this chapter the theoretical derivation of the equations of motions were given. The final non-linear differ-
ential equations describing the motions of the water columns and the dynamics of the air chamber are:

A Acxp 1 2
P(A—Cll(h +La,1(Tw))+Lcl+x1)551+(L+—)P(xl_&) +tP8X1+ Pair

Vo | 2 A (3.108)
= Pw1+ Pr1t Ploss1 — Pdrop,2
Ac2 . [Acx2 1) ( . Qu )2
—— Lo+ Lgp(Ty)) + Lep + X2 | X2 + + - Xo+——| +pg&X2+ Pai
Iy A (Lo + Lap(Tw)) + Lea + x2 | &2 Vo |2 plx2 A P&X2+ Pair (3.109)

= Pw2 t Ploss,2 T Ptur2 — Pdrop,2

, Y (Ac1 X1 + Ao Xc2)
ir = + pai 3.110
Pair (Vo— Ac1x1 — Ac2x2) (Po+ pair) ( )

3.5. Discussion

The model derived above is a representation of reality. Despite the non-linear equations of motions, several
assumptions have been made in the derivation. A brief overview of the assumptions is given below.

» Linear wave theory is applied. In the derivation of the wave pressures, the fluid is assumed homoge-
neous, inviscid and incompressible, the surface tension is neglected, the flow is assumed irrotational,
the waves are long-crested, and the amplitude is considered small. Furthermore, the pressures are cal-
culated assuming undisturbed waves.

¢ The areas of the columns are assumed small with respect to the incident wavelengths. Uniform wave
pressures and no vertical variations in the internal free surface are present. The effect of the weir dis-
charge on the latter is neglected. Also, for larger free surface areas compared to the wavelength, this
assumption losses its validity.

¢ The pressure inside the air chamber is assumed uniform. Also, ideal gas laws are applied, the compres-
sion and decompression of the internal air chamber are assumed an adiabatic reversible process. The
non-linear air pressure is related to the flow in and out of the two columns.

¢ The radiation pressures of the first column are extrapolated from graphs in known literature. The shape
effects of the specific structure are not taken into account. Reducing the accuracy of the values. The
radiation damping in the second column is taken into account in the pressure losses coefficient, and
the added length is assumed small compared to the total inertia of the column.

» To obtain the response of the turbine, a linear relation is assumed between the instantaneous dynamic
flow state and the regression relation of stationary turbines for constant rotational speeds.

¢ For each column, a single pressure losses coefficient are approximated for the transitions in shape of
the cross-section. The coefficient is applied to the highest velocity occurring in the column. After the
detailed design, more valid parameters must be determined.






Model design

In this section the dimensions for the proposed model are determined. First, a possible location is proposed
and its environmental conditions found to determine the dimensions. Thereafter, the linear equations of
motion are derived to obtain the linear natural frequencies and eigenmodes. Lastly, using the environmental
conditions and the linear equations the inner dimensions of the model are determined.

4.1. Environmental conditions

In the final non-linear analysis the excitation force is modelled for monochromatic wave only. However, it
is of interest of how the system would respond in a real wave climate. The system is therefore designed
for environmental conditions found on a real location. In figure 2.1 of chapter 2 the west coast of the UK
shows high average annual wave powers. Therefor the parametric design will be based on the environmental
conditions associated with a location at the west coast.

4.1.1. Site selection

An important criterion for the site selection is the water dept. The wave pressures exciting the system de-
crease exponentially over the depth, in order to be able to generate the highest amount of energy the struc-
ture should not be submerged too deep. This moderate depth is found at several locations on the continental
shelf, water depths ranging from d,, = 20 — 60m are also found at the Hebrides Shelf, around the Hebrides
Isles at the west of Scotland 4.1. A location in this area is assumed for the determination of the wave climate.

4.1.2. Wave climate

In the area of the desired locations several wave data results were found as shown in figure 4.2, NEXT grid
point 15609 is used to analyse the wave climate. The wave rose and histogram of the wave direction, height
and period at this location are presented in appendix B. The spectral peak period between T, = 9and 10s
was observed and the mean annual significant wave height is H; = 2.9m , the seasonal variation of significant
wave height is between H; = 1.7 and 4.4m . The extreme significant wave height measured was H; ;;;qx =
13.5m. The dominant wave directions are West and Southwest, with an occurrence of respectively 45% and
30%.

4.1.3. Depth

As stated above the depth is an imported parameter to harvest energy from waves. If the structure is close to
the free surface it will experience higher pressures than further below. To avoid exposure to the free surface
at extreme conditions, exposing the structure to high impact loads, and to avoid collisions with vessels ac-
cidentally passing over the structure a minimum submerged depth is assumed, denoted by h; in figure 3.2.
The maximum wave height equals approximately two times the significant wave height [11]:

Hypax =2Hg =27m 4.1)

The maximum amplitude therefore equals a;;,4x = 13.5m. From the maximum wave amplitude and an ad-
dition depth for safety, the submerged depth is set to h; = 20m. Next to the minimal submerging depth, the

29
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Figure 4.1: Water depths Hebrides Shelf [40]

inner dimension also require a large air chamber and the water level of the inner free surface may not be
lower than the vertical side wall and discharge air from the air chamber. To take this space into account a
structure height of again 20 meters will be used. The total depth used in the simulation there for is d,, = 40m.
This depth is also found in the selected site.

4.2. Linear equations of motion

In this section the linear equations of motion are derived from equations (3.108), (3.109) and (3.110). The
linear equations of motion will be used tune the inner dimensions of the model to resonate at the desired

wave frequencies.

4.2.1. Equations of motion of the water column

First, the equations of motion of the two water columns are linearized. The first non-linear term that is dis-
regarded is the weir discharge. The weir discharge decouples the velocity of the column to the displacement,
the influence on the dynamics is highly non-linear. Besides the weir discharge the quadratic velocity terms
related to the convective acceleration, change of mass and head losses are neglected. In the acceleration term
the length of the water column is also dependent on the displacement of the column and is also ignored, to-
gether with the expression for the turbine in the second column. Lastly, the radiation damping in not taken
into account. The resulting non-linear undamped equation of motion is given by:
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4.2.2. Equations of motion of the air pressure
Next the equation describing the dynamic air pressre is linearized. First, small displacements of the two
columns are assumed compared to the initial air volume:

Vo >> Ac1x1 + Aca X2 (4.3)

Next, the initial pressure pg is assumed much large than the dynamic pressure difference:

Po >> Pair (4.4)

The equations of motion now holds:
Pair = % (Ac1 X1 + A2 X2) (4.5)
0

With both terms dependent on the time derivative the linear expression for air pressure p,;, is found after
the integration with respect to time.

Pair = % (Ac1x1 + A x2) (4.6)
0
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This equation can now be substituted in (4.2). Resulting in a problem with two linear equations of motion:

A ..
o (—ClLl + L+ Lan (w)) X1+ (pg + mAcl) X1+ mAczxz =Puw,1
Ay Vo W @.7)

A
o (—Csz + L+ Lgp (w)) X + (pg + mAcz) X + mAclxl = Puw2
Ay Vo Vo

4.3. Linear analysis

The three resulting linear equation are dependent on multiple different variables. This makes determining
the dimensions difficult. In this section the sensitivity of each variable on the behaviour is analysed, with this
information the final dimensions can be analysed.

4.3.1. Starting points
Previously in this chapter the depth of the water and the top of the structure are determined, concluding to
a structural height of 20 meters. Next the rest of the dimensions, presented in figure 3.2 to tune the variables
in the equations of motion are assumed. First the equilibrium level of the inner free-surface level is set to
¢ = 30m. This results in an air chamber height of h,; = 10m. With these dimensions fixed the lengths of
the vertical columns, L;, L¢; and L, are also fixed, in [32] bottom boundary of the sections of the vertical
columns were assumed at %hwul 1, this dimension is however dependent on the areas of the column sections
and will be determined in chapter 7. Consequently, the bottom boundary of the vertical water columns are
assumed a the bottom of the structure at depth d,,, resulting in model lengths of the columns by L; = 20m,
L; =10mand L., = 10m. For the modelling dimensions of the model the wall thickness of the structure is not
taken into account, additionally assuming vertical walls and square corners the volume of the air chamber is
described by:

Vo= (Ac1 + Ac2) hair (4.8)

The thickness of the wall will be addressed in chapter 7, here the outer dimensions will also be updated to
accommodate the dimensions of the wall thickness together with the height of the opening between the ver-
tical column sections. The center of the opening of the second column to the surrounding water is assumed
5 meters above the bottom level, i, = 35m. In table the set global dimensions are summarized, including
the used values for the atmospheric pressure, air density at atmospheric pressure at T = 20°C, polytropic
exponent, water density and gravitational acceleration.

Table 4.1: General Dimensions

Variable unit value
d m 40
hl m 20
hz m 35
he m 30
L1 m 20

Lcl m 10
ch m 10
Patm Pa 1x10°
Pair kgm™ | 1.225
Y - 14
o kgm™ | 1025
g ms? | 9.811

4.3.2. Frequency domain solution
The spectral peak period in the area of the selected locations is between the 9 and 10 seconds, the spectral
peak period is the period in which the energy of the total wave spectrum is at a maximum. To optimize
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the power generation the system is to be designed for a resonance period of T, = 9s. In earlier research a
frequency reductions, increase of natural period, was found for a system including weir discharge, to account
for this expected shift a linear natural period of T, = 8.5s is sought. To obtain the natural periods of the system

the system is analysed in the frequency domain. First, the equations of motion are expressed in the matrix
form:

Mx+Kx=p (4.9)
Where M and K are given by:
8L+ Lo 0 pg+ 1A TRA
M= Aw v K=1""yp YPo (4.10)
0 WL+ Le T Act P8+ Yy Acz

And the displacement and force vectors by:

X1
X2

X= (4.11)

_|Pw1
P [Pw,z

In this section the added mass of the system is neglected. The general solution is of the equations of
motion is sought in the real form:

2
x(t) =) K Aisin(w;t+¢;) (4.12)
i=1
The corresponding eigenfrequency problem is:
(~w'M+K) % =0 (4.13)

By solving this equation the natural frequencies w; and eigenvectors %; are obtained. For the initial anal-
ysis, to obtain the values of the natural frequencies and the eigenvectors, the mass and stiffness matrices are
made with the random dimensions in the equations of motion. These dimensions are based on the properties
required to obtain the wanted dynamic behaviour of the system. This behaviour consists of, as describe in
chapter 1, a resonating first column and a less dynamic second column with only outgoing flow as a result of
the weir discharge from column 1 to column 2. The reduction in dynamic response can be obtained by using
a small area in the exit pipe of the second column with respect to its inner free-surface. The expression ’2{22 L
is now dominant with respect L., and the value of M(2,2) becomes much larger than the value of M(1,1). In
order to minimize the water discharge from the second column to the first the area of the second is chosen
bigger than the area of the first column. Now more water volume is required for the inner free-surface level of
the second column x; to reach the weir level. This also increases the factor %2 in the mass matrix resulting
in a higher inertia of the second column. The used dimensions for the initial analysis of the response of the
system are given in Table 4.2, note that the dimensions are determined per meter width of the structure.

Table 4.2: Dimensions initial frequency analysis per meter width

Variable | unit | value
Lcl m 10
L1 m 20
ch m 10
L2 m 10
Al mz 4
Acl m2 4
AcZ mz 8
A m 0.314
Vo m3 120

The resulting eigenperiods and eigenvectors are:
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1
T1 =6.37s )?51 = ]
O.(i{i69 (4.14)
T2 =22.69s X = [0.7002]

In the two modal shaped some clear differences are observed. The first mode has a much lower eigen-
period and the values of the eigenvectors are both positive. This in-phase motion of the columns results in
a high change of volume of the air chamber, increasing the amplitude of the pressure oscillations. In the
second mode a much higher eigenperiod is found in combination opposing directions of of the DOFs in the
eigenvector. The out of phase motion means smaller changes in volume. Looking at the natural period of a

simple one degree of freedom (DOF) system:
[m
T,=2m " (4.15)

Where m is the mass of the system and k is the restoring force. For higher amplitudes of the pressure
oscillations the air pressure represents a stiffer restoring force, explaining the big difference in eigenperiod
of the two modes. The other difference between the two modes is the magnitude of the second DOF in the
eigenvector. In the first mode the value corresponding to the second column is much smaller than the value
of the first column, where the second mode the difference is in the same order of magnitude as the ration of
the inner free-surface areas.

Concluded, in the first mode the first column is more dynamic than the second column, this effect is
earlier in this report noted as a requirement for the system to work. Therefore, the system will be tuned so
that mainly the first mode is excited by the desired wave periods. The natural period of this mode is to be
increased. For the small dynamic response the second column is in this section assumed to be infinite stiff.
Consequently, the system can be described as a simple one DOF system where the restoring force and the
mass can be described by:

YPo
W

A
m=p (A—CllLl + Lcl)

k=pg+ A

(4.16)

To increase the natural period the mass should be increased or the stiffness should be decreased. The
stiffness of the gravitational force is independent on the dimensions and can there for not be changed A
reduction of the stiffness can therefor only by obtained by reducing the initial pressure and free surface area
of increasing the initial volume. The mass term can be increased by increasing the length of the column or
by decreasing the ration ‘?Tcll. The outer dimensions have been determine earlier, the lengths of the column
are fixed. By changing the level of the free surface Vj, Lc; and L., change. The level of i, = 30m was chosen
to avoid the free surface getting below the vertical wall. From the analysis was found that the natural period
increased for a lower free-surface level, increasing the chance of the oscillating column to reach below the
vertical wall. Therefore £, is kept at 30m. From this starting point, the initial pressure and the lengths of the
vertical columns cannot be changes. Consequently, the natural period can only be increased by tuning A,
Ac1, A2, A2 and Lp. Decreasing A; will increase the ration AA—”II increasing the mass term. Increasing A.; and
Acp will increase the air volume Vj, reducing the stiffness. With A.; in the nominator in the terms of both the
mass and the stiffness it will also increase the stiffness and the mass.

In figure 4.3 the natural period for different dimensions are presented for the t. The natural period is
increased exponentially for a reduction of A; and linearly for an increase of A;; and A.,. The increase of stiff-
ness of the second column, by reducing A or increasing the L,, was found to have little effect on the natural
frequency in this mode. However, the inertia term is found to be important in the dynamics of the full system,
a high inertia gives lower oscillations of the flow in the second column, combined with a high weir discharge
resulting in a uni-directional flow. From this analysis it is seen that the increase of the initial air volume Vj
and the ratio AA_011 result in an increase of the natural frequency. In determining the final dimensions the in-
crease of air volume is sought in the increase in the air of the free-surface of the second column, to remain

with Ag > A, and increase the ratio =2, increasing the inertial of the second column. Besides decrease of

Az
stiffness of the air chamber the inertial term of the first column is increased by the ratio %'
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4.3.3. Dimensions

In this section the proposed dimensions of the model with a natural frequency of 8.5 seconds are presented.
In this section the added length corresponding to a T,, = 8.5 is taken into account. From the relations found
in the previous section two different geometries are found through multiple iteration phases. The optimal
relation of for the inner free-surface area’s A.» = 4A.; was found. This relation resulted in an air volume big
enough to reduce the stiffness and remain with an area of A; ox A.;. Observed in the section above the inertia
of the second column is governed by %Lz confirming the statement in chapter 3. In table 4.2 geometries are

given including the equivalent length determined in equation (3.77). It is important to note that this research
is executed for a width of 10m.

Table 4.3: Dimensions initial frequency analysis for a structure width of 10 meter, corresponding to 3.2

Variable unit | Geometry 1

Lcl m 10

Ll m 20
Ly (T =9s) m 1.67
Leg2 m 800

A m? 28.5

Ac m? 40

A m? 160

Vo m3 2000

The resulting natural periods and eigenvectors of the proposed geometry are:

1
T1 =8.5s 551 = ]
0.0287
) B (4.17)
T)=33.11s X =

0.4399

From the analysis it was found that if the free-surface areas are scaled by A = 4A.; the stiffness of the
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air pressure is the same. This can be important in the scaling of the structure, in the next chapter the power
output of the non-linear response for smaller cross-section will be compared to the power of the proposed
dimensions. The next chapter will also analyse the response excluding a turbine, focusing on the effect of the
change in mass in the system.

4.4. Conclusion

In this section the starting points for the non-linear analysis have been determined. The wave conditions
have been analysed for a possible location with a high annual wave energy density. The spectral energy peak
periods of 9 to 10 seconds were found with a monthly mean significant wave height varying between the 1.7
and 4.4m. The proposed model will be analysed for wave characteristics around this range of values. The
system is tuned for a resonance period of 8.5 seconds for the linearized equations of motion. The non-linear
resonance of the system is assumed to resonate for higher periods caused by the weir discharge, in this period
region a higher energy density is expected according to the peak period. The model is tuned for a water depth
of 40 meter and a structural height of 20 meter. The final dimensions used in the non-linear time domain
model are presented in table 4.3.



Time domain results

In this chapter, the results of the time series obtained by time domain modelling are presented. Various cases
are addressed, starting with the response to regular waves excluding weir flow and power take-off for compar-
ison with the results for the linear equations of motions derived in the previous chapter. Subsequently, the
effect of weir discharge is analysed, comparing the response of different weir levels to the response without
weir flow. After the analysis of the general behaviour, the influence of the power take-off is presented, and the
performance for different incoming wave amplitudes is found.

5.1. Wave parameters, forces and hydrodynamic coefficients

In this section, input variables for the simulations are presented, following the equations and graphs pre-
sented in chapters 2 and 3. In this research, the response is obtained for regular waves only; the first part of
the analysis will only present results for regular incoming waves with an amplitude of a,, = 2m. In a later
section, the response for different wave amplitudes will be given.

The results obtained in the following sections will be presented for wave periods in between the 6 and 13
seconds. The wavelengths and wave numbers for the given depth are shown in figure 5.1.

The different periods also results in different dynamic wave pressures at the openings of the column to
the surrounding water. In figure 5.2 the undisturbed wave pressure felt by the columns at the openings at
depths k) and h; are presented.

Lastly, from the wave parameters and the dimensions, the added length and radiation damping are ob-
tained, shown in figure 5.3.

5.2. Response excluding power take-off

In this section, the time series results are presented excluding the power take-off. In the first part of this
section, the response without weir discharge is given and compared to the frequency response function of the
linear equations of motion derived in the previous chapter. After identifying this response, the effect of the
weir discharge and mass transfer between the columns is analysed. In this section, the results are obtained
for a diameter of the exit pipe of D; =2m.

5.2.1. Response excluding weir discharge.

In models of the oscillating water column the equations of motion are often linearised. The numerical results
were found to correspond reasonably with the experimental results, to main inaccuracy was found in the
linearization of the non-linearity of the turbine response and the inhalation of air to the chamber. Therefore
it is assumed that the time series results found for a system without weir discharge will correspond closely to
the linear equations of motion for the same problem. In this part, the results are shown with and without the
pressures losses caused by the shape, friction and exit/entrance losses. The results without pressure losses are
called the undamped system, and the results including pressure losses are addressed by the damped system.
The hydrodynamic effects in the first column are taken into account.
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Figure 5.1: Wave length (left) and wave number (right) for different wave periods for a depth of d = 40m

Time series

In figure 5.4 and 5.5 the respectively undamped and damped time series are shown at ¢ > 0, representing the
steady state response. The time axis is normalized by the natural period of the system T}, = 8.5s. In the figures
the response of three different excitation periods are presented, T, = 8, 8.5 and 9s. Where the period of 8s is
below the natural period, 8.5s is the natural period and 9s is above the natural period.

The phase of the different excitation periods is as expected. In the two figures, the phase of the resonance
periods is between the two other responses with the lower period lagging.

The phase of the excitation forces is presented in the discharge graphs. Comparing the damped and
undamped response of the resonance frequency, the effect of the damping is visible. The displacements of
the undamped system are much higher than the damped system, despite the phase of the discharge lagging
behind the forcing while the phases are in line for in the damped response. If looking at the motion at the
start of the simulations of the undamped model, shown in 5.6, the phase of the motion is in line with the
forcing, however, for increasing discharges and displacements the phase is drifting off.

This can be explained by the non-linear parts of the equations. The large displacements also influence the
inertia of the resonating column, with a positive displacement increasing the mass and natural period, while
a negative displacement decreases the natural period. Eventually, the difference between will be cancelled
out, expecting a total response still in phase with the forcing. There is however, also the changing restoring
force of the air pressure, the air pressure is a so-called stiffening spring for volume reduction and a softening
spring for volume increase. The positive displacements and the corresponding stiffness will, therefore, have a
more significant effect than the less stiff spring constant for negative displacements, results in a net increase
of spring stiffness. This increase decreases the natural period, resulting in the lagging phase response at the
resonance period and displacement not going to infinity.

The stiffening of softening effect is more prominent for large displacements. Therefore the phase of the
damped model is in more accordance with the forcing because the total displacements are smaller.

Lastly, the small response of the second column, indicated by the dashed lines, is in agreement with the
statements made in the design of the structure; the high inertia in the second column results to a small re-
sponse.

Linear vs non-linear model

In following the maximal displacement values of the time series results are compared to the frequency re-
sponse of the linear equations of motions to a wave forcing at the first column only, F,,» = 0. The results in
figure 5.7 and 5.8 are in agreement with the expectation; the linear model can approximate the non-linear
model closely. As expected, the linear undamped frequency response has a much large value at the reso-
nance period, but are almost the same as the undamped model at all other periods. In the damped model,
the frequency response is found to overestimate the response slightly for periods below the natural periods
and underestimate the response for higher periods.
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Figure 5.4: Time domain results undamped system without weir flow
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Figure 5.5: Time domain results damped system without weir flow
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Figure 5.6: Time domain results undamped system without weir flow start of the simulation
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5.2.2. Weir discharge
In the sections above, excluding the weir discharge, the behaviour of the non-linear simulations was found to
be in line with the expected behaviour of such a system and could be approximated by the linear equations
of motions fairly well, outside the region of the natural period. Additionally, the results of the damped system
are found to be much more realistic and are therefore used only in the following section.

First, the overall effect of the weir discharge will be based on the maximum, minimum and mean re-
sponses of both columns. Secondly, the influences of the forces related explicitly to the mass transfer are
presented; namely the pressure of the falling water, the change in pressures at the free surface.

Maximum and minimum response

In figure 5.9 the maximum displacement and discharge of both columns, the first column is represented
by the solid lines and second column by the dashed lines. The minimum displacement and discharge are
presented. The extreme values are obtained from the steady-state response at ¢ > 0 of the time series. As
seen in the figures, the simulations are run for multiple weir levels and a wide range of excitation periods.
The latter is normalised with respect to the natural frequency of the system, T, = 8.5s.

In the first column, the weir level is visible in the maximum displacement. The weir level is only exceeded
for a weir level of z,, = 0.5m. For this weir level, the maximum displacement of the second column also
exceeds the weir level, resulting in a simultaneous increase of the free-surfaces of both columns.

Compared to the results excluding the weir discharge, the maximum and minimum discharge and mini-
mum displacement of the first column also decreases. The transfer of potential energy by the weir discharge
reduces the amplitudes of the response, concluded from the higher reduction in discharge for lower weir
levels.

In the second column, a small response was observed for the simulations excluding the weir discharge.
However, the weir discharge causes the free-surface level to increase; this additional water in the second col-
umn is then to be discharged. The discharge is visible in the discharge of the second column. The discharge
in the second Q; column oscillates between Q, = 12 and —12’”73 in the simulation the simulation without weir
discharge. The maximum and minimum discharge are both negative for certain wave periods, indicating the
desired single directional flow out of the second column.

For the weir level of z,, = 0.5m, the difference between the minimum and maximum are decreased from
AQy = 24’"73 to AQy = 13’”73 compared to the discharge without weir discharge. The reduced discharge am-
plitude can be explained by; the high velocities occur around the same time of the discharge of the chamber,
simultaneous to the high pressure in the chamber. Including the weir discharge, the air pressures are almost
the same; however, the increased velocities increase the head losses, resisting the acceleration from the air
pressure. Additionally, the increase free-surface level of the second column during the low air pressure cycle
acts as an additional force to the second column, also reducing the acceleration. Both principles reduce the
acceleration during the pressure oscillations resulting in the smaller difference between the maximum and
minimum discharge.

(b)

L
5]

100

@
@
=1

n
o
@
=

-

o
B
=1

Maximum displacement [m]
3]
Maximum discharge [m3fs]

-
[*]
=

o
o

| =@ | | u| ! !
0.8 0.9 1 11 12 13 14 0.8 09 1 11 12 13 14
Normalize wave Period Normalize wave Period

Figure 5.9: Maximum displacement and discharge of Column 1(solid lines) and Column 2 (dashed line) for different weir levels
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Figure 5.10: Minimum displacement and discharge of Column 1(solid lines) and Column 2 (dashed line) for different weir levels

Mean response

From the continuity of mass can be concluded that the water that enters the columns should also exit the sys-
tem. On this can be agreed on by comparing the mean discharge of both columns with each other, presented
in figure 5.11. In this figure the found mean discharges are exactly opposite to each other. Therefore it can be
concluded that the mass transfer is modelled correctly.

Secondly, the mean discharge of both columns is directly related to the mean weir discharge. The zero
mean discharge for z,, = 20m in both columns agrees with the no weir discharge situation.

Apart from the observations regarding the mean discharge, some interesting features are visible from the
mean displacements of both columns.

The first thing that draws the attention is the increased mean displacement of the first column and the
decreased value in the second column for the simulation without weir flow. Caused by the same stiffening
and softening spring relation described earlier in this chapter. Because of the higher positive air pressure than
the negative pressures decreases the mean displacement of the second column. Then for the equilibrium to
be balanced, the mean displacement of the first column automatically increases.

In the weir discharge cases, this relation is reversed. With positive mean displacement in the second
column and negative mean displacement in the first column. This is again caused by the balance equilibrium
of the air pressure between the two columns. However, now instead of a positive mean air pressure on the
second column, the free-surface level is increased by the additional water transferred from the first column.

The reduction in mean displacement also caused the weir discharge to increase less than expected for
lower weir levels. This is mainly caused by the resistance from the pressure losses. To explain this, it is interest-
ing to quickly return to the undamped simulations, the mean displacement and discharge of the undamped
simulation if presented in figure 5.12. In this figure, the mean displacements are closer to zero compared to
the damped case. Additionally, the discharge of z,, = 0.5 is approximately two times higher than the discharge
of z,, = 1m. While this factor is only 1.25 in the damped case. An additional cause of the reduction of the weir
discharge is a slight reduction of the total discharge amplitude in the first column for lower weir levels, seen
in figure 5.9 and 5.10.

Concluded from this is that the flow resistance in the second column, caused by the head losses, increases
the mean displacement of the column. Which, subsequently leads to a reduction of mean displacement of
the first column due to the coupling by the air pressure. Finally, the lowered mean displacement of the first
column results in a relative reduction in weir discharges, for the almost the same oscillation amplitudes in
the first column.

5.2.3. Period of the maximum response

In addition to the observations regarding the maximum, minimum and mean values, a shift in the period of
the maximum response is observed relative to its natural period. From the comparison between the mean
discharge of the damped and undamped simulations, it is evident that the shift is related to the weir dis-
charge. Further, in the equation for the natural period, the mass is found in the nominator of the square
root and the stiffness in the denominator. From the mass transfer can be concluded that the mass in the
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Figure 5.11: Mean displacement and discharge of Column 1(solid lines) and Column 2 (dashed line) for different weir levels
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Figure 5.12: Mean displacement and discharge of undamped model of Column 1(solid lines) and Column 2 (dashed line) for different
weir levels

resonating column doesn'’t increase during the discharge in the second column. The increasing period must,
therefore, be related to a decrease in stiffness. From the total continuity of mass equation and the incom-
pressible fluid, the air pressure restoring force can be taken constant, the stiffness reduction must, therefore,
be initiated by the gravitational restoring force. In standard oscillating bodies all kinetic, excluding damping,
is transferred into potential giving an opposite force on the column, which is maximum at the maximum and
minimum displacements. Here, however, a part of the free surface level doesn't rise above the weir level, and
the water flows away. Now not all kinetic energy in the resonating column is transferred to potential energy.
The reduced opposing force results in a slower response of the column with respect to the forcing. In figure
5.13, presenting the time series of the damped response for a weir level of z,, = 0.5m and three excitation
periods, this can be seen in the oscillations of the velocity.

Comparing the maximum and minimum peak of the velocity to the forcing is can be seen that the mini-
mum peaks are shifted to a bit later in time than the maximum values. The origin of this shift is the reduced
steepness of the reducing velocity during weir discharge, which can be seen by looking at the graphs carefully.
In the graph, it now can be seen that phase of the response the excitation period equal to the natural period
Ty = T, = 8.5s is lagging behind the forcing. The phase of the 9-second oscillation is now nearly in phase
with the forcing. Previously this the phase was found to be beforehand the forcing.

Additionally, the relative difference between the amplitude for different periods is also found to be smaller
compared to the non-weir discharge case. This results in more significant responses for higher periods, in-
creasing the bandwidth of the system.
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Figure 5.13: Damped time domain steady state response for a wave amplitude of 2m

Pressures associated with the weir discharge
In this section, the pressures related to the weir discharge are given, namely the:

¢ The falling water
¢ Change in convective pressure

¢ Change in mass change momentum

The compared results are obtained for a weir level of z,, = 0.5m and a wave amplitude of again 2 meters.
The amplitude of the wave pressure and air pressures at given in figure 5.14. From the graphs, pressures in

the order of 10*Pa are found.

Maximum Pressure [Pa]

Normalize wave Period

Figure 5.14: Maximum air pressure (solid line) and maximum wave pressure on column 1 (Dashed line)

In table 5.1, the maximum and mean values of the pressure related to the weir discharge are given at the
resonance periods of the system. The values for the convective and mass change pressure are obtained for:

1 2
Peony = _P(@)

2"\ A
Acx Qw)z
Pogny = == p| 22
conv V. P(AC

(5.1)

(5.2)
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Table 5.1: The maximum and minimum pressures related to the weir discharge in Pa

Pressure type Maximum | Mean
Fall -1400 -160
Convective column 1 -1672 -250
Convective column 2 100 10
Mass change column 1 -45 -6
Mass change column 2 2 0.2

From the table, it can be seen that pressure related to the change of mass in the columns only are minimal.
Additionally, the large area and the small velocities of the second column results in low pressures related to
the convective mass in this column.

For the impact pressure and convective pressure, much higher maximum pressures have been found. The
mean pressures are, however, much smaller due to the short duration of the weir discharge.

Regarding these pressures, it is important to note that the maximum pressure occurs for the higher veloc-
ities of the first column. Over the duration of the weir discharge, this high velocities deduces to zero, reducing
the pressure directly.

For the response of the second column, the direction of the impact pressure is in the same direction as the
air pressure. The impact will give an additional acceleration to the outgoing flow, aiding the dynamics of the
second column. This further acceleration does, however, also results in higher peak velocities in the second
column. These peak velocities lower the efficiency of the turbine. The impact pressure could, therefore, be
undesirable. However, the total effect of the impact pressure is assumed to be small, because; the inertia is
very high, the dynamic pressure in the small diameter exit duct, the impact pressure decreases to zero during
the weir discharge and the rigid body approach used in this research do not comply with the assumption of
the impact to be spread over the full area of the column.

Also, the convective pressure in the first column is assumed to have a relatively small effect on the dynam-
ics. In comparison to the total air and wave pressure of the pressure is very small. Additionally, the hydrostatic
pressure at the weir level z,, = 0.5m is py, = 5000Pa and thus more than four times larger than the convective
pressure. The small effect that this pressure will have on the system is a reduction in the non-linear restoring
force. Namely, the convective pressure without weir discharge gives a pressure opposing to the flow, the weir
discharge reduces this opposing pressure and will thus decrease the stiffness.

Concluded from this analysis above is that the pressures related to the weir discharge have a limited effect
on the total behaviour of the system caused by:

¢ The velocity of the resonating column reducing to zero during the weir discharge.
 The high air chamber and wave pressures

¢ The large area of the second column

The difference in response between the simulation, including and excluding weir discharge is thus gov-
erned by the actual mass transfer, pumping mechanism, instead of the pressures related to this mass transfer.

5.3. Response including power take-off

After the analysis of the response excluding the power take-off, the response including it is analysed in the
following sections. First, the general effect of the power take-off is evaluated. After that, the impact of different
turbine diameters is , and the optimal dimension for the present system is given. Lastly, the efficiency of the
power take-off is compared for various wave heights and weir levels.

5.3.1. Turbine response

In this section, the effect of the power take-off of the turbine on the behaviour of both columns is presented.
The response is simulated for various rotation speeds of the turbine. In figure 3.7 in chapter 3 it was found that
the way op modelling overestimated the power capacity of the turbine for velocities above the limit velocity,
this will induce additional damping to the system and reduce its response. This is caused by the modelling
limitation of the constant speeds. However, the increased turbine damping doesn’t have to mean that the
response of the system is completely dampened out. Therefore the results for simulations with velocities at
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Figure 5.15: Mean power for different rotation speeds for Dy =2m

the turbine higher than the limit velocity, given in appendix A, will be used in the analysis. The requirement
for assuming 'valid’ results for this case is that the flow in at the turbine is uni-directional.

In figure 5.15, the mean power take-off is presented for different rotation speeds and a weir level of z,, =
0.5 and a wave amplitude of a; = 2m. In this figure, it can be seen that a low rotation speed is capable of
generating the most energy. For this speed, the turbine is more efficient at lower flow velocities and is thus
capable of generating a higher average power.

In figure 5.16 is seen that this higher power take-off reduces the mean velocity at the turbine. This also
means that the weir discharge is diminished. The cause of this reduction can be explained by the increased
damping as seen in the comparison between the damped and undamped simulation, excluding weir dis-
charge. Here the same change in mean displacements was observed causing the reduces discharge. As ex-
pected, the reduced discharge also shifts the peaks of the responses closer to its natural frequency.
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Figure 5.16: Mean velocity at turbine for different rotation speeds

Further, from the maximum and minimum velocities at the turbine change in shape observed, figure 5.17
and 5.18. From the results, it can be seen that the amplitude of the velocity remains approximately the same
for different rotation speeds. However the reduced mean velocity goes together with a flatter peak, this flatter
peak results in a local trough at the minimum velocity at N = 50r pm. Increasing the damping will eventually
result in the trough to get below zero, indicating a reversed flow during the oscillations. As described above,
for the latter phenomena the results will be assumed invalid.

From the velocity and power graphs is further observed that; the differences between different rotation
speeds is the highest around the natural periods, are equal for low periods and the results converge for higher
periods.
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Figure 5.17: Maximum velocity at turbine for different rotation speeds

(a)

No turbine
N=50 rpm

N=100 rpm
———N=200 rpm

at

0.5

Minimum velocity _t urbine [m/s]

| |
0.8 0.9 1 1.1 1.2 1.3 1.4
Normalize wave Period

Figure 5.18: Minimum velocity at turbine for different rotation speeds

Apart from the changed response in the second column, some interesting results are found in the first
column. Namely, due to the decrease in weir discharge the maximum discharge in the first column increases
for higher energy extraction, as shown in figure 5.19. Due to the reduced transfer of potential energy to the
second column, the oscillation amplitudes increase for the same excitation forces. This increase thus results
in higher maximum velocities despite the lower mean velocity. The energy dissipated by the pressure losses
does however, also increase for the increasing velocities.
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5.3.2. Turbine diameter
In the following part, the simulations are run for different turbine diameters. For a set length of the exit pipe,
the inertia of the second column is supposed to change together with the diameter. To avoid this parameter
to influence the response and affect the comparison, the equivalent length, described in equation (3.77), is
kept the same. Now to determine the effect of the diameter to the response and find its optimal dimensions,
the mean generated powers are presented for each turbine rotation speed. In the simulations again, a wave
amplitude of 2 meters is used and a weir level of z,, = 0.5m.

From equation (3.82) the power performance of the turbine decreases for an increasing diameter pro-

D?
turbine squared in the denominator, the dynamic pressure head in equation (3.81) in related to the diam-
L
Dj
therefore decrease the energy take-off for the same discharge.

The mean power take-off for turbine diameter between the D; = 1.5 — 2.5 meter are presented in figure
5.20, 5.21, 5.15, 5.22 and 5.23. The graphs with the column response are presented in appendix C, theses
graphs are used to find the flow conditions in the second column and say if the results are valid for the re-
garding the modelling of the turbine.

The first thing that can be seen is the almost equal results for N =507 pm and N = 100r pm for D; = 1.5m.
For the small diameter, the velocities are higher for the same discharge. This increases the energy extraction
are lower discharges dampening the responses, for both rotation speeds the system is highly damped, and
there is not more energy available to extract power. It is resulting in the closely similar lines in the power
curve. The flow direction for both speeds 50 and 100 rpm are found to be reversed.

For increasing diameters, the distance between the lines for different rotation speeds of the power extrac-
tion increase. Resulting in a lower power take-off by for large diameters and high rotational speeds.

From the various diameters, it is seen that the highest powers are generated for the diameters of 1.75
and 2 meter. For the large diameters, this corresponds to the statement of; the power being proportional
to the diameter. However, for D; = 1.5m the power take-off was reduced compared to the larger diameters.
Comparing the mean displacements of the different diameters the mean displacements of the second column
were found more substantial for the smaller diameters, also in the simulation excluding power take off. This is
caused by the higher velocities and increased resistance from the pressure losses. From this lower discharge,
it is clear that a smaller amount of energy can be extracted.

Keeping the decreasing mean displacements for larger diameters the discharge therefore also increases
for larger diameters. This is visible looking at the mean velocities at the turbine, these are almost the same
for the diameters 2.5m and 2.25 meter. From D, = 2m. The mean velocity decreases despite the decrease in
velocity. For larger diameters we can now say that the discharge increases. However, the larger diameter also
reduces the performance for the same flow for its proportionally on the diameter.

Now with the velocities of D; = 2, 2.25 and 2.5m almost the same, the pressure losses are equal. The
reduction in discharge in the steady state is therefore mostly related to the resistance caused by the power
take-off. Which is higher for D; = 2m. For D; = 1.75m approximately the same power take-off is found;
however, the reduced discharge causes the flow to be reversed at the turbine, at its resonance period, this
result is therefore considered invalid. Concluded from these observations is that the optimal power take-off
is found for a turbine diameter of D; = 2m with rotation speed N = 50r pm. This amount of power is assumed
to be the limit of this system, where higher resistances reduce the discharge even more, decreasing the power
take-off, and larger diameters are simply less efficient for the same flows.

k2\2
portional to Py, (( 1 ) ) . Additionally the velocity at the turbine is also dependent on the area of the

2
eter proportional to H ( ) . By combining both equation it can be seen that an increase diameter will



50

5. Time domain results

80

60

40

Mean power [kW]

20

(@)
No turbine
N=50 rpm
N=100 rpm
——— N=200 rppm
I | | | I )
0.9 1 1.1 1.2 1.3 1.

0.8 4

Normalize wave Period

Figure 5.20: Mean power for different rotation speeds for Dy = 1.5m
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Figure 5.21: Mean power for different rotation speeds for D; = 1.75m
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Figure 5.24: Available power per meter wave crest of regular incoming waves with different amplitudes

5.3.3. Wave height

In the following section, the influence on the wave weight on the power response of the system. The pressure
at the mouth has a linear relation concerning the wave height. The maximum response of the resonating
column is therefore also assumed to behave linearly with respect to the wave heights. However, this will not
be the case for the power take-off because it is dependent on the weir discharges, which was found to be
highly non-linear. Therefore this section will estimate the performance to different wave heights for different
weir levels. As found in the analysis regarding the turbine, it is found that the most energy was captured at a
low rotation speed. Therefore the results presented in this chapter are obtained for a rotation speed of 50r pm
and a turbine diameter of D; = 2m, which was found to obtain the best results. Additionally, the performance
will be assessed for its efficiency instead of the total power, to be able to compare the performance for the
various wave heights. The available power for each simulated regular wave was found in equation (2.7); the
results for the analysed wave amplitudes are shown in figure 5.24.

The efficiencies for different wave amplitudes at the same weir level differ from each other, was seen in
figure 5.25 for a weir level of z,, = 0.5m. Now comparing the results for different weir levels, in figures 5.26,
5.27 and 5.28, it can be seen that the order of wave amplitudes with the highest efficiencies change.

For each wave amplitude, an optimum weir level can be found. These optimal levels are found for the
five different waves simulated with weir level intervals of Az,, = 0.1m. The results are presented in table 5.2.
From these results, it is seen that the system is more efficient for lower amplitudes.

Additionally, from the figures and the table, it is seen that the lower amplitudes are more efficient for lower
weir levels and the other way around. This can be explained by the fact that the response of smaller ampli-
tudes is lower and therefore have a low discharge at high weir levels. On the other hand, for high amplitudes,
the flows are much bigger and a low weir level would mean that the second column displacements exceed the
weir level quickly. This way less water can be discharged into the second column. Additionally, The higher
weir levels however, also increase the amount of kinetic energy remaining in the resonating column, and thus
reducing the efficiency.

From the results, it can be concluded that an optimal weir level can be determined for each wave ampli-
tude. The efficiency to simulated regular waves, with amplitude from a,, = 1 -3, is found to be between the
12 and 7.5%. For lower amplitudes, it is expected that the efficiency will increase slightly and decrease for
higher amplitudes.
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Figure 5.25: Power efficiency for varying wave amplitudes at a weir level of z;, = 0.5m
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Figure 5.26: Power efficiency for varying wave amplitudes at a weir level of z;, = 0.3m

5.4. Conclusion and Discussion

In this chapter, the results of the simulations are presented. The non-linear equations of motion are solved in
the time domain, from the resulting time series the extreme and mean values are obtained. This is repeated
for regular incoming waves with different wave periods and parameter settings.

5.4.1. Response excluding power take-off
First, the results of simulations for the non-linear system excluding weir discharge were compared to the
frequency response function of the linearised equations. The results are found to be in agreement with each
other for periods away from the natural periods. Around natural period the damping related to the pressure
losses was found to have a significant effect on the amplitude of the response.

Afterwards, the results were obtained including the weir discharge but excluding power take-off. The
main observations in this analysis are:

* Due to the weir discharge the potential energy in the resonating column is transferred to the second
column

Table 5.2: Maximum mean power output for different wave amplitudes and optimal weir level

Wave amplitude [m] | Weir level [m] | Efficiency [%] | Power [kW/m]

1 0.1 12 4.35
1.5 0.2 10.6 7.84
2 0.4 9.1 12.8
2.5 0.5 8.0 17.7

3 0.7 7.5 22.5
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Figure 5.27: Power efficiency for varying wave amplitudes at a weir level of z;, = 0.7m
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Figure 5.28: Power efficiency for varying wave amplitudes at a weir level of z;, = 1m

— The amplitude of the discharge is reduced together with the minimum displacement
— The phases of the response shift compared to the forcing during the weir discharge, giving a shift
in the maximum response periods.

* The weir discharge increases the free-surface of the second column

— The weir discharge results in a pumping motion through the system

— A high weir discharge in combination with the high inertia results in a flow in a single direction.

— The additional water in the column reduces the oscillation amplitude of the flow in the second
column.

* The pressure losses result in a decrease of weir discharge.

— Firstly, the additional resistance in the second column increases the mean displacement of the
second column. Secondly, the air pressure coupling reduces the main displacement in the first
column. This reduces the weir discharge for the same oscillation amplitudes in the first column.

— The peak periods are reduced by the lower weir discharge
— The response decreases slower for higher wave periods, increasing the bandwidth.
The impact pressure and the changes in momentum in both free surfaces were found to affect the be-

haviour only a little. The corresponding maximum pressures are small in comparison with the pressures of
the air chamber and the waves.
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5.4.2. Response including power take-off

Next, the results were obtained for the simulations including the power take off. Due to the additional re-
sistance of the turbine, the weir discharge reduces due to the increase of mean displacement of the second
column, as seen in the damped simulation excluding power take-off. The reduced weir discharge reduces
the peak period shift and the oscillating amplitudes in the first column increase. The latter also increases the
pressure losses and will reduce its efficiency.

Despite the reduced discharge, the high turbine damping, corresponding to a rotation speed of N =
50r pm, did result in the highest average power take-off around the natural period of the system. In peri-
ods the response is found the same for different damping ratios of the turbine. For higher wave periods, the
results were found to converge to the non-power take-off case because of the lower energy capture.

For the given wave forcing the different turbine, diameters were found to have a small but noticeable
effect on the performance of the system. The modelled turbine power take-off was found to be less efficient
for larger diameters for the same flow. In the response of the larger diameters, the lower turbine damping
resulted in a higher mean weir discharge, but lower total power generations. The opposite was found for
smaller diameters; here the higher damping increasingly reduces the weir discharge and the available power.
The generated power also decreases. From these relations, an optimal turbine diameter of D; = 2m was
found. This results yielded the heights power and a single directional flow for all excitation periods.

Lastly, the performance of the system was found for different incoming wave heights. The optimal is
related to the weir level because the small wave amplitudes give a small response in the first column and
discharge less for high weir levels. Additionally, too low weir levels restrict the water to be transferred to the
second column reducing the transferred energy. The found efficiency’s for wave amplitude from a,, =1-3m
varied between n = 12 — 7.5%. The lower efficiency for larger wave amplitudes is because it requires a higher
weir level, which results in higher velocity amplitudes and thus higher energy losses and potential energy
remained in the resonating column.

5.4.3. Discussion

In the derivation of the equations of motion in chapter 3, multiple assumptions have been made to simplify
the equations. It is important to note that these assumptions have to be considered carefully while evaluating
the results above. Some major assumptions imported to address in future work are stated in the following.

The hydrodynamic wave pressure and radiation coefficients are highly simplified. The wave pressure
was computed for an undisturbed wave where the structure most will undoubtedly influence the pressures.
Additionally, the wave pressure is assumed to be applied uniformly at the mouth. The small area does allow
for this assumption. However, the pressure difference just below the mouth is not addressed. This same hold
for the hydrodynamic end effects.

For the first column the hydrodynamic coefficients are approximated for the graphs given in [3]. These
coefficients are obtained from a two dimensional model per meter width of the crest, in the simulations, this is
scaled to a 10-meter wide structure, which will influence the coefficients. Additionally, the large wavelengths
required the added lengths to be obtained via extrapolation, while graphs showed little linearity. The eventual
found added lengths were still small compared to the total size of the structure.

In the second column exit, the hydrodynamic effects are partially neglected. The damping was assumed
as pressure losses at the exit, and the added length is neglected by using the equivalent length term L., . The
pressure losses were found to influence the response of the columns significantly. These are important to
obtain more precisely for future calculations. The added lengths are expected to have a smaller effect where
the inertia of the second column was already very high. The second point for discussion is that; for both
columns, the free surface modelled as a rigid moving piston. However, in the first column, the weir discharge
redirection the vertical flow to horizontal flow and will induce an elevation variation of the free surface above
the weir. In the second column, the free-surface area is much larger compared to the exit pipe, the velocity
of the particles will, therefore, be directed to the exit and not vertical as assumed, causing local free-surface
elevations inside the column. Also, the impact of the discharge water will cause local elevations.

Lastly, the turbine has a considerable weight in the analysis of the power take-off. However the modelling
done is highly unrealistic due to the use of a stationary hydraulic turbine regression relates in a dynamic
flow, the variable power take-off for constant rotational speeds and the overestimation of power related to
the power available in the flow. Despite the modelling limitations, the results showed a definite limit of the
extractable power.



Comparison scale model

In this chapter, geometry equivalent to the model of the scale test is simulated and compared to the results
of the previously executed experiments. First, the circular geometry is expressed in the same geometry as
the proposed system. Subsequently, the model is simulated for the same exciting waves and depth as in the
experiments and compare to the experimental results.

6.1. Scale model

For scale tests, a wave basin a 1/20™ model of the original Neptune wave energy converter design was build
by David Hagan from carbon fibre. The doughnut shape design had an outer diameter of 1.98 and a height
of 1.2 meters, all dimensions are presented in figure 6.1. To scale the air contribution of the air pressure,
an additional air chamber is used, connected to the submerged air chamber by a semi-rigid air duct. The
dimensions of the additional air chamber are 2 x 2m, to which the valves to regulate the internal pressure and
weir levels are connected. Lastly, the model was equipped with a removable exit duct to transport the whole
device. Additionally, different duct diameters could be used during the testing. This model was tested on two
occasions, in 2008 in the wave tank of the University of Strathclyde, Glasgow, and in 2013 in the wave tank of
the Plymouth University.

Figure 6.1: Neptune building drawing 1/ 20 scale model
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Strathclyde University and Neptune Energy LTD supported the test in Glasgow. The goal of this test was
to prove the concept and obtain an approximation of the response to a range of monochromatic wave con-
ditions. In Plymouth the tests, commissioned by Land and Water Group, were repeated for Neptune Energy
LTD and Land and Water Group to compare the compare with the previously obtained data, addressing an
irregular wave field briefly.

6.1.1. Glasgow tests

The test in Glasgow was carried out over the time of 5 days, from January 17"-18" and 21%t-23" 2008 in the
Kelvin Hydrodynamics Laboratory of the Naval Architecture, Ocean and Marine Engineering department of
the University of Strathclyde, Glasgow. The overall dimensions of the wave tank are 76 x 4.6 x 2.5m, and its
wave maker consists fo a variable-water-depth computer controlled four-flab absorbing wave maker, gener-
ating up to 0.5m high regular and irregular waves [42]. The tests have been commissioned by Neptune Energy
LTD to be carried out by the University of Strathclyde. During testing the response to regular waves with pe-
riods varying from 1.8 to 2.4 seconds were established at different water depths. The weir level was varied
by z,, =3.5¢m, 5¢m, 6.5cm and 0.75cm. Additionally, two different exit ducts have been used with diameter
D =19.5¢m and D = 24.5¢m. During the testing, the following parameters are measured:

¢ Wave height before and after the device by wave probes
¢ Pressure in the submerged air chamber by a pressure sensor inside the air chamber
¢ Flow through the exit duct by a propeller.

Further, an underwater camera was used to film the inside of the air chamber and the propeller in the exit
duct. The data is recorded for a frequency of 60 Hz; the specific instrument specifications could not be traced
back. From the experiments, the filtered time domain pressures and flow rates are available for the analysis,
together with a summary of the results, including the settings of the test, presented in appendix D.

6.1.2. Plymouth tests

The tests in the have been performed 5 years after the first test in Glasgow. The test has been performed by
"Coast Laboratory’ of 'Plymouth University’ commissioned by 'Land and Water Group’ together with Neptune
Energy LTD. The coastal wave basin of the COAST Laboratory is 35m long and 15.5m wide with operational
depths up to 3m. Equipped with 24 flap multidirectional wave makers with a 2m hinge depth, producing
regular waves of up to 0.9m in height. The objectives of the experiments were:

* to establish the response of the 'Neptune’ wave energy converter to a range of monochromatic wave
conditions in terms of power extracted from the wave field.

¢ briefly examines the response in an irregular wave field.
* to enable comparison with the previously obtained data in the Glasgow test.
* visualise the internal behaviour of the device.

During testing the pressures in the inner air chamber were measured by two pressure sensors (Measurement
Specialities XPM10-A2-1BS-/I8M), an additional pressure sensor was added in the outlet pipe. To measure
the water velocity, a mechanical impeller was used of the type 'Valeport Braystoke BEM002’. The impeller has
a minimum flow velocity of 0.6 7 with a large uncertainty below 0.15 . Together with the pressure sensors
and the impeller, four underwater video cameras were installed. Three of these cameras were located within
the air chamber, capturing imaged for the internal free surface levels. The fourth camera was positioned near
the exit of the outlet points, filming the behaviour of the impeller. A 10 Hz low-pass filter has been used to
process the pressure signals. The behaviour was tested for different wave heights(H,, = 0.05, 0.15and0.25m),
weir levels (z,, = 35, 50 and 65mm) and water depths (d,, = 1.85, 2.35 and 2.85m). From the experiment,
only the summarized results are available and can be found in the test report, [43]. Additionally, the diameter
of the exit duct was not specified.
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6.1.3. Simulated model

The model analysed in the previous chapters was modified to a square structure instead of the circular dough-
nut design proposed by Denis Carey. From the circular model, the areas and lengths of the columns are cal-
culated and used in the analysis. The width mouth for the radiation force damping is assumed to equal to the
diameter of the mouth of the first column. The dimensions representing the 1/20™ model in the numerical
analysis are presented in table 6.1.

Table 6.1: Dimensions initial frequency analysis for a structure width of 10 meter, corresponding to figure 3.2

Variable | unit value
Lcl m 1
L, m 1.4
Leo m 0.5
Lg m 3 I
A m? 7850.
Act m? 0.84
Aco m? 1.1
D, m | 0.195&0.245°?
Vo m3 5.5

The two experiments combined a large number of test runs have been performed. With the measured
data of the time domain response of the Plymouth test not available and the dimensions of the exit pipe
unknown, these will not be considered in this comparison. In the Glasgow test, the diameter of the exit pipe
is given for each test run, the length of the pipes is estimated from the available pictures and movies of the
testing L, = 3m. Additionally, while analysing the data of the wave amplitudes, it was found that the measured
wave height differed from settings of the wave maker. Therefore in the numerical analysis, the measured
wave height is used for the comparison. As can be seen from the experiment parameters in appendix D, the
majority of the test was done for an inlet depth of the mouth of 50cm and a wave height of 15mm. For these
settings, the wave period was varied between 1.8 — 2.4s for weir levels of z,, = 35, 50, and 75mm. In these
cases, the minimum, maximum and mean measured velocities are obtained from the data record together
with the actual measure wave height. These data will then be compared to the results of the numerical model
with the equivalent parameters.

6.1.4. Results

In this section, the results of the numerical simulated and the Glasgow experiments are presented. For the
comparison, the velocities in the exit pipe are used. In figure 6.2 the measured response during the experi-
ments for a weir level of z,, = 50mm and the diameter of the exit pipe with the value D = 195mm is presented,
run 35. In the velocity graph, the oscillations with a positive mean are visible, concluding to a uni-directional,
together with an air pressure difference in the air chamber around zero. For the wave response, amplitudes of
a,, =0.9-0.12m are observed. The measurements are higher than the 0.75m given in the experimental setup
for the wave height in this run. Lastly, a reduction of the wave amplitude was found up and downstream of
the device, case by the dissipation of wave energy by the Neptune and the reflection.

In figure 6.3, 6.4 and 6.5 the numerical obtained results are presented with the experimental values. For
this setup, two sequences of different wave periods are performed during the experiment, run 18-21 and run
31-39. From the figures, the similarity in shape can be seen. In the experimental results, a higher peak period
is observed compared to the numerical model. As described in the previous chapter, this could be a result of
the difference in modelled damping compared to the actual damping. The difference can also be a result of
an underestimated length of the added length of the resonating column, an overestimation if the air pressure
stiffness or a higher weir discharge. The overestimation of the air pressure stiffness is likely a result of the a
to small initial air pressure or overestimation of the polytropic coefficient y = 1.4. The volume was already
assumed on the upper bound of the design drawing dimensions.

Additionally, the measured velocities are higher. In figure 6.5 this difference is unlikely, where the velocity

1 Assumed value: The length is not specified in the drawings or results papers
2Two different sizes are used during the experiments
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for low periods are positive. The decreasing line indicated an increasing response to the wave period without
weir discharge, a positive minimum velocity is therefore highly improbable and is presumably the result of a
mistake in the calibration, flow calculation, or measurement inaccuracy.
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Figure 6.2: Time domain response experiments, for z,, = 50mm and Ty, 0q5ureqd = 2-15 and an exit pipe diameter of D = 195mm
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Figure 6.3: Mean velocity for different wave periods for a weir level of z;, = 50mm and an exit pipe diameter of D = 195mm
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Figure 6.4: Maximum velocity for different wave periods for a weir level of z;, = 50mm and an exit pipe diameter of D = 195mm and an

exit pipe diameter of D = 195mm

In figures 6.6, 6.7 and 6.8 the results for a weir level of z,, = 75mm are presented. The results show the
same trends as in the previously described situation with a weir level of z,, = 50mm. A major difference, how-
ever, is observed in the bandwidth of the numerical model. In the numerical model, an amplified response
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Figure 6.5: Minimum velocity for different wave periods for a weir level of z,, = 50mm and an exit pipe diameter of D = 195mm

is observed for a smaller range of wave periods. This could indicate that the motion of the first column is
underestimated in the numerical model. The experiment with a weir level of z,, = 65mm only consists of
three runs and will therefore not be presented. The found relation in the numerical model was in line with
the previously presented results of the two other weir levels.
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Figure 6.6: Mean velocity for different wave periods for a weir level of z;, = 75mm and an exit pipe diameter of D = 195mm
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Figure 6.7: Maximum velocity for different wave periods for a weir level of z,, = 75mm and an exit pipe diameter of D = 195mm
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Figure 6.8: Minimum velocity for different wave periods for a weir level of z,, = 75mm and an exit pipe diameter of D = 195mm
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The second experiment sequence was done for an exit pipe diameter of D = 245mm; for this setup, 3
different weir levels were tested that all obtained valid results for the analysis. The comparison between the
measured mean velocity and the numerically obtained value are presented in figures 6.9, 6.10 and 6.11. In
the comparison, it can be seen that the numerical results are closer to the measured response, in terms of
the magnitude, peak period and bandwidth of response. Further, compared to the D = 195mm setup, the
measured velocities are lower while the discharge is larger, caused by the increased area. For the increased
discharge higher peak periods would be expected. However, the measured peak periods decreased slightly.
Additionally, the slopes of graphs for higher periods is found less steep. The same effect was obtained in the
numerical model.

In the modelling, the only different parameter is the inertial term of the second column, which is smaller
for the D = 245mm as a result of ‘:‘;22. This is therefore assumed to be related to the slope of the graphs
and the response of the first column. Concluded a lower inertial term in the second increases the response
amplitudes in the first column, resulting in a higher discharge, increasing the response for a broader range of
periods.
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Figure 6.9: Mean velocity for different wave periods for a weir level of z;, = 35mm and an exit pipe diameter of D = 245mm
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Figure 6.10: Mean velocity for different wave periods for a weir level of z;, = 50mm and an exit pipe diameter of D = 245mm
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Figure 6.11: Mean velocity for different wave periods for a weir level of z,, = 75mm and an exit pipe diameter of D = 245mm
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6.2. Conclusion and discussion

6.2.1. Conclusion
From the measured of the following conclusions can be drawn with respect to the numerical model:

* The response of the numerical model was found to obtain results in the same order of magnitude with
respect to the experimental results

¢ The peak period of the measured data was higher than the numerical results
¢ Athigher periods, the numerical response is underestimated compared to the experimental results.

Further, some additional observations are found with respect to the response of the system.

e The inertia term of the second column affects the dynamics first column, with a high inertial term
resulting in:
— Reduced amplitudes of the first column response
— lower discharge

— steeper slope of the graphs, reducing the bandwidth of the system

6.2.2. Discussion
From the conclusions above a good relation between the numerical model and the scale model was found.
However, the following remarks have to be made on the comparison.

¢ The numerical model is made for a square structure for which the width could be varied. The scale
model was a circular shaped structure.

— The three-dimensional effect of the circular shape is not taken into account.

— The modified dimensions are assumed from the drawing. The dimensions of the scale model

might be different from the actual dimensions, where the dimensions of the manually build scale
model could not be verified with the drawing in figure 6.1. Additionally, it is unclear if these were
the final drawings for the build. The dimensions are tuned to obtain a system with the design
frequency of 2 seconds for an assumed atmospheric air pressure.

» The length of the exit pipe is unknown and is estimated, while this term was found to have a big influ-
ence on the overall behaviour of the system.

¢ The air pressure are not compared because:

The atmospheric pressure during the test, which affects the air chamber pressure, is not known
for the tests are estimated as the average atmospheric pressure at sea level.

the measure pressures were lower than the numerically obtained pressure, With the modelled
air volume and inertial term of the first column estimated at the upper limit with respect to the
dimensions of the model.

The measured air pressures were not stable during separate runs, indicating an error in either the
measurements or the filtering of the signal.

The additional air chamber appeared to be not completely rigid, resulting in variations of the air
volume

¢ The dimensions of the scale model might be different from the actual dimensions, where dimensions
of the manually build scale model have not been verified with the drawing in figure 6.1 and it is unclear
whether these were the final drawings. The dimensions are tuned to obtain a system with the design
frequency of 2 seconds for the assumed atmospheric air pressure.

¢ The wave amplitudes were found variable between different runs. The measured wave height was also
higher than the settings of the wave maker. Making the correctness of the data more arguable.



Feasability

In the previous chapters, the working principles of the Neptune have been analysed together with the per-
formance. In this chapter, this performance is compared to other wave energy converters. Furthermore,
matters associated with the construction and installation are addressed. Finally, some design alternatives are
presented to increase the scale of the structure and optimize its performance. It is important to note that the
values used in this chapter are obtained per meter width of the structure.

7.1. Power available at location

In chapter 5, the efficiency of the power take-off are presented. From this data, the efficiency for different
wave heights and periods can be obtained. In earlier work on oscillating water columns, a close relation was
found between the results of regular waves and irregular waves with corresponding peak periods[44, 45]. In
[44] capture width of 1-13 % were found for irregular waves against 2-10% for an irregular wave spectrum.
In [45], a slight increase in the normalized response amplitude of the inner free-surface was found for an
irregular wave spectrum compared to the regular waves. Therefore it is assumed that efficiencies found in
chapter 5 are in the same order of magnitude as the irregular waves. It is important to note that the average
power in the irregular wave spectrum is only half the power available in a single regular wave for the same
wave height and period, as was seen in equations (2.6) and (2.9). The found efficiencies can now be related
to the measures wave data of the proposed site in chapter 4. For each sea state, the efficiency can be found
in the results. It is assumed that the weir levels will be changes to obtain the optimal efficiency for each
wave condition. The efficiency for various significant wave heights and spectral peak periods, is presented
in figure 7.1b. In figure 7.1a, the average annual joint frequency distribution of the wave conditions. In the
efficiency diagram, the efficiencies obtained directly from the results are presented with an underscore. The
other values are extrapolated from the trends observed in the results. For each wave conditions, the available
mean power per meter in the wave spectrum is calculated by equation (2.9). From the available power and
the efficiency of the extracted power in each sea state can be determined.

The available and extracted powers are presented in figure 7.2a and 7.3a. Additionally, from the power
results, the annual available and extracted energy can be determined. Multiplying both powers by the occur-
rence and duration of the sea states that the total annual available and extracted energy generation can be
obtained. These values are given in figure 7.2b and 7.3b. From the summation of all values, the efficiency can
be determined. The total available energy is 600299kW h/m/year while 15740kW h/m/year is extracted;
this results in an annual efficiency of 2.6%.

The corresponding annual available power of P,, = 69kW, this corresponds with the values found in
figure 2.1 at this location. The extracted annual power is P,y = 2kW. In the scatter diagram of the wave
height and amplitudes the majority of the sea states is found around a wave period of 8 seconds, and a wave
height between 1.5 and 2 meters, however available power has its peak around 11 second and a wave height
of 4.5 meters. The efficiency of the device around these sea states is low. By merely shifting the efficiency
results to higher periods, a higher annual power generation was found. The optimal shift was found to be 2
seconds. This would correspond to a natural design frequency of 10.5 seconds, with a high optimal energy
yield around 11-11.5 seconds. The annual power extraction for this case is increased to 17000k W h, increasing
the efficiency to 2.8%. It is important to note that these results are excluding the effect of the wave direction.
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7.2. Main structure

This section shortly addresses the global shape, dimensions and required weight of the structure housing the
water column. The exit pipe of the second column is addressed separately in the next section. The design of
the structure can be rather simple, a rectangular shaped structure with two vertical walls inside, as presented
in figure 7.4. One of the walls is suspended from the top of the structure, forming the inlet duct of the first col-
umn. The second wall, with its top the weir level separating the two water columns. Lastly, a relatively small
diameter exit duct connecting the second column to the turbine and the surrounding water. The installed
structure is completely submerged and contains a large internal air pocket; this large air chamber causes
buoyancy of the full structure. The dependence on the volume of the air chamber disables to the possibility
to reduces its size without reducing the performance. To avoid the structure from emerging to the surface
after installation, several options are available:

¢ Gravity based: Increasing the weight of the structure significantly
* Foundation: The use of tension piles to secure the structure to the ocean floor

¢ Mooring: Design of a submerged floating structure and keep it in position using mooring lines

The two latter options are more complex to the gravity-based method. Therefore for the first estimation
on the requirements of the structure, the gravity-based structure is assumed. To obtain the first estimation of
the required weight, the buoyancy of the air chamber is calculated by:

MN

k
£9.810 ~2=— (7.1
N m

Fyuoyair = VoPwater§ = 200m® x 1025%

This is much weight to be compensated by the used material. Therefore concrete is proposed as a build-
ing material for this structure. Concrete is known to be capable of surviving in sea conditions where it is
a common building material for offshore structures, such as breakwaters, caissons and gravity based off-
shore platforms. The knowledge in design in this area can be of assistance in further design and production.
Now, to balance the buoyancy force a large concrete volume with density pconcrere = 2400% is required.
The displaced volume is by the concrete must also be taken into account; the total volume of concrete re-
quired for is Veonerere > 150m3 to balance the 200m3 of air. The total wall area of the structure in figure

3

7.4 equals Aygy = 100%, assuming a top and bottom slap of A;j = 20m3/m, two outer vertical walls of

Awall,out = 20’%3 and two inner walls with height i, = 10m Ay 411,in = 10%3. This results in a required wall
thickness of t,,,;; = 1.5m. This appears to be a massive thickness for the purpose of this design. However,
in caisson design, functional requirements may lead to wall thicknesses up to 3 meter [46]. It is proving the
feasibility of the construction of such a structure.

In the above, it is assumed that the full weight is introduced by concrete. This could be partially resolved
in rock filling material; this could be integrated within the design of the rectangular sections of with at the
support section of the turbine and exit pipe, which are not present along the full width of the device. This
section is to give an indication of the design the proposed structure, the structural integrity against the exter-
nal wave and internal air pressure forces is not addressed in this research.

Main structure

Support section turbine
exit pipe

Figure 7.4: Simplified shape of the column structure
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7.3. Turbine

In the section above a simplified design for the structure housing, the oscillating water columns are given.
However, additional to this structure that captures the wave energy a turbine is required to generate this
power. Identical to the section above the design of the turbine interface is not addressed in detail in this sec-
tion, but general thoughts and practical elements on the design will be addressed. One significant advantage
of the analysed design is the simple, durable structure with a low number of movable parts, namely the tur-
bine. In practice implementing a hydro turbine is a bit more complicated, where the hydraulic turbine is not
known for there low maintenance requirements [47]. This, in combination with limited offshore accessibility
under water, requires suitable solutions.

One option is to increase the number of turbines used in the structure. This might also be required if the
total width of the structure is increased to capture wave energy over a larger width. The multiple turbines can
work in parallel op optimize the energy generated when much water is discharged into the second column.
Simultaneously the turbines can be turned on and off separately to optimize the performance of the turbine
for the current sea stated. Lastly, this approach could enable a single turbine to undergo maintenance or
repairs while avoiding downtime of the full system. It has to be considered that for this system to work,
closing valves are required in front of the turbine, while valves increase the pressure losses and thus reduce
the available power that can be generated.

The second possibility is to enable the turbines to be easily replaced from above water. This way, the
maintenance and repairs don’'t have to be executed underwater, reducing the complexity and possibly the
costs of the operation. This option does require a connection to the exit pipe that is easily attached and de-
tached without introduction too much pressure losses. Additionally, the connection to the power grid has to
be flexible to either rise to the surface together with the turbine or to be coupled and decoupled underwater.

Both options can be used independently of each other but might increase the efficiency of the project
when used both. Apart from these possibilities, the turbine has to be connected to the exit pipe of the second
column. While the fabrication, transportation and installation of the concrete structure, described in the next
section, is preferred to be a stand-alone project the connection of the turbine and its auxiliary items are to be
installed afterwards. The concrete structure is to be designed with an integrated foundation for the turbine
and its auxiliary items.

7.4. Fabrication, Transportation and Installation

In this section, a proposal is made regarding the Fabrication, transportation and installation of the proposes
rectangular concrete gravity-based structure. Given the dimensions of the structure, it is most appropriate to
prefabricate the structure before placing it in the final position. The construction site has a large influence
of the logistics of the full project, including the fabrication, transportation and installation. Three potential
facility types are[48]:

e Drydocks
¢ Floating pontoons
* Onshore in quay areas

The possible transportation method for all three facilities are [49]:

¢ Barge transport
¢ Individual transport by heave lift vessels

¢ Self floating structures

In the previous section, a relatively large weight was found per meter with of the structure, together with a
low annual efficiency found for the device it will require a large width. The transport on a barge or by heavy lift
vessel is therefore assumed to be not feasible. The remaining option is the self floating structure, the massive
air chamber inside the structure and the shape of the structure does facilitate this type of transportation. The
self-buoyant type structures can be towed by standard tugs, which have high availabilities and are relatively
cheap. The most optimal fabrication site for this type of transport is a dry dock. After construction, the dock
can be flooded, and by increasing internal air volume the structure can be made buoyant and tugged out of
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the dry dock. This method averts the need for heavy lift vessels. The long rectangular structure can be seen
as a close resemblance to the immersed tunnel sections, which are also transported via buoyant transport.

Following the transportation of the structure, it has to be installed. Prior to the installation, the seabed
must be prepared, which is a severe disadvantage for gravity based structures. The main objectives of the
seabed preparation are to obtain sufficient bearing capacity and level the seabed, the requirements of the
seabed preparation depend on the bathymetry, seabed features, subsurface conditions, sea and water condi-
tions and the amount of unsuitable debris on the seabed. The standard procedure of seabed preparation is
based on two phases. The first phase is the dredging of the first layer of material on the seabed until an undis-
turbed soil if found. This layer usually consists of clay or loose sand. Standard layer thickness removed by
dredging range from 0.5 to more than 10 meters. Dredging is generally caries out by Cutter Suction Dredgers
or Trailing Suction Hopper Dredgers. After sufficient dredging, gravel or rig-rap rock bed is dropped by fall
pipe vessels aided by a steel frame on the bottom acting as a levelling guide.

After finalizing the seabed preparation, the structure can be installed at its final positions. The installa-
tion of a buoyant structure is a complex operation. Despite not being dependent on the big equipment, it is
technically more difficult. To sink the structure to the bottom part of the chamber is filled with water, increas-
ing the weight in the water. Several options are available to guide the lowering of the structure. The position
can be controlled by means of towing vessels with the help of anchors, pontoons or by using a jack-up vessel
above the structure. The latter two methods are conventional in the installation of an immersed tunnel sec-
tion for its high accuracy. However, assuming the installation of the full length of the structure, the accuracy
requirement can be reduced. Therefore the use of a jack-up vessel is out of proportion. The use of pontoons
is, however, considered to be a viable option. The pontoons can be kept in position by either anchoring or by
using spud-poles, as presented in figure 7.5[50]. The used of tugs to aid in the lowering is presented in figure
7.6; this specific picture is for the lowering of a gravity-based wind support structure by Seatower [51].

In most lowering operation the structures are equipped with ballast tanks uniformly distributed over the
full structure. This way, the lowering can be controlled easily and stable. However, the proposed structure
contains a single air chamber. Assuming the requirement of being able to locally blast the structure while
sinking the design should include this possibility. This could be obtained by incorporating additional blast
tanks in the wall and top and bottom slaps, used temporary ballast chambers in the structure or designing
the internal structure such that it can easily be used as separate ballast chambers without temporary modifi-
cations. This will not be elaborated further in this chapter.

Returning to the lowering method, the possible absence of an accurate ballasting system within the struc-
ture and the large longitudinal dimensions the lowering aided to with pontoons is assumed to be more suit-
able. This way the positioning can be more accurate and some additional stability can be assured by the
winch cables from which the structure is hanging from the pontoon.

Figure 7.5: Lowering of tunnel sections using pontoons positioned by spud-poles[50]

After the installation of the turbine and auxiliary items are to be installed together with the power cables
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Figure 7.6: Lowering of a gravity based wind support structure aided by tugs[51]

L

N =

Figure 7.7: Effect of wave direction of on the pressure distribution along the structure: for Ty, = 10s, Ly, = 150m and Lg = 100

for the grid connection. Here the used of pontoons with the lowering winches can be reused, decreasing the
amount of large equipment required for the operation. Further parts of the installation such as additional
ballasting, anti-scour protection, underwater fastening of the turbine, grid connection etc. are not discussed
further.

7.5. Internal design

In this section, design solutions are presented regarding the inside of the structure. The solutions are devised
during a brainstorm on scaling the device. Referring to chapter 1, several full-scale OWC prototypes were
designed for a capacity of 500 kW. Therefore the design is scaled for the same design capacity to a sea state
occurrence presented in figure 7.1a. In figure 7.3b a high energy extraction was found around for peak periods
around 9.5 seconds and wave height between the 2 and 4 meter. The corresponding energy extraction in
this region is between the 2.7 and 7.4 kWW, figure 7.3a. To obtain a capacity of 500 kW, a structure width of
approximately 100m is required.

The increase of width introduces pressure differences along the width as a result of the wave direction.
For the chosen location, the dominant wave directions were found to be west and southwest, appendix B.
Assuming a wave length of L,, = 150 meter corresponding to a wave period of T, = 10s, the phase difference
between along the structure of L = 100m is approximately half the wave length, as presented schematically
in figure 7.7.

The phase difference influences the response of the structure completely. Therefore it is suggested to
divide the resonating column up into multiple independent moving columns, separated by additional walls.
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Exit second
column

Weir

First column

Figure 7.8: Top view

—

Figure 7.9: Scheme of the internal wall dividing the oscillatin columns

A schematic top view is given in figure 7.8. In the figure, it can be seen that there is a smaller amount of
exit ducts than there are resonating columns. This suggests that the second column is becoming a large
reservoir receiving water from the oscillating columns and discharges it through a limited amount of exit
ducts, reducing the required amount of turbine.

This structure enables multiple columns to oscillate and discharge independently from each other and
the pressure distribution along with the structure. Maintaining the assumption made in chapter 3 that the
pressure in uniformly distributed along the mouth for L, > b.

The next step is to chose how the receiving column is designed. Dependent on how far the separating
walls of the oscillating column are continued into the receiving column, the individual columns are con-
nected via the air pressure or only by the second column. If the walls are continued submerged of the free
surface of the receiving column, all oscillating columns move entirely independent. The behaviour of each
oscillating column is then closely described by the system modelled in this report. The second column will,
however, behave differently.

However, if the separation walls are terminated above the free surface, a very large air chamber arises.
The phase difference between the columns will now cause smaller relative changes of the total air volume
and thus air pressure. This decreases the spring stiffness associated with the air pressure and increasing the
resonance period of the oscillating column. This will, therefore, change the response of the full structure for
different incoming wave directions. An alternative is to combine both approaches and obtain multiple large
air chambers.

The influence of increasing the width on the performance for different wave directions is not analysed in
this research. For future work, it is therefore recommended to investigate the influence of multiple oscillat-
ing columns spilling water in a single reservoir and whether the couple pneumatic stiffens can improve the
annual efficiency due to its changes stiffness.

7.6. Comparison to other wave energy converters

In this section, the parameters above are compared to other wave energy converters. This will be done based
on the found efficiency and its geometrical properties.

7.6.1. Efficiency
In chapter 5 a maximal efficiency of n = 7 — 12% around the natural period of the system. In this chapter, this
value is converted into an annual efficiency which was found to be significantly smaller, n = 2.6%. In [52],
an overview with the annual efficiencies of different wave energy converters is presented. In Table 7.1 the
efficiency range per WEC category is presented.

The found efficiency for the considered device in this research is very low compared to the efficiencies
found for other systems. This can be a result of different factors, ranging from the efficiency of the power
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Table 7.1: Annual efficiency Wave energy converters [52]

Category Efficiency [%]
Oscillating water columns 7-55
Overtopping devices 3-27
Heaving devices 3-40

conversions of the proposes system to the way the values are obtained for the different structures.

* The proposed system is dependent on the weir discharge, which depends on a certain weir level:

— Only a proportion of the energy potential energy in the resonating column in transferred to the
second column. The lower damping in the first results in high velocities in the oscillating column,
which increase the pressure losses in the system.

— The air pressure constantly accelerates and decelerated the second column, resulting in a far from
stationary flow though the turbine resulting in a low efficiency of the turbine.

— The system only works when the water is allowed to flow relatively freely out of the second column.
Anincreased resistance by the turbine decreases the mean displacement in the resonating column
and the weir discharge for the same wave conditions. Therefore a large amount of kinetic energy
exits the system.

— A small proportion of the potential energy at the weir level is transferred to the second column.

— The efficiency of the system decreases quickly outside for wave periods further away from the res-
onance period. This has a high effect on the annual efficiency with respect to the wave spectrum.

— The entrance of the resonating column is submerged to half the water depth; the pressure oscilla-
tions decrease over the depth resulting in a smaller response of the resonating column. Decreas-
ing the depth could, therefore, improve the efficiency significantly.

* Other systems have a more direct path between the excitation and the extraction of power

— In OWC the generation is directly related between the free surface elevation inside the chamber.

— In heaving bodies, the wave pressure is directly transferred in motions which can be critically
damped without interfering with the dynamics of the system

— In overtopping devices the energy is converted under relatively stationary flow, for which the high
efficiency, related to hydraulic turbines, is used optimally.

* The proposed frequency distribution of wave height in [52] are more suitable for the specific devices
than the distribution proposed in this research. For a frequency distribution more suited to this device,
the annual efficiency could be increased significantly.

* Some of the proposed devices are still under development. The found values might be overestimated.

¢ The current device might not be optimized to its full potential.

7.6.2. Geometrical

A clear feature of the proposed wave energy converter is the submerged structure. This has the following

advantages and disadvantages with respect to other wave energy converters. In this section, some advantages

and disadvantages of the proposed waver energy converter are listed in compared to other converters.
Advantages:

¢ The only moving part is the turbine.

¢ The concrete structure can survive underwater for a long time; the lifetime of the project can, therefore,
be elongated by replacing the turbines.

¢ The structure can be placed anywhere at sea and is easily scaled to capture a larger area of wave energy.

— For heaving bodies, multiple devices are required to increase the total power take-off
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— Onshore OWCs are limited to suitable coastal areas.

— Floating OWCs, overtopping devices and oscillating bodies form a large obstruction at the free
surface: in both horizon pollution and possible accidental float overs.

¢ The structure is not being exposed to environmental conditions

— Wave impact loads do not occur

- Storm conditions are less likely to damage the structure. They are considered a danger for free-
surface devices; there are records of storms destroying onshore OWC.

¢ The system could be integrated into an offshore wind farm without disabling the service vessels to sail
freely through the wind park.

— This already a restricted area for sea traffic and optimizes the used of the ocean.
Disadvantages:
* The available energy is decreasing over the depth

* In comparison with free-surface piercing structures, the wave height is not increased due to the reflec-
tion of the wave, resulting in lower pressures at the same depth.

¢ The large air volume required a vast structure, in contradiction to the advantage of a more straightfor-
ward structure because of the reduced environmental loads.

¢ The submerged structure required underwater equipment for repairs and maintenance.

Onshore OWCs the structure is easily accessible.

— Floating OWC and heaving and pitching bodies free-surface are accessible by vessels

Submerged oscillating bodies can sometimes be brought to the surface by increasing its buoyancy
to be more accessible by support vessels

* The device can be a threat to the marine ecosystem,

Sea-life can be trapped inside the structure

It disturbed the seabed and can change the habitat of sea-life

The hydraulic turbines generate noise that can disturb the sea-life

This is not a disadvantage for the proposed system only where all offshore structure deal with
these type of threats

7.7. Economic feasibility

In this section, an estimation is made of the costs of the project. In the calculation, the concrete is assumed
to be 1/3™ of the total weight. The other 2/3™ is considered ballasting sands and gravel. In [53] the cost
per cubic meter concrete including reinforcement and formworks is estimated to be 426% and sand 15%.
Multiplying the material cost with the required material results in a total cost of:

€
Costipral = COSteoncrete + COStsang = 2.3e* +2.61e3 = 2.61e* — (7.2)
m

In [54] the total investment cost of hydropower plants with a capacity of 500 kW to 1 MW is approximately
3500 €/kW. From the cost breakdown, the equipment was found to be between 20 and 30%. The turbine cost
per kW is assumed to be:

35002 4 25% = 875 (7.3)
kW R ‘

In the figure 7.3a the maximum generated power of Pgep max = IOkWW. The corresponding turbine equip-
ment cost for a rated power of P, ;t0q = IOkWW is approximately 8750% structure. The total cost of of the
structure is becomes:
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LCoE
Discount 4-157% |
Lifetime 40 - 20 year .-
Capex 4680-7810 €/kW ]
Prouction 3200-1280 MWh ]
O&M 50-150 €/kW [ | ]
015 02 025 03 035 04 045 05 055 06 065 0.7
€/kW
Figure 7.10: Levelises Cost of Energy Sensitivity
€
Costiorql = 35 000— (7.4)

The costs of the structure an foundation per installed kW is now assumed as 3500kiw. To calculate the
levelised cost of electricity (LCOE) the same coast breakdown is assumed found in the offshore wind industry,
presented in table 7.2[55]. The breakdown variable of wave energy in [56] showed the same results. The
specific wind values are used because of the size and bottom founded nature of the presented device. The
total cost is as a result of the known parameters is estimated to be 6250 euro per kW. In recent years the
average total investment cost for an offshore wind farm is 4700 €/kW, in a range of 2500-6500 €/kW.

The Operations and Maintenance (O&M) costs are determined from the relation between wind energy
on/offshore and hydro-power. The onshore wind and hydro-power both have a fixed O&M cost of around
52 €/kW/year. The offshore wind average O&M cost of 96 — 123 €/kW/year[55]. Therefore, the O&M
costs of the Neptune is estimated at 100 €/kW/year.

From the estimated annual energy generation of E, ;41 = % the LCOE is calculated by:

n Investment n O&M
i (1+n) +2; (1+r)!
Zn Production
i (1+1)!

LCoE =

(7.5)

where r is the discount rate. The sensitivity graph in figure 7.10 is determined with respect to the base
scenario for a discount rate of 8%, a lifetime of 30 years and the above-given values for the energy production
and costs. In the base case scenario, an LCoE of 0.41 e/kW.

For offshore wind farms, the LCOE up to the present day is between 0.9 and 0.18 €/kW h, with some
outliers above this range[55]. This value is expected to drop below the 0.9 €/kWh. The calculated LCoE for
the base case scenario is found to be much larger than the LCoE for wind farms and is unable to compete
with the current wind energy revenues.

Concluded can be that the price and performance of the current design are to low for a feasible project.
However, the sensitivity graph shows that the costs are highly sensitive to an increase in production. An in-
crease in efficiency is, therefore required to obtain a feasible business case. With little work done on the
optimization of the energy transfer, a large improvement in efficiency can be expected. Additionally, a com-
parison of the numerical to the experimental results showed an underestimation of the response at higher
periods, resulting in higher efficiencies over a larger bandwidth. This, together with a design suitable to the
specific location, can also increase the production significantly. The increased efficiency directly increases
the installed power, which will directly reduce the cost per MW. This is also a large sensitivity in the LCoE.
For example, if the efficiency is twice the current one for the same structural dimensions: the installed power
becomes 20 kW/m, the Capex reduces to approximately 3200 EUR/kW and the production increases to 3200
MWh. The base case LCoE for a discount rate of 8% and a lifetime of 30 years becomes 0.24 e/ MW h, which
approaches the current wind energy industry.
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Table 7.2: Cost breakdown offshore wind [55]

Cost breakdown offshore wind Percentage €/kW

The turbine rotor and nacelle 38% 2380

the support structure and foundations  18% 1130 } 3500 €/kw
construction and installation 19% 1190

grid connection/transmission 13% 813

the turbine tower 6% 375

project development 3% 188

wind farms electrical array 3% 188

total 100% 6250

7.8. Conclusion

In this chapter, an annual energy capture of E;p,uq1 = 15 was found for the chosen location on the
Hebrides shelf. After comparison to the total annual available wave energy at this location, an efficiency of
1 = 2.6% was found. Compared to other wave energy converters, this is efficiency in the low region. Various
factors can explain this low efficiency:

MWh
m

* Inefficiency power transfer between the two columns
* The occurring sea-states of the chosen location is not suited for this device.

* The period bandwidth of the device is too small, with efficiencies decreasing rapidly for periods not
close to the natural period

¢ A high amount of kinetic energy leaves the system.
* The hydraulic turbine is inefficient for the high variations of the flow found in the second column.
* The pressure losses are overestimated.

Due to the low efficiency, the investment costs per kW and LCOE are relatively high compared to other
energy sources. However, these energy sources have been under development for decades. The proposed
method has not been optimized or designed in detail yet. Several improvements, together with the key ad-
vantages of the proposed system could result in a feasible way of extracting energy.

7.9. Discussion

The final aim of developing a wave energy converter is to obtain a feasible economic product. This research
is a new step in the development of the proposed wave energy converter. This section presented the authors
view on the feasibility in both the practical and economic aspects presented in this report. This discussion will
be used in the final recommendations on how to proceed in the development of the Neptune. The discussion
regarding the modelling and the results are given in the previous chapters and will not be addressed here.

The biggest issue of the current design is the required size and weight of the structure. The large air vol-
ume is required to tune the natural frequency of the resonating column. However, this large volume requires
a large mass of complicated mooring system to balance the buoyancy of the air chamber. Although the struc-
tural strength is not calculated, the found dimensions are considered not feasible. Two ways of reducing the
air volume have been discussed in chapter 4: Reducing the area of the free surface of the resonating column
or increase its length. The first will also reduce its performance, where the amplitude of the discharge de-
creases for the same response in displacement and velocity. It is, therefore, to be expected that the price per
kW will not change much. The second solution is to increase the length of the resonating column. For the
increased length, the total stiffness can be increased by reducing the air volume. It was found that the po-
tential energy in the air pressure is not transferred in potential energy at the turbine efficiently. Considering
both disadvantages to reduce the buoyancy, the author expects little improvements in the feasibility by both
methods. The improved design must therefore mainly be focused on minimizing the costs and maximizing
the efficiency, which both counteract each other and an optimal balance must be found.






Conclusion and recommendations

The conclusions of this research and recommendations for further research are given in this chapter.

8.1. Conclusion

In the section below the conclusions regarding the mass transfer, the performance and the comparison to the
experiments are presented.

8.1.1. Dynamic response to periodic loads
The numerical model results have shown that the system responds as expected. With a highly oscillating
response in the first column spilling water over the weir into the second column. The resulting flow in the
second column becomes uni-directional for a certain amount of weir discharge. The amount of discharge
was found to be dependent on the level of the weir.

Mass transfer

As aresult of the mass transfer between the columns, the maximum response periods are shifted to higher pe-
riods. The potential gravitational restoring force is transferred to the second column, reducing the stiffness.
During the weir discharge, the response of the oscillating column slows down with respect to the forcing,
causing resonance in higher periods. The dissipation of potential energy in the resonating column also re-
duces the maximum velocity response. The non-linear natural period of the resonating column can be tuned
by the discharge, the volume of the air chamber and the length of the column. Changes in stiffness of the
receiving second column have no relevant effect because the overall stiffness is large with respect to the res-
onating column.

The weir discharge is dependent on the weir level, for certain weir level the velocity in the receiving col-
umn was found to be uni-directional for all wave periods above the resonance frequency. For very low and
high weir levels, the mean flow is too small to be uni-directional for the oscillation amplitudes.

The mass transfer also has associated pressures related to the momentum at the free surface and the
drop of water into the second column. The influence of those pressure is negligible because they are small
compared to the high pressures of the waves and internal air chamber.

Power take-off
The power take-off introduces a damping term on the second column. The amplitude of the pressure is a
function of the velocity at the turbine. As a result of the high damping in the second column, the flow is ob-
structed. Therefore the second column discharges water at a lower rate. This causes the mean displacement
to increase above its equilibrium position, and the air pressure coupling decreases the mean displacement
in the resonating column. Now, for the same oscillation amplitudes in the first column, the weir discharge is
reduced. An optimum is found between the extracted energy and a certain reduction of the weir discharge.
The small area of the exit pipe results in high velocities; these velocities also increase the influence of the
pressure losses. The pressure losses are also dependent on the velocity, and the same effect was found by
changing the pressure losses coefficient.
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8.1.2. Performance

The performance of the model is presented by the efficiency of the power take-off with respect to the power
of the incoming waves. The maximum efficiencies to regulars waves are between 7.5 and 12%. A clear peak
in efficiency was found around the natural period of the structure. Below the natural period, the efficiency
decreases rapidly to zero percent . At higher wave periods, the efficiency decreases a bit more gradual to
values between 0% and 2% depending on the wave amplitude and weir level.

Effect of the turbine diameter

For the same weir discharge, the modelled turbine was found to generate less energy for larger diameters.
Together with the less efficient large diameters, the smaller diameters were found more efficient. However,
the increased damping reduced the weir discharge and eventually leads to a lower average power take-off and
reversed flow at the turbine. The optimal diameter for the used system dimensions is D;2m.

The effect of different wave amplitudes

The wave amplitude is linearly related to the pressure at the mouth. With the power related to the discharge
over the weir, the performance of various wave amplitudes depends on the level of the weir. For small wave
amplitudes, the optimal performance was found for lower weir levels than higher amplitudes. The efficiency
of a regular wave with amplitudes a,, = 1m was found to be higher with n = 12% for a weir level of z,, =0.1m,
while an efficiency of n = 7.5% for a wave with a,, = 3m for z,, = 0.7m is found. This can be explained by the
fact that even despite the three times higher pressure at the resonating column, the height weir level results
in a relatively smaller energy transfer to the second column. Despite the fact that the lower efficiency is the
absolute power take-off of the higher wave amplitudes is higher because the available energy increases faster
than the reduction in efficiency for increasing wave heights.

Performance

The found efficiencies for different wave heights and periods have been transformed into different irregular
sea-states and extrapolated to other sea states in the annual frequency distribution of the wave height and
periods. By multiplying the available power in the sea-states by the efficiencies, the annual energy produc-
tions have been calculated. The annual efficiency, at the chosen location on the Hebrides shelf, was found to
lay around the 2.6%. In comparison to other wave energy converters, this efficiency was found to be in the
lower range of all devices in [52]. The main difference indications causing this low efficiency are: the ineffi-
cient energy transfer by the weir discharge, only gravitational energy is fully transferred, the potential energy
in the air pressure is partially returned to the resonating column, the bandwidth of the response is narrow
and finally the scatter diagram of the chosen location is not fully suitable for the current device.

Comparing the geometrical properties of the proposed device to other wave energy converters some ma-
jor advantages have been found. First, the width of the structure can be increased easily by increasing the
number of resonating column discharging water into the receiving column connected to the turbine. In-
creasing the power generation. Secondly, the submerges structure is not subjected to high impact loads and
possible collisions, this decreasing the change of catastrophic failure. Furthermore, the device consists of
a single moving part: the turbine. The main structure, which collects the wave energy, is therefore more
durable. Lastly, the device can be installed in shallow to moderate depth seas, and is not limited to specific
coastal area’s. It could also be easily combined with existing offshore wind farms, without interfering with the
support vessels.

However, the structure also has several weaknesses. A large air chamber is required to obtain resonance
and to avoid buoyancy a heavy counterweight or anchoring is required. This reduces the convenience of a
simplified structure due to the reduces environmental loads. The submerged structure is also poorly accessi-
ble for repairs and maintenance, increasing the operations and maintenance costs.

The low efficiency and high cost result in a high LCoE value of LCoE = 0.41e/kW. From this value and
the complexity of the structure it is concluded that the device is not feasible in current form. To obtain a
feasible device major improvements are required. From the sensitivity analysis the costs per kW and produc-
tion rate could improve the concept significantly. It is expected that it is possible to improve the LCoE value
significantly. However, it is not expected to be able to compete with the currently available renewable energy
sources.

8.1.3. Validation
The simulation for the small diameter exit pipe of the second column the numerical response underestimates
the resonance peaks compared to the experimental results. A clear difference was found for the amplitudes of
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the velocities. The numerical results the minimum velocity was is underestimated for both weir levels, while
the mean and maximum velocity peaks are closer to the experimental results. The simulation for the larger
exit pipe the resonance peaks was closer to the experimental results. Also, the minimum values were found
to be approximated more closely. The main difference between the two results was the inertia of the second
column. Where the inertia of the smaller diameter was chosen larger because of the high area ratio between
the free surface and exit pipe of the second column. Additional a discrepancy was found in the minimum
velocity at low periods, where the minimum flow is expected to negative, implying a calibration error.

In both cases, the peak periods was underestimated by the numerical model; however, in the smaller
diameter simulation, a more significant difference was observed. This is likely caused by an underestimation
of the length or added length of the resonating column, or an overestimation of the air pressure stiffness or
lower weir discharge.

Apart from the different resonance peaks, the experimental results were found to have a larger response
over a wider bandwidth, with the slope to higher periods less steep than the numerical results. This was
mainly observed for the higher weir levels. It is presumed that this is caused by an underestimation of the
motion of the first column in the numerical model due to either smaller wave loads due to the overestimated
pressure losses in one of the columns.

8.2. Recommendations

For a feasible device, major improvements in the performance are required, together with a workable design.
The recommendation for further research to achieve those improvements are given below.

First of all, the numerical model must be improved. Reliable hydrodynamic forces and coefficient have to
be obtained for the complex structure. Together with a verified polytropic coefficient y and a more realistic
turbine model. The hydrodynamic performance of the simple model must be verified by further experiments
and/or a computational fluid dynamics model. Here the viscous and turbulence effect can be analysed better,
and the corresponding pressure loss coefficients can be determined. The model also has to be capable of
simulating the response to wave spectra, instead of only regular waves with a single wave period.

Next, the performance of the device itself has to be improved. Starting with the efficiency of the power
take-off from waves. An improve the energy transfer between the columns, it is expected to be obtained by
increasing the influence of the gravitational stiffness compared to the air pressure stiffness. This way, the
efficiency to single wave periods and the bandwidth of the response will be improved.

Further, an advanced design of the structure is required. To generate sufficient energy, the width of the
structure must be increased. Subsequently, the effect of an array of multiple oscillating water column spilling
water into a single discharging reservoir must be analysed. The design modifications must go parallel to a
cost reduction of the structure.
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Appendix A: Wave data Hebrides Shelf

In this appendix the graphs and tables related to the wave climate of location NEXT Grind Point 15609, in [41]
at the Hebrides Shelf along the UK coast, are presented.

Figure 2 — Marginal Distributions of Spectral Peak Period Around the British Isles

25000
&
20000 f &
- —a—NNS
2 15000 = CNs
B &SNS
2 EC
g —%—CS
£ 10000 - —e—IS
E —H
4 —=— WSS
5000
[}
Spectral Peak Period (seconds)

MMS = Morthemn Morth Sea; CNS = Central Morth Sea; SNS = Southern North Sea; EC = English Channel;
CS = Celtic Sea; IS = Irish Sea; H = Hebrides; WSS = West Shetland Shelf

Figure B.1: Distribution Spectral peak periods around the british Isles: Figure 2 in [41]
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B. Appendix A: Wave data Hebrides Shelf

Dominant Wave Direction (direction from)

N

NwW NE

A\

Variable * E

0.00%

W
4 a
SW

SE

78843 Samples

35 45 55
Significant Wave Height 0.0 to 9.0m in 0.5m intervals and 9.0 to 13.5m
Hebrides Shelf

Average Annual WS & WD and HSIG & DMD] OM) Roses
NEXT Grid Point 15609: January-December; 1977-1979 & 1989-1994

VTREMD - LS00 TN s\ Pl W cheidlent oo F26 NENT 15600 HSHADADIRFROM

Figure B.2: Distribution Spectral peak periods around the british Isles: Figure 2 in [41]

Significant Wave Height — Percentage Exceedence Distribution

m Jan Feb Mar Apr May Jun Jul Aug Sep Oct Mow Dec Year
0.0 100.00 10000 10000 100.00 100.00 10000 10000 10000 10000 10000 100.00 100.00 | 100.00
0.3 100.00 10000 100.00 9998  100.00 100.00 100.00 100.00 10000 100.00 100.00 100.00 [ 100.00
1.0 99,69 9923 9927 98.59 86.14 BB.16 86.51 87.54 91.51 99.03 99.61 9988 94 56
15 99.07 94.71 96.61 8593 53.78 56.84 5112 5617 76.71 86.72 94.14 97.37 78.98
20 93.50 8751 9010 63.34 29.79 2810 3112 31.64 54 66 6690 B54.80 91.67 62.62
25 81.41 75.83 7770 4142 18.18 13.46 14.03 17.64 39.95 47.97 7435 7793 4817
3.0 65.98 6458 6477 27.80 10,04 6.25 626 10.77 2917 3445 BTGt 6295 36.85
35 59,86 53.23 5384 18.19 5.84 2.30 276 6.69 2122 24 60 4414 50.03 2844
4.0 50.51 41.65 4325 12.37 347 1.25 1.02 423 1446 18.58 37 3889 21.65
4.5 41.63 29.80 3425 512 1.70 0.66 0.39 209 991 13.79 21.23 2749 15.88
50 3192 2209 2577 5.78 0.9 0.29 010 0.39 70 944 14.38 19.13 1141
5.5 24.06 16.72 19.73 392 0.55 0.08 0.00 0.13 4.66 6.69 8.63 14.23 8.26
6.0 18.93 12.19 14.92 221 0.24 0.00 0.00 0.09 298 475 511 1013 5.85
6.5 15.00 967 10.98 1.65 0.0 0.00 0.00 0.00 215 344 360 789 452
70 11.21 761 7.66 1.08 0.00 0.00 0.00 0.00 171 235 238 088 in
75 922 5495 5.71 0.73 0.00 0.00 0.00 0.00 1.50 1.75 1.44 478 258
8.0 T.55 493 4.32 0.46 0.00 0.00 0.00 0.00 1.27 1.36 0.96 3.88 2.05
8.5 6.17 4.12 3.00 0.22 0.00 0.00 0.00 0.00 087 1.11 077 303 1.61
9.0* 448 ERE 202 0.14 0.00 0.00 0.00 0.00 0.51 0.80 0.52 223 1.15
135 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Mean HSIG| 440 3.96 4.04 2.60 1.80 1.73 1.72 1.84 255 287 347 385 -

* Mote that for all significant wave height presentations, class intervals of 0.5m are used up to a value equivalent to the 1% exceedence level, in this case

8.0m. Thereafter, all higher wave heights are grouped into a single cass. in this case 8.0m to 13.5m.

Figure B.3: Distribution Spectral peak periods around the british Isles: Figure 2 in [41]
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Figure B.4: Distribution Spectral peak periods around the british Isles: Figure 2 in [41]






Results variable turbine diameter

C.1. Results weir level 0.5 meter
C.1.1. Turbine diameter 1.5 meter
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Figure C.1: Maximum velocity at turbine for Dy =1.5m
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Figure C.2: Minimum velocity at turbine for D; = 1.5m
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C. Results variable turbine diameter
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Figure C.3: Mean velocity at turbine for Dy = 1.5m
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Figure C.4: Mean power for different rotation speeds for D; = 1.5m

C.1.2. Turbine diameter of 1.75 meter
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Figure C.5: Maximum velocity at turbine for D; =1.75m



C.1. Results weir level 0.5 meter
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Figure C.6: Minimum velocity at turbine for D; =1.75m
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Figure C.7: Mean velocity at turbine for D; = 1.75m
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Figure C.8: Mean power for different rotation speeds for D; =1.75m



100 C. Results variable turbine diameter

C.1.3. Turbine diameter of 2 meter
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Figure C.9: Maximum velocity at turbine for D; =2m
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Figure C.10: Minimum velocity at turbine for Dy =2m
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Figure C.11: Mean velocity at turbine for Dy =2m



C.1. Results weir level 0.5 meter 101
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Figure C.12: Mean power for different rotation speeds for D; =2m

C.1.4. Turbine diameter of 2.25 meter
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Figure C.13: Maximum velocity at turbine for Dy =2.25m
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Figure C.14: Minimum velocity at turbine for D; =2.25m
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C. Results variable turbine diameter
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Figure C.15: Mean velocity at turbine for Dy =2.25m
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Figure C.16: Mean power for different rotation speeds for D; =2.25m

C.1.5. Turbine diameter of 2.5 meter
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Figure C.17: Maximum velocity at turbine for D; =2.5m



C.1. Results weir level 0.5 meter
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Figure C.18: Minimum velocity at turbine for D; =2.5m
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Figure C.19: Mean velocity at turbine for D; =2.5m
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Figure C.20: Mean power for different rotation speeds for D; =2.5m



104 C. Results variable turbine diameter

C.2. Results weir level 0.7 meter

C.2.1. Turbine diameter of 2 meter
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Figure C.21: Maximum velocity at turbine for Dy =2m and z,y =0.7m
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Figure C.22: Minimum velocity at turbine for D; =2m and z;y =0.7m



C.2. Results weir level 0.7 meter
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Glasgow scale tests Neptune wave energy
converter

D.1. Glasgow scale tests

In figure D.1 and D.2 the settings of the scale test performed in glasgow 2008 are presented.
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Figure D.1: Hand written notes settings and average results Glasgow testing: part 1
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D.2. Plymouth test

In this section the result section of the experimental report of the Plymouth test is given.
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All monochromatic wave tests were run for a period of 128 seconds with a 2 second paddle
ramp time at the beginning and end of each run. This time was considered adequate to
allow the incident and reflected waves in the basin to stabilise giving a 64s operating window
for data analysis. Settling time between each run varied depending on the previous incident
wave conditions, and enough time was given after each test to allow the internal water level
of the device to become still.

The three irregular wave tests are repeats of a single long-crested irregular run based on a
JONSWAP wave energy spectrum, defined by:

e Peak period (Tp)=2.4s
¢ Significant wave height (Hs) =0.25 m
e Gamma=3.3

This spectrum was chosen as a realistic design simulation based around the optimum
operating frequency scaled to 1:20". However, such a spectrum is not expected to
accurately describe site specific conditions without further assessment of any specific
proposed deployment site.

Irregular wave tests were run for a repeat period of 402 seconds; this corresponds to a
prototype scale time period of 30 minutes. This time series is considered an appropriate
length to obtain accurate harmonic components of a sea-state (http://www.emec.org.uk/tank-
testing-of-wave-energy-conversion-systems/) and will provide a good representation of
device operational performance.

4 RESULTS

4.1 Conditioning

All calibrated pressure and velocity records for each run have previously been provided to
LW for further analysis. A 10 Hz low-pass filter has been used to process the pressure
signals.

Summary values for each pressure sensor are supplied in a separate spreadsheet via email
alongside this technical note. The raw pressure data for each test was transformed to a
level so that the mean still water value at the beginning of each test is equal to zero. The
pressure recordings in the air chamber oscillate around this datum. Once flow is introduced
in the outlet pipe, however, the mean value of the static pressure recording reduces. Any
negative pressures are negative relative to the initial still water pressure experienced within
the Neptune device.

Appendix A summarises each test in terms of velocity and power output. The values
represent a mean and maximum value within the optimum 64 s window. The mean power
values, therefore, are derived from the time-series of velocity measurements. In addition, a
mean of all the peak values within that window is presented. For the irregular wave tests the
402 s window has been applied.

PLC TNOOO1 — Rev 1.0 6
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An additional column for a quality check of each test is given in Appendix A. This provides a
visual check of the amount of stalling seen when comparing the data time-series with the
corresponding video from inside the outlet pipe. This is merely a guide to the reliability of the
presented data. A key to the QC values given in Appendix A is presented below.

Ke
Oy: Zero flow All flow below stall velocity
1= Unidirectional flow No stalling observed
2= Unidirectional flow Impeller on edge of stall velocity
3= Unidirectional flow Full stall
4 =  Bidirectional flow Low return flow
5= Zero net flow High return flow

4.2 Power calculations

In a circular pipe of radius R it is assumed (Equation 1) that velocity across the radius of the
pipe, u,, assumes a parabolic profile from u, = 0 at the boundary (where r = R) to U, = Upax at
the centre of the pipe (where r = 0). With the water velocity measured at the centre of the
pipe being un. the average instantaneous velocity (v) throughout the cross sectional area of
the pipe is calculated by Equation 2. This velocity time series is then used to calculate the
summary statistics.

Equation 1

2
Ur = Umax [1 - (%) ] (ms™h)
Equation 2

Ugpg = u";ax (ms™h)

Power in the flow (P) can be calculated directly from volume flow rate (Q) and dynamic
pressure (pg) (Equations 3 - 5), where p is the density of the water (1000 kg m®) and A is the
cross-sectional area of the pipe.

Equation 3
pa=1ppv?  (Pa)
Equation 4
Q=vA (m?s™h
Equation 5
P =pqQ W)
This calculation is based on a number of assumptions:

o the flow is irrotational,
¢ the flow is laminar, and pipe end-effects are eliminated,

PLC TNOOO1 — Rev 1.0 7
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e the fluid is incompressible, and
e ‘no-slip’ boundary condition exists.

Figures 1 - 7 show the frequency response of the device with respect to the mean power
calculated in the outlet pipe flow for the monochromatic wave tests. Note that multiple runs
of the same forcing conditions are shown.

The irregular wave tests, with a weir height of 65 mm at a water depth of 1.85 m, based on
the scaled JONSWAP spectrum routinely yielded a mean power of approximately 0.2 W,
with peak power found to be of the order 5 W.

300 oo
3 B
T 200 fo A
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o L B et
p 7y €0.15m
©
o] ‘ A0.25m
S 100 rermomrrrmne oo SR e A
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0,50 o rmmmm o m oo Coooooooioiiooeiooooooos
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0.00 A @ @ @
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Figure 1: Mean power against wave frequency calculated from model tests with wave-heights
of 0.05m, 0.15 m and 0.25 m with water depth = 1.85 m and weir height =35 mm
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Figure 2: Mean power against wave frequency calculated from model tests with wave-heights

of 0.15 m and 0.25 m with water depth = 1.85 m and weir height = 50 mm
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Figure 3: Mean power against wave frequency calculated from model tests with wave-heights
of 0.15 m, 0.25 m and 0.35 m with water depth = 1.85 m and weir height = 65 mm
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Figure 4: Mean power against wave frequency calculated from model tests with wave-heights
of 0.15 m and 0.25 m with water depth = 2.35 m and weir height = 35 mm
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Figure 5: Mean power against wave frequency calculated from model tests with wave-heights

of 0.15 m, and 0.25 m with water depth = 2.35 m and weir height =50 mm
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Figure 6: Mean power against wave frequency calculated from model tests with wave-heights

of 0.15m, 0.25 m and 0.35 m with water depth = 2.35 m and weir height = 65 mm
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Figure 7: Mean power against wave frequency calculated from model tests with wave-heights
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