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Abstract

Three-dimensional stacked ICs (3D-SICs) based on Through-SNi@mn
(TSVs) is an emerging technology. It provides heterogeneous integyratio
higher performance and bandwidth, and lower power consumption. How-
ever, 3D-SICs suffer from lower compound yield, especially thosedas
on Wafer-to-Wafer (W2W) stacking. In addition, testability of such de-
vices is still inits infancy stage. This thesis addresses these two challenges.

To improve the compound yield of W2W 3D-SICs, a technique
known as wafer matching will be used. It defines the best matching of
top and bottom wafers from repositories of pre-tested wafers. The simu-
lation results show that the compound-yield increase depends on (1) the
number of stack tiers, (2) the number of dies per wafer, (3) the die yield,
and (4) the repository size. Moreover, they demonstrate that, for realistic
cases, relative yield increases of 0.5% to 10% can be achieved.

The thesis also proposes a three-dimensional Design-for-Test (3D-
DfT) architecture that solves the testability issue of of 3D-SICs. The ar-
chitecture is based on a modular approach, in which the various dies, their
embedded IP cores, TSV-based interconnect, and external I/O testbe
as separate units, before and/or after bonding. Furthermore, thigearch
ture leverages existing 2D DfT already present in the design, and adds a
die-level wrapper based on IEEE Std 1500 augmented with additional fea-

tures in order to be able to deals with 3D-SIC challenges (e.g., to tranggaatsup and down through the stack).
The architecture is implemented and the simulation results show that it providiéexibéity and the modularity is
realized at the cost of less than 0.1% area overhead when considegegndustrial chips. The architecture could
serve as a basis for further standardization of DfT for 3D-SICs.
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Introduction

The worlds demands for increasingly faster and more capable compuper ftdve led to a
continual growth of the number of transistors on a single chip. This puspuita strain on chip
design, to allow for this ever increasing numbers of transistors to worlkttegia a efficient way.
The computer industry is currently developing Three-Dimensional Stackedrated Circuits
(3DSICs) to meet this future demand. The inability of the computer chip matowifag process
to guarantee flawless computer chips necessitates the testing of chips aftéachaing; this
still holds for 3D-SICs. This thesis presents two studies into 3D-SICs tesdimgethod for
increasing the stacked yield of 3D-SICs by using test results, and tiedogevent of a 3D-DfT
test access architecture that enabled 3D-SIC testing.

This chapter presents some basic about 3D-SICs; it also provides theomiibutions of the
thesis as well as its outline. It is organized as follows. Sectidrcovers the advantages of
3D-SICs has over two-dimensional designs, but also raises some thlemproassociated with
3D-SICs in particular in regards to a low stacked yield and poor testabilit$ietrition1.2 the
contributions of this masters project in terms of wafer matching and a 3D-fHitacture are
stated. Sectiof.3 states how this thesis is organized into chapters, and provides a brgeed sco
overview of each chapter.

1.1 Potential and challenges of 3D-SICs

3D-SICs are stacks of ‘ordinary’ two-dimensional dies as in produd¢tday. The idea behind
3D-SICs, is that combining multiple dies into a stack enables the heterogentamgration of die
technologies into a single product. This allows for a memaory die to be manwfddtua process
optimized for memory, to be combined with a logic die manufactured in a for logic odniz
process into a single chip product. Another advantage is that by placirdieteogether in a
stack the footprint is reduced compared to two separate chips of egeattsiis of particular
interest in markets where PCB area comes at a premium, such as mobile andednedkets.

In this thesis we will focus on Through Silicon Via (TSV) based 3D-SIC3Y3 provide inter-
connect between the dies in the stack. With the use of TSVs advantagBsSIfC3 over 2D
designs further increase, as the TSVs allow for a low latency, low pdwgir, bandwidth con-
nections between the dies compared to off-chip communication in a wire-natdeel 3D-SIC
or 2D design.

One of the methods for chip stacking to create 3D-SICs is Wafer-to-Vegadeking. In this
method an entire wafer of dies is stacked onto another wafer of diesirigoalll the dies in a
single process. This method of stacking has many attractive benefitstbgestacking methods,



2 CHAPTER 1. INTRODUCTION

such as higher production throughput and it allows for the higheswadtidbetween dies in a
stack P]. Unfortunately it suffers from a low yield compared to the other stackinthous, even

when the dies are tested it is not possible to exclude faulty dies from thérgjqurkcess as the
wafer is not diced before hand. The faulty dies of one wafer may enphinpd to a functioning

die on the other wafer, rendering that die worthless as the resulting stackaeHable.

Testing dies intended to be part of a 3D-SIC is not trivial, as these diestdmwe pads intended
to be fitted with external pins, but instead have pads intended to conneetrtmtth smaller TSV
tips. These TSV landing pads are too small to allow probing equipment actesse also are
testing problems for the 3D-SIC after bonding. A die forming a layer in thekstaes not
necessarily has an external interface after stacking. Testing suclerahlay to be carried out
through other layers of the same stack. Currently no structured waycofrgtishing a stack
test of all layers exists.

1.2 Contributions of the project

We propose a method of improving the Wafer-to-Wafer (W2W) yield, callesfér matching’.

In this method repositories of wafers are matched, instead of just a sinfge wigh a single

other wafer. The addition of repositories allows an algorithm to use viejei-test results to
find wafers in which faulty dies ‘match’ as much as possible. A ‘match’ is wanéawulty die is

stacked on top of another faulty stack. Higher concentration of faultyidiesa single stack,
increase the chance of other stacks being fault free, leading to an ietpstacked yield. We
study wafer matching in great detail in this thesis, we show how wafer matchimgmprove

the stacked yield by as much as 10%.

Our contribution to the field of wafer matching is the following

e We have captured the concept of wafer matching into a close-loop mathenmatidel
and identified the number of dies per wafer, faulty dies per wafer, stigkt and repos-
itory size as factors that influence the effectiveness of wafer matctimgddition, the
model gives a fundamental insight into how W2W matching actually functianbaaed
on probability theory.

e Asimulator has been created to further investigate wafer matching in a real@tiggion
environment, to quantify trends and make it possible to accurately predigieidéoenefit
wafer matching would provide given a set of production details. We ptesmulation
results, focusing especially on the effects of a varying repository Sisedo away with
the possibly skewed results caused by using random generators iratigmef wafer
maps[, 2] by repeating each experiment 10000 times. Minimizing any misleading effects
a single random draw might have, by taking an average over a large noifrdraws.

e We also provides a cost/benefit analysis for wafer matching, where lapdsathe addi-
tional costs of performing wafer-level tests on the dies to the benefitdifiadal yield.
It considers several testing strategies, and demonstrates the impactebthaegies on
the costs per stack. Where a higher yield decreases the cost per didditien of tests
increases the costs. More aspects have been looked upon, for @gtenimtroduction of
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the wafer level die tests diminishes the need for some of the stack tests tHdthvawa
taken place at later stages of the production process.

To enable structured testing of every die in a stack during and after ntantife we introduce
a modular Design for Test (DfT) architecture that allows for TSV-b&@e51Cs to be tested.
This 3D-DfT architecture covers testing of the layers before and attekisig has occurred, the
flexibility it provides allows for various test strategies and optimizations in thgtesess. We
describe this architecture in detail, and show that using IEEE 1500 sthifutarore testingJ]
as a base for the 3D-DfT architecture allows for a leveraging existing @Dalbready present
in the dies. By oultfitting a 2D dies with a IEEE 1500 style wrapper, thus isolattlg fiom the
stack and allowing access to the isolated die from external 10, it is possitastta die in a very
similar fashion to 2D testing.

Our contribution to 3D-SIC testing is the following

e We list the requirements and constraints for a 3D-DfT architecture to eBBb&®IC test-
ing during the various stages of its production process. We introduce-RfBarchi-
tecture based on IEEE 1500 standard for core testing, that meets thagements and
constraints. Our 3D-DfT architecture leverages as much as possibfeefksting 2D-
DfT commonly implemented in the die, allowing for an easy integration into curfgpt ¢
design, and Electronic Design Automation (EDA) semiconductor design tools.

e To provide verification of the 3D-DfT architecture’s functionality, the BDF architecture
has been incorporated into three 2D computer chip designs. The 3D+Difiltescture
being based on IEEE 1500, has in part been implemented using IEEE Wa&ibhality
already provided by the EDA tools. Where EDA support was unavail8bBleDfT features
have been added to the designs by hand.

e Simulation of the fault coverage for a die incorporated in a stack with the 8Daixrhi-
tecture present compared to the same die tested as a 2D chip has yieldexdxsimilar
results. Thereby proving the 3D-DfT architecture has been effeictie@abling 3D-SIC
testing in all its facets.

e The cost of implementing our 3D-DfT architecture has been also beesrcésel in terms
of additional dedicated DfT probe pads, TSVs and area.

e The verification process has provides valuable information regardingtiugrements for
EDA tools to support the 3D-DfT and resulted into recommendations for tifeveRdors

1.3 Thesis organisation

This remaining parts of the thesis are organized as follows. Ch2jiges an introduction into
3D-SICs. In this chapter characteristics of 3D-SICs and the 3D mauifag process and its
implications on testing will be put forward. Chap®&describes the process of wafer matching,
the effectiveness of wafer matching, and the implications wafer matchingrasoduction.
Chapter entails our 3D-DFT architecture, the requirements, a full description cdittigitecture
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itself, verification of the architecture, and an analysis of costs of implementaGhapters
concludes this Thesis.



Background to 3D Stacked ICs

This chapter introduces three-dimensional Stacked Integrated CircDiSI@), insight into the
driving forces behind the industry’s push towards 3D-SICs, and suinesathe processes in-
volved with the production of 3D-SICs. The information in this chapter wileexs background
to the Wafer-to-Wafer 3D-SIC yield improvement methodology and 3D-DEhitecture cov-
ered in chapter8 and4.

This chapter is organized as follows, Secti covers 3D-SICs, what exactly are 3D-SICs,
and why do we want or need 3D-SICs. Sect®@provides a high-level overview of the manu-
facturing process for 3D-SICs, the chapter ends with Se@iBthat covers the specific testing
characteristics of 3D-SICs.

2.1 3D-Stacked ICs

Today’s integrated circuits are two-dimensional designs, by that is meatrth#hchips are cre-
ated on the surface of a flat silicon wafer. On these wafers there &e Getransistors, all
laying next to each other, forming flat structures. This is not unlike thefeurayers grow crops,
and there is a good reason for this. During the growing process ofaps,csunlight, water and
the farmer’s equipment all need to be able to reach the crops. The samsddrdlte production
of chips, where the transistors are manufactured on a flat silicon wadeailbat the same time,
and the required process steps all need access to the transistors.

The world’s demands for increasingly faster and more capable comphites lbave led to a
continual growth of the number of transistors on a chip (Moore’s Lawg fact that the average
size of a chip has not increased proportionately is due to fact that tienssikemselves have
decreased in size. For many years, downsizing the transistor to allow fer tnamsistors per
given area kept pace with the growing number of transistors. Largeizgis result in an increase
of the probability of a defect being present on the diethereby raising cost. Therefore keeping
the dies small kept cost down; hence, in part, kept the progressiomofei Law sustainable.
However, keeping up with the growing number of transistors is becomingamarenore difficult
as the limits of CMOS technology are close to being reached. Another isduglotiensity
chips, is the amount of interconnecting wires it requifgs Adding metal layers contributes to
the overall costs of the chip. The length of these interconnecting wiregasily reach several
millimeters, a lot when you consider the size of a transistor. Another down§idag wires
is they are slow compared to shorter wires, very long wires can negaéffelst the obtainable
clock speed of a chip.

Another trend in microelectronics industry is to move dies ever closer to ¢aeh dhe Printed

5



6 CHAPTER 2. BACKGROUND TO 3D STACKED ICS

Circuit Board (PCB) has individually packaged dies placed on a béwasipeen joined by the
Multi-Chip Package (MCP) and later the System-in-Package (SiP). Iné&=&yuishows how the
PCB, MCP and SiP relate to one another. In the MCP, the dies are pladetd eexh other in a
single package,while in SiP, the dies are packed even closer togethear¢h&tyacked on top of
one another. The communication between these stacked dies is perforogghthrire bonds.
The older PCB and MCP style layout are still widely used today. Howeveargas where space
is at a premium while the functionality requirements are high like in the mobile market, SiP
technology is commonplace. From these sectors there is still a push to pdblkathips tighter
than ever before. This has been one of the motivators of the Three-BionahStacked IC (3D-
SIC) as has been shown in Figird(d). 3D-SIC is similar to the SiP in concept, but instead of
using external wire bonds, the interconnect is made through the dies themse

=

board
(a) Printed Circuit Board (PCB) (c) System-in-Package (SiP)

(b) Multi-Chip Package (MCP) (d) TSV-Based 3D-SIC

Figure 2.1: Dies are being placed ever closer to each other.

The microelectronics industry is researching the use of Through Silicos (Mi8Vs), as a
method for enabling the interconnect between these stacked dies formggqtiee 3D-SIC.
TSVs connect metal layers together just as ordinary vias do, but in thés tae metal layers
belong to two different tiers within the stacked IC. TSVs are inter-tier viathey stick out per-
pendicular to the metal layers right through the substrate of their tier, egablionnection to
the metal layers of another tier. The large benefit TSVs have in compaoisdre bonds is their
size. Wire bonds are considered expensive, slow and energyciasffas interconnects due to
their bulk. In contrast, TSVs are much smaller and are comparable to onteliednnects. The
downside is the costs for the additional production steps necessanate tire TSVs.

3D-SICs based on TSVs are a possible answer to the issues raisesl ;aBDvSICs consist
of multiple tiers of two-dimensional chips, directly connected to each othergdiyg three-
dimensional, closely related memory and logic segments can physically be ptackdearer
to each other, just one level in the Z-direction compared to vast distandbe i and/or Y
direction. The tiers in a 3D-SIC may only be pén apart, where a long interconnect can be in
the order of several millimeters apart. Going three-dimensional easesstmmyon buses and
reduces average wires lengthg, [thereby increasing speed and lowering power consumption.
An additional advantage is that the individual tiers can be optimized for lagmemnory and
still be integrated together into a 3D-SIC. In Fig@&& an example of the integration of logic
and memory in a single device is shown. In the figure we see IMEC’s pra&athijp ETNA
currently being manufactured and evaluated, a memory die is placed on #ojpgit die, this
logic die retains its metalization layers and external 10 via the Ball Grid Array.
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DRAM Dle

Figure 2.2: Heterogeneous integration on IMEC’s ETNA chip.
2.2 Manufacturing 3D-Stacked ICs

This section covers the some of the additional production steps requiredld8B-SICs. The
first subsection will cover the creation of the TSVs themselves. The desidrsection is de-
voted to the thinning process necessary to be able to uncover and use\teg\While the last
subsection addresses the process of stacking the dies.

2.2.1 Through Silicon Vias

IMEC is prototyping and evaluating 3D-SICs based on TSVs. It has fmerd that there are
three categories of TSVs, Depending on where in the production grdeed SV manufactur-
ing takes place, the ‘Via First’, ‘Via Middle’, and ‘Via Last’ TSVs. TSV mdaaturing can
take place before, between, or after the creation of the transistors emadetial layer creation
processes. Where the ‘Via Last’ methodology is relatively easy to periibis quite expensive
per TSV, and the TSVs are rather large. Large TSVs suffers fromga [@tch, high power con-
sumption, slow speed, and have to be put relatively far away from dotive The two other
types of TSVs, made earlier in the production process, are much smalldrenldave a smaller
pitch, consume less power, are faster, and can be placed nearedédegit. But do have the
disadvantage of being harder to incorporate in the production pramessecause of that these
categories of TSVs can currently only be found in prototype chips. BIx$ased on ‘Via Last’
TSVs are commercially available, an example are CMOS image ser@oihfe cost of addi-
tional TSVs of the ‘Via first’ or'Via Middle’ categories into a design that aldg has them is very
low, while the setup costs for TSV manufacturing are quite high. Hencéhése catagories of
TSVs, it makes sense to have many TSVs, enabling high bandwidth commumicetweeen the

dies.
B 0 0 §

deep silicon via oxide Cu seed Cu plating
etching deposition deposition

Figure 2.3: Fundamental production steps for creating TSVs.

The TSV length is variable, as it depends on the ratio of the diameter and tfik tdrthe TSVs
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and the diameter itself. Advanced research facilities are typically findingvadlégneter/length
ratio of 1:5 already quite challenging although IMEC is pushing towards 1:dfger thinner
TSVs are hard to fabricate, as the holes etched in the silicon are verychardperly fill with
copper. Figure.3shows several steps of the TSV manufacturing process, first heeddred
into the silicon substrate, second is the addition of insulation in the hole to pilea&age into
the substrate. In subsequent steps the holes are filled with the coppér fats the actual
TSV, Chemical/Mechanical Planarization (CMP) removes the excesscoppe

2.2.2 Thinning Wafers

The limited obtainable aspect ratios of TSVs makes the length of the TSV almdgtdetpen-
dent on the diameter of the TSV. In order for TSVs to be fast and limit the itquathe original
chip design, the diameter and closely related TSV pitch must be kept as simalsble. The
length of TSVs is therefore limited to no more than/s® On one hand, this is quite good
because it means the wire length to the next tier in the stack is also short. Aridviles have
lower power requirements and can operate at higher speeds compéwaddgowires. On the
other hand 50m leaves the TSVs buried deeply into the silicon substrate, therdZ0ick wafer
therefore has to be thinned down to such a thickness that the TSV will sticK the backside.
This means reducing the thickness of the wafer to aboutB¥ of its original thickness. This
process involves grinding the wafer down to the top of TSVs, at which timenatals are used
to remove a little more of the substrate leaving the TSV tips to physically stick oot tine
back of the thinned wafer. To prevent the very thin wafer from cragkinder the mechanical
stresses of the thinning process, it is bonded to a temporary full thickaessr wafer before
the thinning process commences. FigArédescribes the process of wafer thinning. First the
tier is bonded to a carrier wafer, then thinned in several stages untill tie &® exposed. The
thinned die is subsequently stacked onto another die (designated as ‘Eittbim the figure),
connecting to the landing pads, directly to the metal layers. Finally the caafer i8¢ removed,
when the bonding has been completed.

wafer

temporary back-side expose permanent temp. carrier
carrier bonding thinning Cu nails bonding de-bonding

Figure 2.4: Production steps related to the thinning and bonding process.

2.2.3 Stacking Dies

Considering dies with metal layers and pads on the front side and TSV tipe twackside, there
are three basic ways to stack two dies together. One may consider Faaeg@gtacking as de-
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picted in Figure2.5, the front sides of two chips are bonded together and off-chip comntiorica
is performed via wire bonds(a) or via TSVs(b) in a fashion similar to flip-chip

| face2 |
[\ face 1 ,\

Figure 2.5: Face-to-Face stacking with (a) wire bonds or (b) TSVs.

m (b)

Alternatives to Face-to-Face stacking are Back-to-Back and BaElede-stacking, as shown in
Figures2.6and2.7. In Back-to-Back stacking, the backside of one chip is bonded to tHeslokc
of the another chip while with Back-to-Face it is bonded to the frontside athan chip. After
stacking a TSV tip is supposed to connect to a TSV landing pad on the irecdier. But in
order to successfully connect thousands of TSVs pef nthe TSV tips needs to stick out of
the backside by exactly the same amount. Also the contact surfaces ndmddkizemely flat,
and not warped in any way. Failure to meet these requirements will resutinihta portion of
TSVs making good contact. In order to alleviate these problems copperu8njenicro bumps
are placed on the TSV tips; this relatively flexible material allows the connetdidye made
even though there are slight differences in height. Figug) shows such a micro bump and
how it forms to suit the requirements. The drawback is that the micro bumpswk larger
than the TSV tips were, reducing the maximum density of the TSVs severelyedvier, the
addition of metal to this via will make it slower to respond and consume more pdaWbeen
the technology surrounding 3D-SICs matures, IMEC hopes to investigaéteifterconnects
without micro bumps. A proposed process is called copper to copperyirgf to the copper
TSV tips and copper TSV landing pads. In Fig2r&b) one of these TSV tips is shown, and a
size comparison can be made to the CuSn micro bump.

face 2
face 1 face 1
(@)

m (b)

Figure 2.6: Back-to-Back stacking with (a) wire bonds or (b) with a FlippQlayout.

2.3 Challenges in Testing 3D-Stacked ICs

3D-SICs testing differs from conventional two-dimension chip testing in tareas:Test Con-
tent Test AccesaindTest Flow they are discussed next.
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Figure 2.8: (a) copper-tin-copper micro bump, (b) TSV tip.

Test Content

A 3D-SIC is susceptible to all the manufacturing defects we are used to initmendional
chips. This is because the individual tiers are essentially 2D chips with awlieD specific
hardware. This additional hardware needs to be tested also. Some oéittivgane is regular
hardware being used to perform a 3D task, and should be tested asButhccess to this
hardware may be troublesome, as it is part of a bridge between tiergjmgghe tiers to work
together in order to perform a test. Some of the hardware however magnhgately new,
like TSVs for example. They form the interconnect between tiers, anaries/here in the
middle between on-die interconnect and off-die wire bonds. This resulisique properties
and variabilities, for which specific tests may be required. It is also possibtetiib steps
required for the creation of the TSVs or the stacking process introdiefests into the product.

Test Access

Test access on a 3D-SIC will differ a great deal from 2D test acgeBxipally because the
non-bottom tiers are not designed to have external pins. These tiedesigned with a TSV-
based interface in mind, and thus only have the TSV tips or TSV landing pésisthe tiers can
be tested before and after bonding to other tiers, when the tiers is on its eWiSthtips/pads
are exposed. But after bonding these TSV tips/pads are covered byheretier. We therefor



2.3. CHALLENGES IN TESTING 3D-STACKED ICS 11

identify two separate tests, tipee-bondtest and thgost-bondest. In pre-bond testing, there is
access to the TSV tips/pads; these are much smaller then regular accessgaids. The TSV
tips/pads are too small to be probed upon by a wafer prober. Thus thédierme untestable
unless another access mechanism is introduced. In Post-bond testifig;\thigps/pads are
completely covered, and access to a tier is only possible through the tier indetdo, right
down to the bottom tier which has the external I/O pins. All these tiers will tbeeafieed 3D
specific DFT-hardware, which is able to provide this access to the tiarstfie I/O pins and
through the stack. A simple solution that provides access to all tiers is showigure2.9. In
this figure we see separate test data flows through the stack to and fcbrtiezaeach tier has
its own dedicated path to external 10. This solution does require all tiers tiegigned for a
particular location in the stack, and most likely require the tiers to be designamhjanction
with each other, and it does not handle the testing of the interconnectdretive tiers in the
stack. Other more applicable solutions for the encountered problemsliregare-bond and
post-bond testing will be presented in Chapter 4.

3

Figure 2.9: Access to non-bottom tiers has to be through other tiers.

Test Flow

The test flow of a 3D-SIC is quite different to the test flow of a conventi@machip. Two-
dimensional chips are only testable when the whole product has been tedygli¢her at wafer
level or after packaging. In contrast 3D-SICs have multiple productiomems as individual
tiers are manufactured seperately; hence for the first time it is possiblet tantemfinished
product. This has an impact on the test flow. Instead of testing only afteinide3D-SIC
product, now intermediate testing can be performed. The tiers can be te$ted bonding in
pre-bond die tests, and the stack can be (re)tested after each staegihgs been performed in
the post-bond stack tests. The revised test flow for a 3D-SICs that extheése pre-bond die
tests and post-bond (partical) stack tests is shown in F@di@b). A comparison can be made
with the typical test flow for a conventional 2D chip in Fig@xd.(a). That figure also illustrates
multiple post-bond stack tests, one after each tier is added to the stack.

Performing all these tests allows the manufacturer to select only those tistacks that have
passed their tests for further stacking, discarding the failing componéri8 of the tiers is
functional, stacking two arbitrary tiers will result in a 25% chance the stafiknigtional, with

the selecting mechanism only the 50% functional tiers are stacked to for fLO@¥%onal stacks.
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Taking the disregarded tiers in account the overall yield is now 50%, tamasovement over
the original 25% vyield. Because of this effect 3D-stacking can leads teehigverall yields
compared to two-dimensional-chips with the same amount of transistors, inipb alhthe
parts are all made in parallel, and swapping out parts of the chips is ngibfgdeading to the
same overall yields as for the stack where there is no selection mechanisthe Asrs and
stacks become larger and thus more expensive, it stresses the valuearidistack-tests even
more, as a faulty tier not only renders itself but also the other tiers in the statkless if the
faulty tier is introduced in the stack. Thus the value of the resulting stack ainjdist the tier
should be considered.

wafer fab wafer fab 1 wafer fab 2 wafer fabn
i 1 1 il
pre-bond pre-bond pre-bond
test 1 test 2 test n
stacking stacking stacking
wafer test 1+2 1+2 + ... 1+2 +...+n
post-bond post-bond post-bond
test 1+2 test 1+2+... test 1+...+n
i - — i
assembly & assembly &
packaging packaging
final test final test
() (b)

Figure 2.10: (a) typical 2D test flow, (b) 3D-SIC test flow.



Effects of Wafer Matching

The wafer-to-wafer (W2W) method to stack tiers to create 3D-SICS prantlse highest
throughput and lowest costs, and allows for the thinnest wafers aheéstig SV densityl, 2]
compared to other stacking methods. Unfortunately W2W stacking suffersd low stacked
yield compared to the alternative methods. This chapter covers a study ifgomatching, a
technique that raises the 3D-SIC yield for the W2W stacking process.

In Section3.1, we will introduce the concept of wafer matching for W2W stacking, howoitks
and what the consequences are for incorporating wafer matching mdogiron. The remain-
ing part of this chapter is organized as follows; SecBohpresents prior work carried out in
this field, followed by Sectior8.3 which is devoted to a theoretical model and describes the
fundamental issues related to W2W matching and identifies key parameté¢es tel#he effec-
tiveness of the process. Secti® presents a simulation solution to W2W matching, building
on the principles of Sectio.3 while doing away with some of its limitations. In that section
simulator itself as well as its inner workings will be explained, followed by tles@ntation and
interpretation of the simulation results. In Sect® the costs involved with W2W matching
are evaluated against the benefits in a cost model, Se8tteoncludes this chapter with an
overview and summary of the presented work.

3.1 Introduction

In the manufacturing of 3D-SICs, there are three methods of stacking ub&equent tiers.
There is the Die-to-Die (D2D) method in which individual dies are singulatad,bonded. The
Die-to-Wafer (D2W) method is a process in which dies of one layer arefdineir wafer and
bonded to the dies of the other layer while those are still part of a wafes.tAild method is
the Wafer-to-Wafer (W2W) stacking process. In W2W entire wafezdhanded to each other in
a single step and where the individual stacks are singulated from th&gdjamafers after the
bonding process has completed. The W2W method promises the highesiibuband lowest
costs due to having to perform an alignment step only once per wafergvhe other methods
have to perform such a step for every die. In addition, W2W allows fottimmest wafers and
highest TSV density]], 2].

The different stacking methods do have an influence on the expectedoyidié completed
stack given equal yields of the individual tiers. In the D2D and D2W methtiee dies on the
wafers can be tested before being bonded, and by selecting only tlessbat pass the test, the
overall stack yield is maximized. In the W2W method, using only dies that haagepahe test
is not possible, as the failing dies cannot be excluded from the passsgAtiean example let
us define the wafer yield of all layers to be 80%, and the correctly furiotjoties have been

13
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identified by testing. In the D2D and D2W processes, the test informatioredsarsd only the
functioning dies are selected to be part of a stack. The faulty dies cais¢arded and as a
result the stack yield is still 80% taking the number of dies of a wafer as a bas&2W, the
flexibility to match individual dies to each other does not exist; the waferbameed in their
entirety. If we assume the functioning dies are distributed randomly acresgater, then the
chance of both dies in the stack are functioning correctly is 8080% = 64%. The stack yield
will suffer even more when we consider more than two tiers forming a stadkeastack yield
fundamentally is equal to the product of all the wafer yields of the wafexisftiim tiers in that
stack.
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This chapter shows a method of improving the W2W stacked vyield through thefusafer
matching. A method in which multiple wafers predestined to form a certain layeeist#tk,
are compared to the wafers predestined to become other layers in thelataekv production
flow 3.1 prebond dies tests are performed at wafer level, the wafer maps areshatod output
of this matching process is utilized to reorder wafer containers so the s\ are matched
also arrive at the bonding stage in the same sequence.

»>
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Figure 3.1: W2W production flow with additional matching and sorting steps @f$éing.

The idea behind wafer matching is to try to put as many of the dies that pasebuwngd tests of
fab A on top of other succsefully tested dies from talthereby maximizing the stacked yield.
Theoretically given infinit wafers with randomly distributed non functioniresdavailable to the
matching process, there will be one with an identical wafer map. If this omeirgifand stacked
there would be no additional yield loss, and the stacked yield will be equattwéfer yield
of 80%. We will look at how much of this effect can be utilized not given iitéiramounts of
wafers, but a fairly limited number stipulated by the reality of the manufactuniaoggss. The
wafer matching process has been repeated with a variety of hypothetiteal waps, varying
the die size, number of layers and individual layer yield to show the eftecthe stacked yield
and thereby the effectiveness of the W2W matching process.

3.2 Related Prior Work

The idea of wafer to wafer matching to increase the yield in the W2W proaeséirst been
put forward infl], in this work the principle of W2W matching is presented as well as an ex-
periment into the effectiveness of the process. Realistic parameterbdenaehosen; 300mm
wafers containing 1320 dies each and a repository size of 25 which & &xgthe size of a
single wafer container as used by the IC industry. However the pajgetdahow the influence

of the individual variables on the effectiveness of W2W matching, maneas his experiment

is performed with a random generator as a source of wafer maps, aedghament is only
performed ones, the results are heavily dependent on the singulanmuafahat random gen-
erator. The author also questions if the relative modest gains in terms kfysédd justify the
expense of the wafer-level tests, but does not look further into the matter

In [2] the authors take a more profound look at the W2W matching problem, arslfidast
as aNP-Hard problem. The authors did so by stating that the problem can beegdoa
known N'P-Hard problem 7]. It identified several parameters; wafer yield, die area, numbers
of tiers in the stack and the number of wafers that are considered duritofpingras having
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an influence on the ability of W2W matching to increase the stack yield. Furtherinbas

looked at multiple algorithms that solve this problem, some are capable of solémydblem

optimally as long as the problem size is kept within bounds, while others solverdindem

non-optimally but are capable of solving larger instances of the W2W matchatdeom. The

paper gives a comparison between these algorithms in terms of test time ectiveffess, but
is hampered by the fact that also in this case | a random generator is us@dlimation with a
limited sampling size, only 5 simulations have taken place per setting and algoritraultiRg

in that the outcome is highly dependent on those particular outputs of theageme

e Our contribution over the prior work is the following The formulation of a clémen
mathematical model describing the W2W matching process, approximates dtveffe
ness in practice, identifies the individual parameters that are affectirexested stack
yield. In addition, gives a fundamental insight into how W2W matching actualtg-fu
tions, as based on probability theory.

e We present simulation results, indicating clearly the effects of the individuahpeters on
the effectiveness W2W matching, especially focusing on the effectsaniang repository
size. We do away with the possibly skewed results caused by using ragelemators in
generation of wafer mapg[ 2] by repeating each experiment 10000 times. Minimizing
any misleading effects a single random draw might have, by taking angevevar a large
number of draws.

e Thirdly we will present a cost model, it weighs the additional costs of W2W niagc
to the positive effect it has on stack yield. It considers several testrategies, and
demonstrates the impact of these strategies on the costs per die. Whererayiéth
decreases the cost per die, the addition of tests increases the costs.adpects have
been looked upon, for instance, the introduction of the wafer level die thsinishes
the need for some of the stack tests that would have taken place at lates stabe
production process.

3.3 Mathematical Model

In this section, we derive a closed-form mathematical equation that d@ppates the expected
stack yield that can be obtained through wafer matching as a function outhbear of stack
tiers, the number of dies per wafer, the yield per wafer, and the wajesitery size.

3.3.1 Stacking Two Individual Wafers

First, we model the expected yield of stacking two individual wafers, eantainingd dies. The
top and bottomwafer have respectively; and f; faulty dies, as determined by their pre-bond
die tests. We assunte< f; < f;, < d. This assumption is without loss of generality; in case
v < f+, we simply relabel top and bottom.

Let us consider the case with= 6, f;, = 3, andf; = 2 as a simplified but illustrative example
running throughout this section. Two example wafers that fulfill these gsttine depicted in
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Figure3.2
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Figure 3.2: Simplified running examplé:= 6, f, = 3, andf; = 2.

Functiony(i) denotes the compound yield of the stacked waféas exactlyi matching faulty
dies (with0 <7 < fy):

If we generalize this, we get

y(i) = max(d — fbd— fit +1,0) 3.1)

Functionp(i) denotes the probability of the occurrence of exactiyatching faulty diesp(i)

can be expressed as (1) the number of possibilities to mdéality top dies tof;, faulty bottom
dies, multiplied by (2) the number of possibilities to match the remairfjng ¢ faulty top dies
to d — f; good bottom dies, divided by (3) the number of possibilities to matclfy dulty top

dies to alld bottom dies: f d— f d
N A —Jo
pli) = <z> <ft—i>/<ft> o2

For our running example, the complete functjdn) is defined as follows:
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Note that it must always hold th@f;o p(i) = 1.

The expected yield can now be expressed as

Y =3 ) pl0) (33)

In Sections3.3and3.4, the stack yield explicitly disregards yield loss due to stack interconnelts fand intra-
tier faults introduced into tiers by the stacking process itself. Only in Se8t@rthis yield loss is again taken into
account.
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For our running example, this equates to

2

.16 218 3 6

Y =3 (i) (@) = 5 g5+ gp + 5o g~ 3333%. (3.4)
1=0

3.3.2 Matching to a Repository of Wafers

In this section, we consider the case in which a top wafer selected outepbaitory ofk top
wafers is stacked onto a given bottom wafer wfitiaulty dies. These top wafers are all assumed
to have an equal numbét of faulty dies per wafer, but the wafer maps of the individual top
wafers can be different. This setting allows to improve the yield, by selettiaitgop wafer out

of the repository for which its wafer map best matches the wafer map of ttenbavafer.

We generalize the probability functign(i) from Section3.3.1into a functionp(i, k) which
denotes the probability of occurrence of exagtiyatching faulty dies, given a repository of
top wafers. Note thai(i) = p(i, 1). Letq(i) = > %_, (p(j)) denote the probability of at most
matching faulty dies. Then, the generalized probability function can beessed as follows.

p(i, k) = q(i)F — q(i — 1)k for i >0 (3.5)
p(i, k) = q(0)F for i =0 (3.6)

For our running example, for a repository size= 5:

p(0,5) = ¢(0)° = 0.2° = 0.00032
p(1,5) = q(1)° — ¢(0)° = 0.8° — 0.2° = 0.32736
p(2,5) = q(2)° — q(1)°> = 15 — 0.8% = 0.67232

Table 3.1 shows how an increasing repository sizencreases the probability of matching a
larger number of faulty dies in both wafers.

]p(z',k:) H k:l\k=3\ k=5 \ k=8 \
i=0 0.2 0.008 | 0.00032] 0.00000256

1=1 0.6 0.504 | 0.32736| 0.16776960
1=2 0.2 0.488 | 0.67232| 0.83222784

Table 3.1: Larger repository sizeimproves the probability of more faulty die matches

We define the expected yield(k) for a repository of: top wafers as follows:

i
Y(k) = (y(@) - p(i, k) 3.7)
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For the running example, the expected yield increases from 33.33%ifayla-svafer repository
to the following value foik = 5:

Y=Y(1)=) (y@)- p@1))

M

s
Il
o

2
-p(0,1) + % p(1,1) + % -p(2,1) = 33.33%Y (5) = Z (y(7) - p(7,5))
=0

(2

D= O

2 3

3.3.3 Wafer Stacks With More Than Two Tiers

We now consider stacks oftiers. We assume that the stacking is done in an iterative fashion.
The first two tiers are stacked first. Each stack result serves agaig hsttbm in the stacking
process with the next tier. Every wafer that is stacked onto a bottom wafssttom stack is
selected from a repository éfwafers which have been pre-tested and for which the wafer map
with good and faulty dies is known. Each wafer contairdies. A wafer at tierlj (1 < j < n)
hasf; faulty dies.

We approximate the expected yiéldn, k) for a stack ofn tiers (o > 2) and a repository size
of k£ wafers in a recursive way as follows:

o Base: Y(2,k) = i (y(3) - p(i, k)) (3.8)
wheref; = Zoand fo=h (3.9)
o Step: Y(n, k) = i (y(@) - p(i, k)) (3.10)
wheref; = fZO and f, = |(1—Y(n—1,k)) d+0.5] (3.11)

Do note, that all thouglf, and f; are not part of th&”(2, k) andY (n, k) functions directly, they
are part of théy(:) and(p(¢) which ultimately do influenc& (2, k) andY (n, k).

3.3.4 Implementation

To evaluate this model we have implemented it in Visual Basic for Applicationg\jy&sing

the results directly in Microsoft Excel 2007. At the core of the model is tlodalility of the
occurrence of exactly matching faulty dies, as given in Equatiadh2), consisting of three bi-
nomial coefficients. These are relative easy to solve for a small valugsgfand f;. However,
trying to calculate the binomial coefficients with bigger realistic values will veiigldy result in
VBA being unable to handle the extremely large numbers. VBAs Double datatyponly hold
values between B4 and B in the positive range. The upper limit of this range is already
reached with a mere 175 dies on a wafer.
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We can rewrite the binomial coefficients of Equatidl) into a set of divisions as shown
below, until we end up with a set like Equatic®14).

wo=(3) GG e

_ fo! ' (d— fp)! f(d = £
= il'(fb—i)! (ft_l)!'(d_fb_ft-f-’i)! d! (313)
S Ji! (@—f)! (A= f)! (3.14)

S (=0 (=0 A= f— St ]

Whenever possible these products of sequences have been implentlotgoksa As a division
in the form of( oy is equal to the product of sequence— C' + 1)x(z — C +2)x...x(X).
Looking closely at the new termed equations it is clear that very large nsmbkrise both
in the numerator as well as the denominator. In this we have found a solutitimefproblem
handling large numbers VBA has, if both the numerator and denominatoesréavge numbers
then we can divide both by the same term, reducing their size without affébegngsult of the
division itself.

The two biggest contributors are tl?g(db_f—blr factor and the(d—ft) factor in the numerator
and denominator 03.14espectively. In order to let both the numerator and denominator grow
as equally as possible, we alternate performing calculation steps on theda bath cases the
length of the sequence is dependent on the number of faults in the top Bgfkenowing how
long these sequences are, we can determine when and how many times se¢et@alternate
between the two sequences. Meanwhile we keep checking the size ofrttezatar and de-
nominator, and take appropriate action if they do become too large.p{fijmow computable,
we use Equatiory(i) = Z;:o (p(4)), to calculate all possible values 6f(i) Subsequently
Equations 8.5) and @.6) are used to calculate the of likelihood of an number of matéliesa
repository sizek, given the likelihood of a repository size of 1 (Equati@id). The last step is
the relative simple summation of Equatidh?), with they(:) from Equation 8.1), this gives us
the expected yield results presented in the next section.

3.3.5 Calculated Results

For the experimental results throughout this chapter, we considefegence processvith
300 mm wafers with 3 mm edge clearance, a defect dedsity: 0.5 defects/cr and a de-
fect clustering parameter = 0.5 [8]. Our reference desigconsists of a two-tier stack of
equal-sized square dies with arda= 50 mn?. These inputs givd = 1278 dies per waferq],
and a die yieldy = (1 + A - dp/a) ™ = 81.65% [4], which roughly corresponds tf; = 235
for all tiers ;.

In Figure 3.3, the curves show the relative increase factor of the calculated expstetelded
yield, based on the model presented earlier in this section, for our mefengrocess and
reference design, for varying repository siZzesc {1,...,50} and various wafer yields 3
y € {70%,...,90%}. At the right-hand side of the figure, the absolute stack yields fer 1
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(minimum) andk = 50 (maximum) are given. The figure shows that significant yield increases
of several percent points can be obtained for sufficiently large eppsizes. The higher the
wafer yield is for each tier, the lower the compound stack yield is, but thed#ng relative yield
benefit due to wafer matching for a given repository size. The figucestlews that the incre-
mental stacked yield benefit of wafer matching diminishes for larger reppsitzes. Hence, the
wafer repositories do not need to be large to harvest a major shardirggovement offered

by wafer matching.
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Figure 3.3: Relative increase factor of calculated expected stack yieldifging wafer reposi-
tory sizek and for various wafer yields.

In a second experiment, we vary the die sizeWe keep the process maturity of the wafer fab
constant, which implies that the yield per die decreases for larger diele J&lshows, for the
die sizes we selected, the resultid@nd f values which served as inputs for our mathmatical
model. The results of this calculation are depicted in Figude

! A | y[4 [d9] F | (d—1)/d]
25 mn? || 89.44%| 2597 | 274 | 89.45%
50 mn? || 81.65%| 1278 | 235| 81.61%
75mn? || 75.59%| 838 | 205| 75.54%
100 mn? || 70.71%| 622 | 182 | 70.74%
125 mn? || 66.67%| 491 | 164 | 66.60%

Table 3.2: Calculation off and f parameters, that served as inputs for our second simulation
experiment.

In a third experiment we have look at the effect of multiple tiers. Again wel ase reference
process, for which we vary the repository size= {1,...,50} and the number of tiers €
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Figure 3.4: Relative increase factor of calculated expected stack yieddvirying wafer repos-
itory sizek and for various die sizes.
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Figure 3.5: Relative increase factor of calculated expected stack yielaifging wafer reposi-
tory sizek and for various numbers of stack tiers.

We see very similar behavior in all three of our experiments, the majority of aire \y2W
matching provides is achieved in the left hand side of the graphs. Furttreasing the repos-
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itory size is beneficial, but the gain per additional repository space isdm@easing. Also
we consistently find that the lowest base stacked yield, benefits more feofv2WV matching
compared to higher stacked yields.

The theoretical model presented in this section has a number of limitationsafd$br most
the the model assumes that a single bottom wafer is stacked to the best mataféengut of
k top wafers, while the remaining top wafers are discarded; in reality, emtsgettes of wafers
need to be matched to each other, as we want to use them all, and not discarafers. another
limitation is that the model assumes a fixed number of faulty djeser stack tier; in reality,
there will be variations in that number. A final limitation of the model, is that fact ithedin
only work with natural values. This raises a problem when we consideick size greater then
two. For we use the intermediate expected stacked yield of the first two tiepsntoaf bottom
wafer to match with a third. We therefor have to take the intermediate expecté@dtgeld
and round to the nearegt(see Eq. 8.11)); this assumption is responsible for the clearly visible
step behavior in Figur8.5 which becomes more pronounced for larger values.ofThese
limitations are addressed in our simulation model presented in the next section.

3.4 Simulation

To assess the yield benefit of wafer matching through simulation, we hatéwi software
solutions: (1) a wafer map generator, and (2) a wafer matching algorithm.

In order to perform wafer matching a matching algorithm requires wafersméap an actual
industrial application, the wafer maps would be based on actual test reRYItsL, ?]. In our
case these are provided by a wafer map generator. This wafer magmpemaimics real life
wafer maps for simulation purposes, by generating pass/fail wafer nsaps the internal C++
pseudo-random generator function and the fractiba f)/d to determine whether the die was
assumed to pass or fail its pre-bond test. In our system, wafer mapspaeserted as binary
arrays of lengthi, the number of dies per wafer; a value of zero (resp. one) regsegai the
corresponding die on the wafer passed (resp. failed) its pre-band tes set-up guarantees that
over a long run of generated wafer maps, the average die yield is indeed)/d, but allows
for random variations per wafer, just as is the case for real-life waégrs. To eliminate the bias
a individual randomly generated wafer maps might have, experimentgegeted 10,000 times
and averaged.

The wafer matching algorithm we have implemented matches the entire contenvafer
repositories of sizé to each other; in other words, no wafers are scrapped. The algorithm
iteratively matches wafers, tier by tier. The algorithm first fully matches the T'eend Tier 2
wafer repositories; subsequently, the Tier 3 repository is matched topbsitery of Tiers 1+2
stacks; and so on, until Tier is also matched and stacked. In matching a repositofy reéw

top wafers to a repository df bottom wafers or wafer stacks, we use the following algorithm.
All k2 combinations are evaluated and the highest-yielding match is selected. Gemisgqve
consider the remaining repositories of size 1, repeat the procedure, and so on. Our matching
algorithm is an iterative version of the ‘greedy’ heuristic for only two tiesslascribed ing].

Note that this software component can also be used to match real-life wapes; matead of
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the pseudo-randomly generated ones used in our experiments. Alsoatalning algorithm can
be replaced by another matching algorithm, for example the heuristic or &klgalgorithms
described in2].

3.4.1 Simulator

The generalized flow through the simulator is depicted in FiGuse

Wafer Map 5

Generator

v ‘I. \ 4 ‘l" ‘l'

& & & & & &
& &

Repositories

\ 4 \ 4 \ 4
Wafer Matching 5
Algorithm =
i A | A :
i ] 1 [ 1
\ 4 D [ 4
: 4 / Stack
Tierl ./ [Stack2 . ..
Stacks + tier 2 + tier 3 Qi_elr:

Figure 3.6: Operational flow of the W2W simulator.

A simulation starts with a user defining the experimental parameters, usingphiGaUser
Interface, see Figurd.7. As the mathematical model in the previous section has shown, the
effectiveness of W2W matching is dependent on four input parameters:

e the numben of stack tiers

e the numberl of dies per wafer

e the numberf; of faulty dies per wafer (fot < j < n)
e the wafer repository size

In addition to these parameters, we also include settings for the number of simsilagovant
to run. Shorter simulation runs were used to verify functionality of the simulatat confirm
correct operation. Longer simulations provide us with statistically stabldtsesa require for
analysis.
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Figure 3.7: Graphical User Interface of the W2W simulator.

The GUI also provides settings that specify how the wafer map generatotidns; (1) a set
number of faulty dies randomly dispersed over the wafer map, leading ttlgxa faults on
a wafer, or (2) every die on the wafer map has a fraction- f)/d chance of being faulty.
Function (2) also leads to the same average yield over longer simulation rdmscéisn (1)
does, but allows for individual wafers to have lower and higher yieldss is one of the few
settings that allows us to choose between the two main functions of the Simutedore mode
it can be used to verify the mathematical model, while in the other it allows us to minhidfeea
conditions more closely. Other GUI settings include the number of stacksetmaatuced per
simulation (‘production’), this enables the simulator to discard 1 wafers in the repositories
after the first match has been selected, this behavior is identical to thar ofiabhematical
model. The simulator GUI also allows us to specify the name of the output filewithdtold
the simulation results.

There are two main data structures, one that holds all the wafer repcsitamie one that holds
repositories with the (partial) stacks as compound wafers. Both are implamastthree-
dimensional arrays of the form[a][b][c]: the first position denotes #m@ository, the second
the position of a wafer in the repository, and the third the die on that wafer.

Algorithm 1 shows the steps the simulator goes through for a single simulation, we will look at

the individual steps later on.



26 CHAPTER 3. EFFECTS OF WAFER MATCHING

Algorithm 1 [Y IELD SIMULATOR, SINGLE SIMULATION]

INITIALIZE ALL REPOSITORIES;
COMPUTE POSSIBLE MATCHINGS
SELECT BEST MATCHINGS
MEASURE RESULTING STACK

A WOWNPR

In Algorithm 2 we initialize the repositories, this includes the generation of the wafer maps for
each of the wafers in each of the repository. We will only concern tegsevith the ‘waferstock’
array which holds the repositories of wafers, the ‘stack’ array withigdastack is initialized but
remains empty until the bonding procedures take place.

Algorithm 2 [INITIALIZATION OF THE REPOSITORIEY

1 initialize array

2 [* Step through the repositories */
3 for n:=1to #repositorieg

4 /* Step through the wafers */
5 for k := 1to #wafersper.repository{

6 if Algorithm == variablenumberof_Faults{
7 [* Step through the dies */

8 for j := 1to #dies per. wafer{

9 if (d * randomvalue[0.00..1.00} f; {

10 waferrepositories[n][k][j] = O; /* good die */
11 }

12 else{

13 waferrepositories[n][k][j] = 1; /* faulty die */
14 }

15 }

16

17 else(Algorithm == fixed number of Faults)

18 while #faults not reachedo {

19 waferrepositories init to O;

19 int die = (randomvalue[0.00..1.00]#;

20 if waferrepositories[n][k][die]] =! {

21 waferrepositories[n][k][die]] = 1;

22 #faults++;

23 }

24 }

25 }

26 }

27 }

We only consider the matching of two repositories of wafers at the time, @usitery is the
provider of the bottom wafers, the other of the top wafers. In Algorigwme add all possible
k? combinations of a top and bottom wafer to a Linked list called ‘matchlist’. ‘Matths
responsible for ordering these matchings by the stacked yield, whichsré&sim bonding those
two wafers. After the first combination has been chosen, theré ard bottom wafers and

k — 1 top wafers left, leading tok — 1)? possible combinations for the second combination to
be selected from.
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These(k — 1)? combinations are a subset from the origihdkcombination, as alt — 1 bottom
and top wafers where part of the two sets of k wafers. Realizing this we made the choice
of not repeating the calculations bet reuse the result from the origfralatrix of calculations,
instead we remove the invalid entries from this matrix after a particular match destlerhis
is why we use a Linked List, a Linked list can easily hold all the combinationsefrthtrix,
keep them in order by resulting yield, and the removal of invalid combinatiopsriermed by
traveling through the list only once.

Algorithm 3 [COMPUTE ALL POSSIBLE MATCHINGY

1 initialize matchlist

2 [* Step through the bottom wafers */

3 forh:=1tok{

4 [* Step through the top wafers */

5 for j:=1tok {

6 int score = WaferPairScore(waferrepositories[bottom][h], wafeositories[top][j]);
7 matchlist.add(h,j,score);

8 4

9 %

When all possible matchings have been added to the matchlist, a new phasegoan As
matchlist kept the matchings in order, the best yielding combination will be ateaé bf the
linked list. This best matching is removed for the list, and the two involved wafer&onded
and stored in the ‘stack’ array. Algoriththshows how this is performed. Once the stack had
been created it can be used as a source for a new matching proceélsitagt a new top wafer
from one of the ‘wafer stock’ repositories, repeating AlgoritBrmAlternatively it can be a final
product and be tested as Algorittidescribes.

Algorithm 4 [SELECT BEST MATCHINGY

[* continue selecting until all wafers are used */
for i := 1to #wafersper.repository{
match = matchlist.retrieve();
newstack = bond(match.top, match.bottom);
stacks[partiaktack][i] = newstack;

OO WN R

h

Algorithm 5 [MEASURE RESULTING STACK$

[* Count working dies until all wafers are checked */
for i := 1to #wafersper.repository{
waferyield = WaferScore(stacks[#tiers][i]);
totalyield = totalyield + waferyield;
1

yield_percentage = totatield/#wafersper.repository;

DO~ WN B



28 CHAPTER 3. EFFECTS OF WAFER MATCHING

3.4.2 Matchlist

Matchlist is the data structure that holds all the results of all possible matchatgedn two
repositories. For a given repository sizekofvafers,k? scores will be added to matchlist. These
entries will have four parameters, the first two denoting the two wafers im#tehing, the third

is "Score” or the number of good dies that would result, and the finalMaria a pointer to the
next matching in the list. Matchlist initializes as an empty linked list after which all tbees
will be added one by one, while keeping the list ordered, the first bestsare kept at the head
of the list, while the worst scores are at the tail of the list. How this is perfolisietade clear
in Algorithm 6

Algorithm 6 [MATCHLIST.ADD]

1 /*add(int bottomwafer, int topwafer, int score) */

2 matchlist newitem = new Matchlist(bottomwafer, topwafer, score);
3 *Previous = *Head;

4  *Current = *Head;

5 while Current.score> new.item.scoredo {

6 *Previous = *Current;

7 *Current = *Current.next();

8 }

9 *Previous.next = *newtem;

10 *new.item.next = *Current;

When the linked list is completed, the so called ‘Retrigvecedure’ is used. This Algorithm in
7 returns the head of the linked list (the first highest score), and stoeesvthwafers used in
that matching. Subsequently all entries of the list that share one of boths# Wafers with the
head in the queue are invalid and are removed from the linked list.

Algorithm 7 [MATCHLIST.RETRIEVE]

1 /*Retrieve() */

2 int bottomwafer = Head.bottomwafer;

3 int topwafer = Head.topwafer;

4 *Previous = *Head;

5 *Current = *Head;

6 while Current.next=! null do {

7 if Current.topwafer == topwafer & Current.bottomwafer == bottomwafer
8 *Previous.next = *Current.Next;
9 *Current = *Previous.next;

10

11 else{

12 *Current = *Current.next();

13 }

14 return Head,;
15 Head = Head.Next()
16 };
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For each of our experiments we have done 10,000 simulations, and upingjtogy sizesk
ranging for 1 to 50. To this end each simulation run, initiated by the GUI, will ltwpugh
Algorithm 1 500000 times. In in the case for a stack consisting of more then two tiers, multiple
loops per simulation through Algorith@and Algorithm4.

3.4.3 Experimental Results

In this section we present three simulation experiments, performed with the siniggcribed
in the previous section. The experiments are based on our referemaspiand reference design
(see Sectior3.3.95; in each experiment we vary repository sizand one of three other input
parameter: (1) the numbgy of faulty dies per wafer (fot < j < n), (2) the number of dies
per wafer, (3) the number of stack tiers.

In the first simulation experiment, we vafywhile maintaining the die sizd constant; this leads
to variations in the die yield = (d — f)/d. This experiment simulates the effect of varying
process maturity of the wafer fab. Our reference design in our referprocess has a yield of
~82%. We have experimented with approximate die yields of 50% (39), 60% (f = 511),
70% (f = 383), 80% (f = 256), and 90% ( = 128). The results are depicted in Figu3es.
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Figure 3.8: Relative increase factor of simulated expected stack yielgifging wafer reposi-
tory sizek for various die yields.

In the second simulation experiment, we vary the die sizéVe keep the process maturity of
the wafer fab constant, which implies that the yield per die decreases der ldies. Table.3
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shows, for the selected die sizes, the resultirand f values which served as inputs for our
simulations. The simulation results are depicted in Figuge

Absolute Yield
k=1 k=50

44.4546.0%

50.0->51.4%

57.0->58.1%

-{ 66.6>67.3%

80.0>80.3%

A | yl4 |49 ]| f |[(d—f)/d]
25 mn? || 89.44%]| 2597 | 274 | 89.45%
50 mnt || 81.65%| 1278 | 235| 81.61%
75mn? || 75.59%| 838 | 205| 75.54%
100 mnt || 70.71%| 622 | 182 | 70.74%
125 mnt || 66.67%| 491 | 164 | 66.60%
Table 3.3: Calculation offl and f parameters, that served as inputs for our second simulation
experiment.
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Figure 3.9: Relative increase factor of simulated expected stack yielgifging wafer reposi-

tory sizek for various die areas.

In the third simulation experiment, we use the reference process andnegedesign and vary
the number of tiers € {2,...,6}. The simulation results are shown in Fig®40

All three experiments lead to similar observations. The absolute compoutkdygatof W2W
stacking decreases for increasing number of tiers, decreasing diganelihcreasing die area;
in some cases drastically. Hence, if the number of tiers is large, the die yield,iarid/or the
die areais large, it is rather unattractive to do W2W stacking. Howevelowes the compound
stack yield, the higher the relative yield increase that can be obtainedythveafer matching.
In our experiments, the observed relative yield increase varies betWg#nand 10%.

We also repeated the experiment in Smith et . With our simulator. Settings for this ex-
periment included 1320 dies per wafer, 25 wafers per repository, mustiptsk heights, and a
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Figure 3.10: Relative increase factor of simulated expected stack yieldifiging wafer reposi-
tory sizek for various numbers of stack tiers.

varying die yield of 5% to 95%. In the experiment this is signified as 1254 t@6kyfdies in
steps of 5% or 66 faulty dies. The result of this experiment is shown in ERyad.

From this experiment we see the benefit of performing a large number ofasioms, as it
shows how the benefit of W2W matching is effected by the yield of the resudtanck. The
smoothness of the curves mean that realistic estimates can be made evgro$itorg sizes
outside our scope by extrapolation. In Fig@ré1we see that there is an optimum, which is to
be found near a stack yield of 20%, meaning that thahfer 2, the yield of the individual tiers
is much lower then would be the case for= 6. Also note that we are not manipulating the
stack yield directly, instead it is controlled indirectly by manipulating the tier yield.

3.5 Cost Benefit Analysis

The previous sections have demonstrated the benefit of the wafer masdgipreach in W2wW
stacking in terms of yield increase. However, wafer matching is only possipte-bond test
results are available for all dies. In case the wafer fabrication andistack performed by
different companies, and the wafers are delivered to the stacking cgrmpder &Known-Good
Die (KGD) agreement, die testing will be necessary to guarantee the outgaoitiggbiquality of
the wafer fab. In other cases, the question is whether the additionabé@&iforming pre-bond
die tests are compensated by the obtained yield incredsgs [

We consider the three production flowl®] in Figure3.12 All three flows have a final test which
re-tests dies and interconnects, and hence result in products with thdisahnest quality. The
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Figure 3.11: A comparison to Smith et al]] Yield improvement, as a function of the stack
yield.

differences are in the earlier parts of the flows. Flow (a) is the base owWRW stacking:
dies and interconnect are tested for the first time @itgr stacking. Flows (b) and (c) both
make use of wafer matching, enjoy the corresponding increased yieddithédt require pre-
bond die testing. In Flow (b), the stack is fully tested after stacking butrbefssembly and
packaging, i.e., the newly-formed interconnects between the stackedeliestd, but also the
dies themselves are re-tested. The die re-tests might show limited fall-out,.e2dq thtra-die
defects induced by wafer thinnin@Z]. Flow (c) is an optimized variant of (b), in which during
the stack test, only the newly-formed die interconnects are tested. Ifinprésiea-die defects
will slip through this stack test, but are assumed to be caught by the findiéese maintaining
a constant quality of the final product but increasing the packagirtg cos

Functiont(z) denotes the test costs for Flow)( with =z € {a,b,c}. t(x) can be expressed
as a sum of products. The products express how many items are testethatritie test costs
per item are. The sum iterates over the various test stages that aréeelxqme-bond die test,
post-bond stack test, and final test. In addition to the variables from Se&:8owe introduce
four new variablesty;, andt;,; denote respectively the test costs (in arbitrary units (a.u.), we
use this only for relative comparison) for a die test and an interconrsgcat@dy s ;. andysint
denote respectively the die and interconnect pass yield during the stack/eecan expregsx)
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Figure 3.12: Production flows: (a) base flow (without wafer matchingwéder matching flow,
(c) optimized wafer matching flow.

now as follows:

number of items tested test cost per item

t(a)= d “(n-tgie + (n—1) - ting)
+d-Y(n,1)-yshe - ysﬁgl “(n-tgie + (n—1) - ting) (3.15)
tb)= d ‘N - tdie
+d-Y(n,k) “(n-tgie + (n—1) - ting)
+d-Y(n,k)yshe - ysiot - (ntaie + (n— 1) - ting) (3.16)
tc)= d ‘N - tdie
+d-Y(n,k) “(n—1) - ting
+d-Y(n,k)-ysi, ! “(n-tgie + (n—1) - ting) (3.17)

For a fair comparison of the test cost per flow, we attribute the total tett ool to the func-
tional (passing) stacks. For Flow (a), the number of functional stacks/ign, 1) -ysy,, - ysﬁltl,
for Flows (b) and (c), the number of functional stackd isy"(n, k) - ys&,. - ysi- .

In Figure3.13we compare the test costs increase (or decrease) per functionaiastéod two
wafer-matching flows (Flows (b) and (c)), relative to the base flow (Ria)y. For these cost
calculations, we made the following assumptiohs= 50, tgic = 5,000 a.u.,t;,t = 50 a.u?,
YSdie = 99%, ysint = 97%. The set-up of other parameters for the experiments in Figre
are equal to the three experiments of Sec8ah in which we vary respectively yield, die size,
and number of stack tiers.

At first glance, one would think that adding a pre-bond die test as a tisirtbta flow that already
contains a post-bond stack test and a final test adds roughly 50% $tstpes die. However,

2For our comparative study, the actual valuesef andt;,,; are far less important than their ratio.
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Figure 3.13: Relative test cost per functional stack of wafer-matchimgsfin comparison to the
base W2W flow without wafer matching.

if the wafer maps resulting from the die test are kept, the stack test can sikiplptacks
which contain one or more known bad dies, and hence reduce its test th&ds confirmed
by Figure3.13 which shows that the test cost increase of Flow (b) varies betweenahs
50%. The lower the compound stack yield (due to low die yield, large die sitioma large
number of tiers), the lower the additional test costs. If the compound sialkiyg low, it is
beneficial to find that out as early as possible through a pre-bond tli@sesirther (test) costs
downstream can be prevented. Fig@r&3also shows that the optimized wafer-matching flow
(Flow (c)) more or less keeps the test costs per die constant, and in septeasaen achieves
a cost reduction up to 6.5%. The price to be paid for that is that due to the-tpvadity stack
test, some faulty stacks get packaged and are only detected as faulty therifinal test. This
applies to a fractioril — ys(, ) of the functional stacks; in our example, for= 2, this amounts
to roughly 2% of the functional stacks.

3.6 Conclusion

The W2W stacking approach for 3D-SICs offers the highest manufagtthroughput and al-
lows for the smallest die sizes, thinnest wafers, and highest TSV densltiesdrawback of
W2W stacking is that one cannot avoid that a bad die is stacked onto a good\dce versa,
leading to low compound yields. This drawback is exacerbated by a largberwof stack tiers,
a small number of (large) dies per wafer, and/or low die yield.

Nevertheless, if one chooses for a W2W approach, wafer matchingednasis of pre-tested
wafer repositories can increase the compound yield significantly. Our mattoal yield model
shows that the yield increase depends on (1) the number of stack tjetee (Rimber of dies per
wafer, (3) the die yield, and (4) the wafer repository size. For ressenepository sizes of 25 to
50 wafers (one or two cassettes), our simulations demonstrate that rgiatovémprovements
of 0.5% to 10% can be achieved; the benefits are larger when the absmup@wend yield is
lower. Our experiment also has shown that the that the benefit gainedreaging the size of
the repositoryk, is decreasing. Making small manageable repository sizes of 25 or ®svaf
attractive. The additional investment required to achieve this yield incis&sener an relative
test cost increase of 15-50% (for the wafer matching Flow (b)), ordalitianal package cost
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of 2-5% (for the optimized wafer matching Flow (c)). This implies that wafer hiatgis an
economically viable approach in the context of W2W stacking.
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DfT Architecture for 3D
Stacked ICs

This chapter describes a structured modular Design for Test (Dffijtacture for 3D-SICs.
Without such an architecture testing of a 3D-SIC is only possible if all th&riboing dies are

designed in conjunction with each other, and only when manufacturing cftéoé has been
completed. With the modular 3D-DfT architecture we propose, it is possibleéoany 3D-

DfT enabled design and position in anywhere in the stack, and still petistimg of the entire
stack and components. We base this 3D-DfT architecture on the IEEE[Bb@€chitecture

for embedded core testing. The proposed 3D-DfT architecture allaves3®-SIC to be tested
in between various stages of manufacture, as well as allow for finabiptadsting. We also
investigate the cost aspect of our 3D-DfT architecture in terms of addifl&¥4s and dedicated
pre-bond probe pads.

This chapter is organized as follows. In Sectii, we provide the background to our work
in this area, and identify where 2D testing techniques do not suffice indeéga3D testing.
Section4.2 describes related prior work in test access architectures for 3D-S8€stion4.3
provides an overview of test access architecture standards for &@B2D-SOCs, which, like
3D-SICs, are also built from interconnected smaller components. Theetpstements and
constraints which are unique to 3D-SICs are discussed in SetdborOur proposed 3D-SIC
test access architecture is presented in Sedtibnin Section4.6 we will validate the 3D-SIC
test access architecture with simulation experiments with recommendationsl|feenaors in
Sectiond.7. Sectiord.8 concludes this chapter.

4.1 Introduction

Stacking layers of 2D ICs on top of each other to form 3D-SICs has mdyargages; heteroge-
neous integration of dies, small physical size and footprint, and high alteomnectivity. The
advantages of 3D-SICs over 2D ICs are described in Ch&ptétowever, it also brings forth
problems in terms of test access; Getting test data to the selected tier of tHE3DFBL triv-

ial. In contrast to 2D ICs testing, testing equipment may not have directatodhe die, as it
forms a tier in a 3D stack, and other tiers physically prohibit that tier to begatoBur 3D-DfT
architecture solves the access problem for 3D-SICs by allowing scassto a particular tier
through the other tiers in the stack. In Fig4rd we show a stack of three dies, each die may
have multiple cores or be monolithic in design. The 3D-DfT architecture shmoldde access
to each die, from where 2D DfT can distribute the test data internally.

First and foremost 3D-SICs need to be testable to the same degree as2Bel@y unable
to properly test 3D-SICs would make them economically inviable. The psookestacking
only makes sense for bigger, more expensive dies, making any 3DaBi&ble. Any customer
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Figure 4.1: 3D-DfT architecture allows for the testing of any die, with only libdom die
accessible.

therefore will be expecting high quality fully tested products, especiallyhiose markets where
product failure is unacceptable (military, aeronautical, medical, etc).

Fundamentally, a 3D design can simply be seen as a System-on-Chip (S8 & which the
individual cores are distributed among the tiers. If a stack is seen as Sia@lethe stack can
be tested as a normal SoC and 2D-DfT would suffice. While approachvwdodk for completed
stacks it does not cater for pre-bond die tests or partial stack testeda tibists, sections of the
stack are simply not there yet, so they cannot be used to propagateteestrdgaigh. This is
inherited from 2D design, where all components are finished at the samethiene;is no need
to be able to test a individual core while the rest has not been build yeD-8BI8s we do want
to perform intermediate testing; we want to know if a tier is functional befatérg it through
the expensive stacking procedure. Also if a non-functional tier is sthokto a functional tier,
the resulting stack would be unsalable. Hence, the costs associated witlrokdedmg a non-
functional tier into a stack is not just the costs of that tier and the stackinge@uoe but also
the cost involved with the other tiers in that stack. To enable pre-bond décated partial stack
tests, we therefore require an active DfT architecture that controlothefltest data depending
on the stacks composition.

We also want to take a look further ahead, and provide an architecturallthas for the reuse
of tiers into other stacks. We see more and more reuse of IntellectualrBrfp9, for instance
when entire cores are reused in several designs, even amongsrdiffempanies. We foresee
this phenomenon to continue and spread into reused tiers, where stagRipgries make use
of tiers from several companies in much the same way as commodity memoriesugte n
by system makers today. A standardized modular approach in the Dfifestcine should help
3D-SICs in these matters; Using test-compatible tiers would mean a stack makk e test



4.2. RELATED PRIOR WORK 39

the tiers without having to negotiate with each and every tier provider whpagaies which
signal and where to, further improving the re-usability of a tier.

In this chapter, we focus on the design of a structured and scalablectesisaarchitecture.
The architecture supports pre-bond tier testing, post-bond stack teatidgfinal packaged-
product testing. It allows for modular testingd of intra-tier circuitry and inter-tier TSV-based
interconnects. Hence, it supports stacks of possibly heterogenaditr dlack-boxed dies,
flexible test flow creation during the various maturity stages of a 3D-Sl@yatp and easy
diagnosis. The architecture reuses commonly encountered DfT stietitren the various
tiers as much as possible. It leverages two existing DfT standards, GE 1649.1 14, 15]
for chips on a Printed Circuit Board (PCB) and IEEE 158016] for embedded cores within
an System-On-Chip (SOC). The test access architecture initially targe®G®eonsisting of
scan-testable digital logic and memory tiers, but can be extended to inclugtetyyties of tiers
as well.

4.2 Related Prior Work

The first paper dedicated to testability of 3D-SICs wh4.[ It focuses on pre-bond die testing,
required to achieve acceptable compound stack yields. Testing incompbeligcts as formed

by the various stack tiers is identified as a potential problem. In our opinigdtesnot
have to pose a problem really, provided that (1) structural, not furaitiests are applied, (2) a
modular test strategy is followed, and (3) the infrastructure (powen/gratlocks) can be made
operational per die. 1[7] proposes a ‘scan island’ approach, which is essentially the wrapper
technology from IEEE 1149.11§, 15] and IEEE 15003, 16, 13] under a different name.

Many of the other publications on 3D-SIC testing implicitly propose a test aceitecture,
while focusing on optimizing the design parameters of that architecture to minimezeeth
sulting test length and/or the associated wire length. Wu etl8].describe three scan chain
optimization approaches for 3D-SICs. Implicitly, this paper assumes thagie $ogic test unit
is partitioned over multiple tiers, which seems rather unrealistic. Therefofé9inWu et al.
propose a core-based design and test approach (as common f@@&)-# which each core
resides on a single tier. The paper proposes an ILP-based TestisAldezhanism (TAM) op-
timization approach, which tries to minimize the resulting test length under a cioms$trathe
number of additional ‘test TSVs'. Both paperkd[ 19 focus exclusively orpost-bond stack
testing and ignore the requirements for pre-bond die testing.

Jiang et al. 20] describe a TAM optimization approach based on simulated annealing that min-
imizes test length and TAM wire length with a user-defined cost weight fadtbey assume

a modular core-based 3D-SIC test approach and take both pre-hdmubat-bond test lengths
into account. The paper lacksalistic constraintoon wafer and packaged stack test access, due
to which it unrealistically allows TAMs to start and end at any stack tier. Sisarepaperl]
remedies this partly, by working witpre-bond testshat are applied througtiedicated probe
padsat the die in question, for which a maximum count is assumed. The papersg®peuris-

tics that determine a post-bond stack test architecture, from which seganemésised as much

as possible to build additional die-level test architectures for the prd-tests, while meeting
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the maximum probe pad count constraint and minimizing test length and TAM wigéghle

In contrast to the prior work by others, we start out by identifyieglistic constraints and
requirementset forward by, among othersiafer probe technologgndtest flow set-upsSub-
sequently, we focus on the design of a generic and structured testsaaashitecture. The
architecture is scalable in the sense that its design parameters can be ogiomizeding core,
die, and stack parameters, but the focus of our wonkoison those optimization procedures.
The prior work published until now has focused emphonly on testing thesdarthe various
dies constituting the 3D-SIC. However, testing the circuitry within the tiersdbebe cores,
has not been covered, and neither is the (TSV-based) inter-die intercis between the tiers.
The prior work also did not identify how existing DT standards and testesarchitectures can
be leveraged. Finally, test control and instructions were ignored in tbeywork. We address
all the above issues.

4.3 Related Test Access Standards

4.3.1 Test Access Architecture for PCBs

The commonly-used test access architecture for PCBs is based on tEEEL£9.1, Boundary
Scan (a.k.a. 'JTAG') 14, 15]. In order for chips to be compliant to IEEE 1149.1, a small hard-
ware wrapper is added to them as shown in Figli#e The instruction register (IR) is used to
hold instructions which determine the flow of data through via the switch boXesse switch
boxes enable or disable internal scan chains, Boundary Scan RéBSERYand the bypass reg-
ister. The IR is controlled by a finite state machine, the TAP Controller, whithitgecontrol
signals externally. IEEE 1149.1 works through a narrow single-bit imterfas every JTAG ter-
minal requires an additional chip pin and these are considered expeRsrtunately, the prime
focus of IEEE 1149.1 is PCB interconnect testing, and that requiresaosityall number of test
patterns 22]. The single-bit interface pins are called! (Test Data Input) anaipo (Test Data
Output), and they transport both instructions and test data. The cortedhice consists of the
pinsTck (Test ClocK),TMs(Test Mode Select (and optionalt)rsTN (Test ReSeT Nagetively
triggered)).

For an example PCB containing three 1149.1 chips, a common JTAG-baseddess archi-
tecture is depicted in Figur.3. The control signals are broadcast to all chips, whiletthe
TDO pins are concatenated through the chips. The broadcast controlssigimaconfigure the
TAP Controller in a mode in which it is willing to receive instructions, which aresaguently
scanned into the Instruction Register (IR) via the daisychairpeeTpo interface. Note that
this allows for different instructions for different chips; for exampl&jfCB can be configured
in INTEST mode, while ChipsA andC are configured in BPASs mode. Then, the chips are
brought into their instructed test modes via the broadcast control sigmatest data is scanned
in and out again via the daisychainedi-TDoO interface. The selected test data register (e.g., the
bypass register, a Boundary Scan Register (BSR), or a chip-inraalchain) depends on the
instruction, and can be different for different chips; in any case, a $ingle shift register, as
shown in Figuret.3.
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Figure 4.3: Board-level test access architecture for chips basdeihn1149.1.

4.3.2 Test Access Architecture for 2D-SOCs

The commonly-used test access architecture for (two-dimensional) SosEring embedded
IP cores is based on IEEE Std. 15() 16, 13]. As shown in Figure4.4, IEEE 1500 adds
a small hardware wrapper around the module-under-test. Similar to the 1EEE1 wrapper,
IEEE 1500 adds switch boxes that control the flow of data through tlee bat it must cater for
then-bit parallel test data interface as well. Instead of TAP controller antHRE 1500 uses a
Wrapper Instruction Register (WIR) which still has an IR internally butsdogt require a finite
state machine. To provide control over the IR IEEE 1500 instead relieseowthpper Serial
Control (WSC) signals directly; A faster solution then a IEEE 1149.1 TARroder, but does
require addition pins.

As shown in Figured.5, the test access architecture for an IEEE 1500-based SOC shows more
similarities to IEEE 1149.1-based PCBs. Control signals are broadcdsctwes. Once con-
figured in the appropriate mode, instructions are shifted into the Wrapptudtion Register
(WIR) via the daisychaine@si-wso interface. Thensl-wso interface can also be used as a
single-bit test data interface, once the WIR has been put into the desid Ror board-level
compatibility we have linked the IEEE 1500 cores, to a SoC-level IEEE 1ldfefface, from
which we also derive the control signals. This is a typical case, wherk=tig 1149.1 inter-

face is preferred amongst SoCs and other PCB components to enafiledwed interconnect
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testing while keeping the external pin count low. While within the SoC IEEE 15@Bed to
take advantage of the high-bandwidth parallel test interface it provigether advantages of
IEEE 1500 has over IEEE 1149.1 is the reduced complexity stemming fromsimay an FSM
as a control mechanism, but the WSC directly, at the expense of cheamintminals.
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Figure 4.5: SOC-level test access architecture for cores basedE&n1%00.

Next to the similarities and some of the differences between IEEE 1149.1E&fd1500-based
test access architectures given earlier. We also provide a more canpiahlist of differences
between these two test access architectures, the list below covers thenpasant ones.

e Unlike IEEE 1149.1, the focus of IEEE 1500 is not (only) on testing wirirtgriconnects
between cores. First of all, the interconnect circuitry in between IPsaypgcally does
not consist only of wires, but is often formed by deep sequential I&8E [In addition,
IEEE 1500 is meant to support also the testing of the cores themselves? ancek are
often significantly-sized and complex design entities. Therefore, the a¢stvdlumes
involved are typically quite large, and a single-bit test data interface woatléurffice.
Hence, IEEE 1500 has an optionabit (‘parallel’) test data interface (nameudr1 and
WPO), wheren can be scaled by the user to match the test data volume needs of the IP
core in question.
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e Adding wider interfaces to embedded IP cores does nothgdpinsas in IEEE 1149.1,
but only core terminals and they are considered to be significantly less expensive than
chip pins.

e IEEE 1149.1 has two (or three) standardized control pins, which granebed within
the chip by the TAP Controller. IEEE 1500 has no TAP Controller, butiveset control
signals directly. These are six (or seven) signalRCK, WRSTN, SELECTWIR, SHIFTWR,
CAPTURBEWR, UPDATEWR (and optionallyTRANSFERDR) [3, 16, 13].

Figure4d.5also features a parallel wrapper bypass. This bypass is not mangated B 1500,
but often implemented to shorten the test access path to other cores in theAdm24]. It is

the task of theswitch boxes$n Figure4.5to make an effective mapping between the active WIR
instruction mode and the TAM-to-chain connections.

IEEE 1500 only standardizes the core-level test wrapperpanthe SOC-level test access ar-
chitecture of the optional parallel TAMs. At the SOC-level, optimizations camiade w.r.t.
TAM type [25, 26], TAM architecture R4], and corresponding test schedule. In a typical im-
plementation, as shown in Figudes, the SOC itself is equipped with an IEEE 1149.1 wrapper
to facilitate board-level testing. The IEEE 1500 serial interfage, wsli, andwso) is multi-
plexed onto the IEEE 1149.1 Test Access Paf] fo save otherwise additional test pins. The
IEEE 1500 parallel interfacen(Pl and wp0) can be multiplexed onto the functional external
pins, as is common for regular scan chains; this saves otherwise addiésngins.

4.4 Requirements and Constraints

Testing 3D-SICs has much in common with conventional 2D IC testing; the sankeagiwdelay
and other fault models apply. This is not unexpected, as the technolegytasreate 2D chips
is still used to create the tiers of a 3D-SIC, leading to the same physicalctérstics of the
components leading to same requirements in regards to the fault models. éddivere are
differences as well, especially in terms of Test Access; in applying theémtioned tests to the
tiers of the stack. In order to make a 2D die into a 3D tier hardware is addeld as the TSVs
interconnects, any additional hardware will also need to be testable bydhiéeature In this
section we highlight the differences between 2D dies and 3D tiers ancedeguirements and
constraints for a 3D-DfT Access Architecture, based on IEEE 1500.

We consider three types of 3D-SICs. Examples of these types are dejpidtegure4.6, each
stack consists of three tiers. The three types differ in their connection® texternal world
(‘pins’): (a) wire-bond from the top die, (b) wire-bond from the bottom die, é)dlip-chip
connections from the bottom die. All three types have in common that onlyidaetone of
the extreme tiers (top or bottom) holds all external connections. In the reerasfthis work
we assume all external connections are inlibéomdie. This assumption is without loss of
generality, as we can always swap the references to top and bottom die.

We distinguish two specific test situations for each tid][ the first being the situation where
the tier is not part of a stack yet, we call this situatfme-bondtesting. The other situation is
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Figure 4.6: Three options for 3D-SIC external connections: (a) dred from top die, (b)
wire-bond from bottom die, and (c) flip-chip from bottom die.

calledpost-bondtesting, where the tier is part of a stack, the stack is not required to be fully
completed.

Technically, pre-bond testing resembles the wafer-level tests perfam2d chips before pack-
aging. A singulated die is tested on its own without taking the rest of the stackdotant. What
does change is the manner the probe station needs to make contact with thead®. process
the dies are outfitted pads on which later package pins are attached.pBdssae large enough
for the specialized wafer probers to connect to and perform the sehtésts. In contrast, a tier
designed to be part of a 3D stack will have pads not designed to be fittéfediui pins, but de-
signed to connect to the exposed TSV tips of another tier. These tips pothéasurface of the
tier in high densities with a minimum pitch of 10m [27], and because of the high density TSV
tips, we also need high density low pitch TSV landing pads. To meet the low pitelrements,
the pads are very small. So small that even the most modern wafer probesstaBamable to
probe these pads, as they are simply too small to reliably make cohfciThe solution is to
fit two types of pads. Small pads that target the TSV tips of a lower tier in tlok,saad large
dedicated Pre-Bond test pads that are big enough to be probed bytéheateto provide access
to the chip L7, 12, 21].

Post-bond stack testing is different again, as for a non-bottom tier artef stack, no direct
access to the tier is possible. The only tier to which the tester has accessatttime tier. Every
tier between the to-be-tested tier and the external 1O therefore has toérelodchanism to
transfer the test stimuli towards the tier that is to be tested, and transfesspgunses from that
tier back towards the external IO pins. In effect this means the test dagasmping a ‘u-turn’in
the tier being tested; we refer to thesdlastTurns The hardware that provides this functionality
and routes test signals up and down through the stack, includes the T8Vs i@ferred to as
TestElevators During stacking, new connections between the tiers are formed; we eab th
connections the interconnect between two tiers. Previously the TSVs asidomibie landing
pads were essentially dead ends and hard if not impossible to test, budtatteing they form
direct connections between the tiers and are thus testable. A test of arstgaionsist of (re-)
tests of the various tiers, as well as tests of the TSV-based interconeéstsin the tiers. A 3D-
SIC test access architecture should support all these tests. While tegtiagkaged stacks, it
should be possible not only to test the complete stack, but also to test pautkd.sFurthermore
the test access architecture should also support the testing of the extemannects, once the
3D-SIC is mounted on a board.
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Furthermore, we want the 3D-SIC test to benadular[24, 13|, as opposed to a test in which
the entire stack is tested as one monolithic entity. A modular test considers iesvdies and
TSV-based interconnect layers as separate test units. Itis veryagsilghe that complex dies are
further sub-divided in multiple finer-grain test modules, e.g., embeddes cdModular testing
for 3D-SICs comes with the same benefits as it brings to 2D-SQ8s (1) different tests for
various modules of heterogeneous products, (2) test of black-d&x€8l) divide-and-conquer
test generation and application, and (4) test reuse. Modular testingl@sawo more benefits
specific to 3D-SICs: (5) flexibility in optimizing the test set per step of the test ffhow often
do we re-test a module?”), and (6) first-order diagnosis (“which modutbeostack contains
the fault?”). The latter is all the more important given the likelihood that multiple coiepa
contribute to the manufacturing of a single 3D-SIC. Modular testing reqDif€sn the form of
wrappersthat provide controllability and observability at the boundary of the modotéer:test
and Test Access Mechanisms (TAMst transport the test data from the chip’s probe pads or
pins to the module-under-test and vice vei23 L3].

We assume a 3D-SIC of which the constituting tiers scan testablefor example, this can
include scan-testable digital logic, BIST-ed embedded memories, or eaaresabled analog
cores. Furthermore, we assume it is a requirement for board-levatontezct testing that the
overall productis IEEE 1149.1 compliant on its external pins. We assuahadkditional external
test pins beyond those required for IEEE 1149.1 are expensiveaue [should be avoided. In
contrast, we assume that additional TSV-based interconnects betwesfotiéne purpose of
test are relatively affordable. We assume this because TSVs can besmatlee.g., IMEC's
via-middleTSVs are made at a 1dn minimum pitch 7, 28]. This type of TSV requires only a
small amount of die space, and production cosedafitionalpins is negligible as the dies needs
to be put through the production steps to manufacture the functional TigMsast.

The test access architecture should be able to provide a trade-offdveddéitional area cost
for DfT, test generation effort, and test length. To minimize silicon area, amt W0 re-use
the existing intra-die DfT infrastructure as much as possible: internaldwains, test control,
test data compression circuitry, built-in self-test, etc. To minimize the test gigmeeffort, we
prefer to base our die-level wrapper on the existing IEEE Std. 150@ngts scalable TAM
width and flexible WIR. The test access architecture should allow for feekdst scheduling to
minimize the test length. It is also a requirement that the test access arcliiesgifris testable.
It is desirable that this can be done without depending on the corregidunality of the existing
DfT inside the local dies and embedded IP cores.

2D-SOCs allow us to design DfT features in the SOC circuitry around (i.¢sjdm) the em-
bedded cores. This is not the case for 3D-SICs; all DfT needs to bes iwattious dies. The
only thing that exists outside the dies are vertical interconnects, and essnriked to be pre-
designed in terms of die-level features, such as TSVs and TSV landdsy pphis implies that
wrappers, TAMs, and their control signaling all needs to be pre-desigribe die; not only for
that die, but also for the dies above it in the stack. Hence, we assume thdittiersa the DfT
is designed in adherence to a pre-defined test access architectinat, e have the freedom to
modify the DT circuitry; it cannot be added as an after-thought.

Finally we require the test access architecture tedmable in the sense that it works for an
undetermined number of stack tiers. Also, the architecture should notgimeel a die to a
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certain tier level, such that dies that adhere to the architecture can fuattamy level in the
stack hierarchy. Exceptions to this requirement are formed by the bottgrwhlieh with its
external connections is obviously predestined as bottom, and possiblytt&to

4.5 3D-SIC Test Access Architecture

This section covers a 3D-DfT test access architecture for 3D-Sl@sctivers all the require-
ments and constraints presented in Sectigh First we will introduce the specific 3D-DfT
features incorporated into the die level-wrapper of our architecturebsegtiond.5.1 This is
followed by Subsectiod.5.2 that covers the operating modes of the architecture and how the
control mechanism of our architecture uses 3D-DfT features to enBbh®I3 testing.

45.1 Die-Level Wrapper

The test access architecture we propose for 3D-SICs is based odesxaligrapper, which is
an extended version of IEEE 1500. In Figurg(a) a conceptual version of a stack is shown,
with the existing DfT in light blue and only function connections made betweenit® In
Figure4.7(b) we show the same stack, with 3D-DfT die-level wrappers in pink, @éelittest
TSVs and dedicated pads to enaghte-bondtesting. The 3D-DfT wrapper provides a consistent
interface to other dies in the stack, while internally within the die, it connects thetexisting
functional circuitry and regular intra-die DfT. The architecture uses a lingealable number of
dedicated TSV-based interconnections between dies in addition to theyadsasiihg functional
interconnects.

Die x in Figure4.8(a) is equipped with an IEEE 1500-like wrapper that is normally encoushtere
with embedded IP cores. The figure also shows the conventional IEB& fé&tures of that
die-level wrapper: a seven-bit Wrapper Serial Contmw&€), a Wrapper Instruction Register
(WIR), a Wrapper Boundary Register (WBR), a seka-wso interface for instructions and
low-bandwidth test data, and the optional paraNel-wpPo n-bits wide interface for test data.

Figure4.8shows the conceptual steps for upgrading a standard IEEE 150@edubpez in Fig-
ure4.8(a) to a die with the 3D-DIT architecture we propose fully implemented in FigLgl).

In the figure we show a schematic overview of the DfT features and adaliiiaterconnects for
an arbitrary Dier in the middle of a stack. The figure abstracts from the functional circuitdy an
interconnects. It shows two internal scan chains, which are repegisenfor the possible die-
internal DfT, such as any number of scan chains for a monolithic desigvisTor a core-based
SOC design, and/or BIST-ed logic or memory.

Our die-level wrapper has four 3D-SIC-specific features.

1. TestTurns In a stack all /O is perform via the bottom tier, necessitating all control and
data signals of IEEE 1500sc, wsl, wso, wPI, andwPO) to enter and exit Tier. via the
same side from and towards the bottom tier; see Figu@). With this transformation,
electrically few things change except for the additional pipeline delay elenierthe
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Figure 4.7: (a) Concept stack of dies, functionally connected, (b stéb three die-level 3D-
DfT wrappers.

return data path. These pipeline delay elements provide a fixed delay ofamkepulse
per die, eliminating unpredictable delay over long wiring and ensuring sigtegjrity.

2. Dedicated probe padsThese are required for pre-bond die testing, as shown in Figure
4.8(c). For easy figure layout, these probe pads are drawn on the bdttejrhswever,
that does not imply that these probe pads need to be physically locatedbattdra side of
the die. Note that the width of the parallel interfagel-wpo might be chosen differently
for the TSV interconnects:) and probe padsi(). As the parallel interface can be done
away with entirely as it is only optional, it holds>m>0 for normal cases.

3. TestElevators These are the mechanisms that raise all control and data signals of
IEEE 1500 signals to a higher tier in the stack. The set of raised signals méimi
original names, post-fixed with the letter ‘s’ (for ‘stackiscs, wsis, wsos, wris, and
WPOs as shown in in Figurd.8(d). TheTestElevatorsare all situated on the top side of
the die, and include dedicated test TSVs and routing hardware.

4. Hierarchical WIR chains These are used to prevent unbridled lengthy WIR chains. This
is further described later in this section and depicted in Figdrgsand4.12

Figure 4.9 depicts the test access architecture for an example 3D-SIC containimgtitirs
Tiers 1, 2, and3 are respectively the bottom, middle, and top tier of the stack. To show the
similarities and differences with test access architectures for PCBs ai®(ZL3, the tier are
shown next to each other, instead of as a vertical stack.

As Figure4.9(a) shows, the DfT in a bottom tier differs from a middle die in the following
aspects.



48 CHAPTER 4. DFT ARCHITECTURE FOR 3D STACKED ICS

Die x Die x Die x

scan chain

scan chain M
g
*

scan chain
g

-

(b) (©)

X0Qq Y2)IMS

X0q Y2)IMS
3

X0q 2)1MS

X0q Y2)IMS

scan chain

|
= =

2

]
wl
-
Ey

= w0 7]
= =3 2 =
— — #
o n =] - o n =
3 wer = = WeOs 3
g mPg g g
= > * =
= |: o
S wso 3 — [ WSIsO
3 7 il B o
2 5
o WSI L ANSOs
1 [:h 1
WS WSCs

(d)

Figure 4.8: (a) IEEE 1500 die wrapper, (b) with 3D-DFastTurnsand pipeline delay elements,
(c) with probeable padg(d) with TestElevatorsfully 3D-DfT compatible.

Tier 1 Tier 2 Tier 3
(bottom) (top)

wpo= [}

w w w w w w
£ £ £ £ £ s
WP P=a F=a — F=a F=a s
! o] _ o] O _ o] o] [s)
= {5can chan | = = {scan chan b = = =
g PlEandan 8 g g g 3
oo [ * [ wer b = < < =

WSO E
WSI E WSI E

(@) (b) (©)

Figure 4.9: 3D-SIC test access architecture for tiers based on IE®E 15

WSs0 E

!
LT

|
EEgEY

A
EEdEY




4.5. 3D-SIC TEST ACCESS ARCHITECTURE 49

e Dedicated pre-bond probe pads are not required. Instead, thigofusdexternal 1/0 pads
can be used for probe access.

e The bottom die is equipped with IEEE 1149.1 to facilitate board-level testingpaowide
a board-level test and debug port. The JTAG boundary scan chaird@scall external
I/Os of the 3D-SIC product.

e The serial IEEE 1500 interfaceng§c, wsi, and wso) can be multiplexed onto the
IEEE 1149.1 Test Access Port (TAP), similar to what is common in 2D-SQ€}s This
saves otherwise dedicated pads, and makes the 3D test access aretatemgsible even
when the 3D-SIC is soldered onto a PCB.

e The parallel IEEE 1500 interfacevf1 andwpPo) is multiplexed onto the functional exter-
nal I/0O pads, similar to what is common for scan chains and parallel TAMs {8QQs.
This saves otherwise dedicated pads, but restrict3dbtElevatomwidth to the available
functional 1/0.

The DfT in a top tier differs from a generic middle tier in the following aspectigsire4.9(b)
and Figure4.9(c) show.

e The tier does not have TSV-based interconnects to an even higheti¢eyas it is the top
tier. Hence, the top-side TestElevatarscs, wsis, wsos, WPIS, andwPOs are absent.

IEEE 1500 allows various types of wrapper cells in its WBR. Embeddedsdar@D-SOCs
commonly use the cell depicted in Figutel((a); it consists of only a single flip-flop and hence
occupies little silicon area. For the WBR chain of our proposed 3D-SIQedi®-wrapper,
we prefer to use the (also IEEE 1500-compliant) double flip-flop wrappkrshown in Fig-
ure 4.1Qb). At the expense of an extra flip-flop, this wrapper cell providepleiprotection
during shift mode, which seems appropriate especially if the various dire é@m different
sources, and ripple-during-shift might result in unwanted signal coatibims at the inter-die
interfaces.

SCAN_EN S0, ¢HOLD_EM SCAN_EN 504 HOLD_EN
LqG F LEIG F

PI 1 |, PO FI 1 L, PO

1 L 1D o 1 1D a0 @
| - 1
D> Clic =P Clk | P Clk
=] [RCK T WRCK  JUPDATEWR
(@) (b)

Figure 4.10: IEEE 1500-compliant WBR cells, (a) commonly used for endzbddres in 2D-
SOCs, and (b) proposed for stacked tiers in 3D-SICs.

Loading instructions into a WIR of a die-level wrapper is similar to what is kmdvom
IEEE 1500-compliant cores in 2D-SOCs. While a new instruction is shiftedtirdVIR, the
previous instruction remains valid; only once fully arrived in place, the imsivuction is acti-
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vated by pulsing th&/PDATEWR signal. In IEEE 1500, the WIRs of multiple IP cores are to
be concatenated in a single WIR chain, which allows different cores todaetbwith different
instructions. For 3D-SICs, a single concatenated WIR chain might becemdengthy, espe-
cially in case the individual tiers are core-based SOZ3 ith their own concatenated WIR
chain segments as shown in Figdr&1(a). Hence, we propose an hierarchical WIR mechanism
as in Figure4.11(b), which opens up as needed, similar to a harmonica.

ks WIRI WIRI.1HWIR1.2 WIR2 WIR2. IHWIR2. 2—+F R J &S WIR3. IHWIR3. 2+
tier core care tier core care tier core core

@
— . AR o BT s s
(b)

Figure 4.11: (a) WIR chain length subject the #tiers, #cores and opengdth, (b)hierarchical
WIR chain, that allows the chain to be shorted, by bypassing core-lelles W

Initially, the WIR chain only consists of the die-level WIRs. Once loaded withléeel in-
structions, the core-level WIR chain segments are included in the ovetRlldhain for only
those tiers for which one of theTestinstructions was given; subsequently, further core-level
WIR instructions can be loaded. Figutel2schematically shows this concept by means of an
example. The orange arrows highlight the active WIR chain. In this examj#e2 and3 are in
anInTestmode and hence, the WIR chain also includes the WIRs of their cores R0 +
WIRD and WIRE + WIRF'. The benefit of this hierarchical WIR mechanism is that we prevent
an unbridled growth of the WIR chain length; at any given moment, the WIRIisas long as
required. The cost is the requirement for the user to keep track of thentWIR chain length
and a more complex procedure for loading instructions.

Tier 1 Tier 2 Tier 3
Core A||Core B Core C||Core D Core E||Core F
A . .
wso | [L— 0 I B I =
1 1 [ 4]
WSI
WS

Figure 4.12: Hierarchical WIR chain, which has opened up for Tieaed3, which are in one
of their Intestmodes.

4.5.2 Operating Modes

The operating modes for the 3D-DfT test architecture are composedfénamfields, with two
or three settings each. Leading to 24 possible test modes. In HglBsve show these four
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fields, and the options per field, the options and there effect are deddribow.

Field 1 —> Field 2 ! Field 3 —>| Field 4

Serial Prebond Bypass Turn
Parallel Postbond Intest Elevator
Extest

Figure 4.13: Composition of the operating modes, four fields with two or thpters each.

e Field one: Serial Parallel—The choice of interface for the test patterns to be administered
to the tier, in a ‘serial’ mode, the test data path is routed through the singleSiRvsO
interface of the tier, while in ‘parallel’ mode it is routed to the n-bit wide WPI/WPO
interface.

e Field two: Prebond Postbond- This field specifies the use of the TSV landing pads or the
larger dedicated probe pads to access the interface of field one. Miaidng pads are
used after bonding when the pads are connected to tiers lower in thelsémle bonding
the dedicated pads are used to allow a probe station access to the tier directly.

e Field three: Bypas¢g Intest/ Extest— Field three specifies the type of test administered
to the tier. In ‘Bypass’ only the DfT access mechanism is tested, to verifyfunistional
before testing the die itself, ‘Intest’ is a test focused on the tiers itself, ali sbains
as well as the WBR is incorporated into the test data path to maximize fault gevera
In ‘Extest’ the interconnect between two tiers is targeted by the test, rietegsthe
cooperation of the two tiers involved. Only the WBR in both tiers is used, isol#tiag
TSV interconnect between those two WBRs.

e Field four: Turn/ Elevator— Field four specifies which tiers of the stack are involved in
the test. The ‘Turn’ setting directs the test data flow back towards the ekiétnof the
stack, isolating the tiers higher in the stack from the test. In ‘Elevator’ modisthabove
is involved in the test as the test data signals are propagated to it.

With two, two, three, and two options for the four fields of the operating mtdee are 24
possible operating modes. Not all of these operating modes seem cuusetly, ‘Elevator’
mode for a tier in pre-bond testing would mean the test data is routed to a tieathabhbeen
stacked unto the tier being tested yet. Similarly an ‘Extest’ is focused on teséigténconnect
between two tiers, in pre-bond testing however, there is only one tier. Hus te the following
operating modes:

e SerialPrebondBypassTurn

SerialPostbondBypassElevator

e SerialPrebondIntestTurn SerialPostbondIntestElevator

SerialPostbondExtestElevator

SerialPostbondBypassTurn

SerialPostbondIntestTurn

ParallelPrebondBypassTurn

SerialPostbondExtestTurn ParallelPrebondIntestTurn
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e ParallelPostbondBypassTurn e ParallelPostbondBypassElevator
e ParallelPostbondIntestTurn e ParallelPostbondIntestElevator
e ParallelPostbondExtestTurn e ParallelPostbondExtestElevator

A bottom tier does not implement the pre-bond operating modes, as a bottomedieot have

dedicated test pads. Similarly a top tier does not require Elevator mode# tibiefore do not
have to be implemented.

Combining instructions for the various tiers in a stack allows us to test one, mutird,tiers
simultaneously, as well as test one, multiple, or all layers of TSV-basedameects simulta-

neously. This gives the same test scheduling options as the single damsygMafor 2D-SOCs
[30.

Figure4.14shows two of the four possible test modes for pre-bond testingséhialPrebond-
BypassTurrmode allows for the DfT architecture itself being tested. The internal scansh

and WBR are not used, the test patterns are propagated through thé&/8(SInterface, switch
boxes and the serial bypass, thereby testing those component®aiitelPrebondintestTurn
mode is aimed at testing the die itself, in this mode the main aim is to propagate the signals
through the die to its primary inputs and outputs by putting the WBR in the data patfauBe

large complex dies can be fitted with scan chains to aid testing of the core byuaing pseudo
primary inputs and outputs, these scan chains are also part of the tegattata

SerialPrebond ParallelPrebond
BypassTurn IntestTurn
Die x Die x
E WPIs WPIs
$ s E: E:
pass
= = m—p = = -
= .. = | | weos = = | | wros
DK | & 3 Rt 3
(o] (o] o o
s < A
:‘."SOI:]—I D WSIs :‘JSOEﬂ—l Yy D WSIs
WSI I:]—I J - '\NS=OS WSI Eﬂ—l , - 4 '\NS=OS
WSC Eﬂ-l WSCs WSC Eﬂ-l WSCs
() (b)

Figure 4.14: Two Prebond test modes, (a) testing of DfT, (b) testing the die

Figures4.15 4.16 and4.17 show examples of a 3D-SIC being tested in post-bond modes, in
which neighboring tiers are in different operating modes. The modes inmd=gLi5together
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form a interconnect test between dies two and three only, with die one anly tibhntransfer date

to the other dies. The same depicted in Figuwks but this time the parallel interface is used.
In Figure4.17, Die 1 is being tested. Die 3 is also irParallelintestmode, but because Die 2
is aturn mode Die 3 is not tested. The responses from Die 3 are not propagatedlottom

die, thus no matter what mode Die 3 is in, it will not be included in the test until digdwoa
elevatormode.

SerialPostbond SerialPostbond SerialPostbond
BypassElevator ExtestElevator ExtestTurn
Die 1 Die 2 Die 3

WPIs  WPO WPIs WPO

WPIs

W5Cs
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Figure 4.15: Example in which the interconnect between Riaad3 is being tested; Dié is
in BypassElevatomode to enable test data propagated to the other dies.

4.6 Verification of the proposed architecture

In this section we verify the 3D-DfT architecture presented in SeatiénThere are four sub-
sections in this section, in Subsectit6.1we give an overview of the experimental environment
and the tools we used. Subsectif.2covers an idealized tool flow to equip a die with the 3D-
DfT architecture, followed by the tool flow of the experiment as we ran it #&st coverage
reports for the 3D-DfT equipped dies. In Subsecioé.3we will create a stack with our 3D-
DIfT equipped dies, and again have a look at an idealized flow next to thedlmally used in the
experiment. We also provide test-coverage results for the stack in vapeuating modes, and
show that high fault coverage of a 3D-SIC can be obtained by include8EnRDfT architecture.
The final Subsectiod.6.4covers an analysis where we consider the costs of implementing the
3D-DfT architecture into the tiers of a 3D-SIC. We dissect the area eagrimposed by the
3D-DAT architecture into specific components and provide an method tosetuestimate the
overhead of implementing the 3D-DfT architecture on a arbitrary chip.
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Figure 4.16: Example in which Diesand3 are being tested; Digis in BypassElevatomode
to enable test data propagated to the other dies.
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Figure 4.17: Example in which the interconnect between D&sd2 is being tested; Di8 does
not take part in the test, as D2ds in aTurn mode.
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4.6.1 Experimental Vehicle

To verify our 3D-DfT architecture we required a minimum number of thredtallg testable
circuits to simulate bottom, middle, and top tiers in a stack. As the implementation of the
3D-DfT architecture would be performed manually, we wanted fairy smallageable netlists

of these circuits. We elected three ISCAS’'89 benchmark circuits, thessnaall monolithic
designs of with a limited number of inputs, outputs, and flip-flops. We have tiddese circuits
because they are readily available to anyone and are well known in thefiglddesign and
testing. The three ISCAS circuits have been mapped to the UMC90 libraighwie use in

our design tools. The specifications of the selected s400, s1423, and8 KXCAS designs are
shown in Tablet.1, the area shown in the table reflects designs with three scan chains enabled
These ISCAS designs are in size not comparable to large commercial gibuitsre still big
enough to prove the concept of the 3D-DFT architecture. The high-deveepts of Figurd.g(d)

were adapted to the 2D design tools involved and finally lead to 3D-DfT coemgsipart of the
ISCAS circuits.

| tier || #Cells | FlipFlops | inputs | outputs| areafim?) |

5400 186 21 3 6 1044
51423 734 74 17 5 3748
55378 2961 179 35 49 11751

Table 4.1: Functional input and output of three ISCAS’89 benchmackits:.

We create a stack by taking the 3D-DfT enabled ISCAS netlists and adding tthe new

top-level stack netlist, and link the functional I/O of the circuits to each otliauring this

procedure no additional hardware has been added, just like the st&ek wauld be unable to
add hardware in the dies or between them while creating the stack. In Hdi8ee see how
we linked the tiers, functional 1/O is shown in yellow and the parallgbi(/wpo) interface of

the 3D-DfT architecture is shown in the pink arrows. We have selected3 for our parallel

interface for all tiers, for the bottom tiers this interface can be multiplexed weétfuhctional

I/0.

Tier 3: s400
- 3 inputs, 6 output

3 3 6 3

Tier 2: s1423
+ 17 inputs, 5 outputs

3 11 2 3

Tier 1: s5378
+ 35 inputs, 49 outputs

333 38 3

Figure 4.18: 3D stack comprised of three ISCAS designs.
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We have chosen the ISCAS circuits so that lower tiers in the stack alwagsiare available 1/0
then the tiers above. We have linked the 3 inputs and 6 outputs of the s4001i0 ithguts and
5 outputs of the s1423, after completing this s1423 has 11 inputs and 2 ftputconnected.
The remaining 1/O of s1423 are now directed downward and connected t&tof s5378, the
1/0 of s5378 that is still left unconnected is directed downward as wellcande considered as
the inputs and outputs of the 3D-SIC. Functionally our stack does not malie seuse, because
the s400, s1423, and s5378 where never intended to work togethérdoes reflect the way
tiers would be connected in a 3D-SIC.

4.6.2 Die-level 3D-DfT verification

We envision a 3D-DfT tool flow as shown in Figud#el9 Files like netlists and test patterns
are shown as light blue, with software tools in a darker blue tone. A tier Bes Hesigned
with scan chains in mind and the functional design has been completed. Bhis defed to a
3D-DIT wrapper tool which adds all the necessary hardware to degtee die to full 3D-DfT
compatible status. For the 3D-DfT enabled tier test patterns are geneyatesl ATPG tool. In
the simulator stage the test patterns and test bench generated by the ATR tsimulated,
and a pass/fail result is provided to the operator.

Die Level

Scan Enabled

Finished Tier Automated Test

Pattern Generation

¥

3D-DfT Die Level

Wrapper Tool Test Patterns P Stack Maker

12

3D-DfT

Simulati
Enabled die » imulation

Result

» Stack Maker

Figure 4.19: Ideal tool flow for 3D-DfT wrapping and verification of mi$hed tier design.

In Figure4.19the actual tool flow of the verification process of the 3D-DfT is depicted. A
before files like netlists and test patterns are shown as light blue, with seftaa@ls in a darker
blue tone, in black the manual intervention in the flow is shown. As our 3Ddd€hitecture is
based on the IEEE 1500 standard for core testing, the first step is toagupnchmark circuits
with a fully functioning IEEE 1500 DfT architecture. This also implies scarireht be present,
as it is common practice to equip any logic design with scan chains to facilitate testing
product. We perform the task of scan insertion witadence RTL Compilewe then provide
the scan enabled tier ©adance Encounter Tesvhich adds a basic IEEE 1500 wrapper to the
tier. We take the 3D-DfT architecture into account while inserting IEEE 16@@hoosing an
appropriate WIR opcode length, and some of the opcodes themselves.



4.6. VERIFICATION OF THE PROPOSED ARCHITECTURE 57

In the 3D-wrapper section we add 3D-DfT elements for a tier directly to tHssta¢his includes
the addition of muxes, WIR control signals, modifications to the WIR itself aretifoelay
elements. This does not however include simulated pre-bond probe aslewmchoose not to
simulate these, as they would be nothing else but additional pins muxed with alqgitis in
the netlists, and would have created a problem in controlling the pre/podtrbores. As there
is little added benefit, we have chosen to abstract from this detail, and leavglieénentation
to a standardization group on 3D-SIC testing.

The 3D-DfT enabled tiers is then provided TetraMaxtogether with numerous ATPG scripts
that put the die in various modes before executing the ATPG run. MultipleGATths are
necessary because when the tier is in one mode, it blocks access tcsvaaits! of the tier
resulting in a low fault coverage. With multiple runs we can select all apa@pmodes, and
add the additional coverage of each mode to a total. To accurately addcthesage results,
after each run we remove covered faults from the target fault list fosesguent ATPG runs. The
ATPG runs together create a test bench which is there after used in a simtdggoher with the
3D-DIT netlist byNCSimthat provides a pass/fail analysis on the functionality of architecture for
pre-bondtier testing. The NCSim results are for the operator, when the resultstafc@ry

the 3D-DfT netlist and test bench can be provided to a stack maker.

25 | Tier.v ‘ _ ATPG_run scripts
= 2 —
T 59
& % [“1ziu<: RTL Compiler > % E JUUSS ~ TetraMax
5 E a
0 ‘ Tier_scn.v ‘ ‘ Faults list ‘
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Figure 4.20: Actual tool flow for our 3D-DfT tier validation experiment.

The most fundamental change made in the flow is the addition of the 3D-Wrappkeh is
based on IEEE 1500, and to insert the base IEEE 1500 implementation vadsace tools;
And because the 1500 standard is not a complete specification, the resuftiegnentation of
the 1500 standard is how Cadence chose to implement it. In FgieCadence’ choices are
shown.

On the top of Figurel.21we see the functional elements of the chip; inputs on the left, outputs
on the right, and a core wrapped in wrapper cells on its functional I/Osd gapper cells
together form the Wrapper Boundary Register (WBR), the first of tlieeddDfT components,
in the rest of the figure we find more DfT components. The Wrapper ktgtruRegister (WIR)
and Wrapper BYpass (WBY) register as stipulated by the IEEE 1500at@nthstead of the
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Figure 4.21: Conceptual overview of the Cadence IEEE 1500 solution.

dual Switch Boxes, there is a singieanMux ScanMuxis responsible for concatenating the
die’s scan chains and WBR chains in respons8ddal vs Parallel and Intestvs Extestmodes
loaded into the WIR.

In Intest mode a test is aimed at the core itself, enabling the core’s inteamrakchains as well
as the WBR. In contrast, when the core is set in extest mode other parts dfithare being
targeted, requiring some input for the core. Enabling only the WBR sndiag the core means
those inputs are directly controllable, and saves the core from havingpathieto a specific
state. In the Cadence approach of IEEE 1500 the ScanMux and the WkRagether to provide
this functionality, the WIR interprets the instruction and enable a hot endad&dction signal
to ScanMux. ScanMux receives this signal and distributes the interaal@wins and WBR
sections over the serial of parallel interface, according to which irt&trusignal was provided.
The WIR also has direct access to the WBR and selects the appropriatdonadé/BR cell,
for instance the ‘Capture’ mode.

Cadence also choose to add an additional set of control signals fariddéepinterface: Wrapper
Parallel Control (WPC), and a separate Scan Enable signal. We haverienitl these signals
as they were woven into the wrapper design, but we use the WSC to botl der Scan Enable
signal, and control the parallel interface. These are Cadence implemerdetails and have
no consequences for the 3D-DfT architecture. Further more theré/eapper Serial/Parallel
Inputs (WSI/WPI) and Outputs (WSO/WPO) for test data.

One of the reasons we choose IEEE 1500 as a base for 3D testing ixibiitilehe WIR gives
us to add internal signals we need to control the flow of data through thea@R. swhen we
add the hardware to simulate the TestElevators, TestTurns as well as-herférand Post-bond
testing functionality, we end up with the situation of Figyr&2 In green the newly added
components, external pins, muxes, control signals, and the modified \MidR waters for those
control signals. The I/Os with a ’s’ extension are connections to a tier highén the stack,
and the ones without such an extension denote a connection to a tier lowerstathk or even
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off-chip in case of the lowest tier in a stack (bottom tier).
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Figure 4.22: Our 3D-DfT architecture in the Cadence environment.

In Figure4.23we see the additional 3D-DfT components added to the s400 ISCAS berichma
circuit. On the bottom we see the WSC signals, above those the WBY and dasagbahe
WSI(s)/WSO(s) WPI(s)/WPO(s), and on top the WIR, ScanMux, WBIR ead the s400 itself.
The other selected ISCAS benchmark designs, the s1423 and s5&/Be®avoutfitted with the
same 3D-DfT components, as shown in Figdr24and Figure4.25

The next step is to verify that these tiers are testable, the flow for this istdégit Figure
4.20 TetraMax is used multiple times, as seen in the flow. Firstit is given the3Deand a
setup script, in this script TetraMax is told what are the specifics of the mesigh as clock
information as well as a definition of the scan chains. The script doesipolage how to set up
the WIR before testing can commence. So multiple run scripts to coverfeazbhondmode are
created and fed into TetraMax, these run scripts specify a series alsigging sent to the tier
before the actual test takes place. This puts the WIR in the correct magtistor Intest Serial
or Parallel Pre-bondor Post-bond Turn or Elevate and finally Bypassthe core or not. This
enables a certain set of scan chains through the tier, and allows TettaMaxa trace through
those scan chains, and perform ATPG.

TetraMax will try to raise the fault coverage as high as possible, but thisstilaipe very low
when the chains are defined such that TetraMax has limited access to partaiof the tier. To
remedy this fact, we perform multiple TetraMax runs consequentially, with teia different
mode each time. The fault coverage from previous runs is subtractectiietarget fault list,
thereby raising the overall coverage with each run. Finally the resultiagatest bench with
patterns and including WIR setup sections is provided to NCSim for findloagion of the tier.

With the verification by NCSim completed, the statistics for the test patterns biw@atraMax
can be trusted. Figuré.2 shows these statistics, it states the total number of fault sites in the
circuit which excludes the 3D-DfT architecture itself, but includes thetional TSVs. The
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Figure 4.23: The ISCAS s400 outfitted with 3D-DfT components.

figure also shows the coverage as well as the number of patterns anddhataof test cycles
these patterns require.

| Pre-bond testg Total Faults| Detected| Coverage| Patterns| Test Cycles|

5400 1362 1239 91.0% 47 535
51423 4712 4522 96.0% 107 3679
55378 16226 15852 97.7% 370 33026
total 22300 21613 96.9%

Table 4.2: Pre-bond ATPG results of the 3D-DfT enabled tiers.

4.6.3 Stack-level 3D-DfT verification

With the tiers individually wrapped in the 3D-DfT wrapper and verificatiothefwrapper enable
tiers completed we now build a stack from those tiers. In Figug® an idealized tool flow is
depicted for using 3D-DfT wrapped tiers to create a stack. It starts withighge given to a
stack creator tool, which has two outputs. The first is a stack build up frerpribvided tiers,
the second is a spec list of the newly created stack. This spec list is piddeide Test Protocol
Expansion’ (TPE) tool, this tool used the description of the stack to modif{pted evel Test
Patterns that came with the 3D-DIT tiers. And modified in such a way as to allese tiest
patterns to be reused as Stack Level Test Patterns (3D-SIC level).e &DHDfT architecture
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DfT components.

Figure 4.24: The ISCAS s1423 outfitted with 3D

Figure 4.25: The ISCAS s5378 outfitted with 3D-DfT components.
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allow for a pattern to be delivered to a tier at Tier-level, it is possible for tA& Tool to take
a die-level pattern set the stack in a mode that opens up a scan chain ttbprege tier,
administer the pattern to the stack, propagate it to the tier, execute the testopadgie the
resulting bits back out of the stack for comparison. Once all the pattexesieen expanded
to 3D-SIC level, a simulation can be run to verify correctness. The testpsitan hereafter
be used by ATE systems, and other testing equipment. While these patterogeddhelntest
of a tier, they do not cover the newly created interconnect between @es patterns for this
interconnect will have to be generated by the stackmaker, this is includee iloti

3D-DFT Die Level
enabled tier Test Patterns
¥ ]
4
Interconnect Test Protocol
Stack Creator ATPG
v
3D-DFT 3D-SIC Level » Test
enabled stack Test Patterns Equipment

¥ ¥

- - o Simulation
Simulation >
Result

Figure 4.26: Ideal tool flow for building a stack out of 3D-DfT enabledstie

In our validation experiment there was no purpose build ‘stack creawly’itstead the stacking
has been performed manually, as shown in Figugy. A top level design has been created,
and the three tiers have been included in that design. No additional hrertias been added,
except for wiring between the tiers. This wiring includes all functional J/@st data pathways
and control signals for the WIRs in each tier. At this stage RTL Compiler bas bised as a
viewer to verify the correct connections have been made. Once thd @R« completed, we
have performed multiple ATPG runs on it, very similar to the tier-ATPG runs, ise e fault
coverage. The reason we went for this approach instead of the TiEisahe unavailability of
such a tool at this time, they do exist as propitiatory tools within companiestéuabaavailable
commercially by the big EDA vendors. The approach we use now doeswearkhough, but
it does require the stack maker to perform ATPG instead of the actual auardr of the tier,
and requires the whole netlist to be available to the stack maker. It doesamtikely that this
is going to happen given the sensitive nature of the Intellectual Progeityged in the tiers.
Figure4.28shows the stack as it have been created from our three ISCAS circuits.

We performed a series of post-bond tests, in these post-bond test theceteists of all
three tiers. The tiers are put in parallel post-bond mode, we vary theHlavate and In-
test/Bypass/(Extest) settings to test the tier we want to test. In Fig8rithe Turn or Elevate
status of the core is indicated by the name, for example the ‘s1423 ET’' inslis@tare testing
the s1423 tier, and the stack configured such that the bottom tier (s53ii&lessate mode and
s1423 is in Turn mode. Because s1423 is in Turn mode, the mode of s4008dsohsequence
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Figure 4.28: 3D stack viewed in RTL Compiler.

as the test flow of data does not go through s400. This differs fronsi¥#23 EET’ case where
the same tier is actively tested, but as the flow of test data for this tier now as¢septhe s400
tier, the fault coverage increases as slightly more hardware is expos$ieel test data. In this
experiment a core in Turn mode is also in Intest mode, while one in Elevate madinii
Bypass mode.

Finally we perform an ATPG run with all the tiers actively taking part in the tiwt tiers are

in Parallel Post-bond mode. The top wafer (s400) is in Turn mode to retarsighals, while
the others are in Elevate mode. In Figdrd the results with all tiers in Extest as well as Intest
have been given. The s7201 result is the stack result, 400+1428=B3071. In Extest we are



64 CHAPTER 4. DFT ARCHITECTURE FOR 3D STACKED ICS

| Post-bond testg Total Faults| Detected| Coverage| Patterns| Test Cycles|

s400EET 22068 1433 6.5% 50 784
s1423ET 22068 4571 20.7% 105 3835
s1423EET 22068 4599 20.8% 116 4465
55378T 22068 15735 71.3% 368 32860
sD3T8ET 22068 15811 71.6% 364 33234
sO3T8EET 22068 15885 72.0% 351 32775

Table 4.3: Post-bond ATPG results, only one tier is actively being tested.

effectively performing the interconnect test, but even though the ilt&cen chains are not
active, TetraMax still manages to cover some of the faults inside the tierss7i2¢: total is

therefore not just addition of the Extest and Intest results, but it is thengiof the covered

faults sets.

| Post-bond testg Total Faults| Detected| Coverage| Patterns| Test Cycles|

s7201 Extest 22068 344 1.6%
s7201Intest 22068 21449 97.2%
s7201T otal 22068 21515 97.5% 424 56969

Table 4.4: Post-bond ATPG results, all tiers are actively being tested.

4.6.4 3D-DfT cost analysis

The costs of implementing our 3D-DfT architecture can be subdivided in&e tbategories,
there are costs in the additiordsto enable Pre-bond testing, costs for the dedicated ®¢6
between tiers, and in treeathe 3D-DfT hardware occupies on a tier.

This test access architecture requires 2 + 2m dedicated probe pads at each (non-bottom) die
in the stack. As Figurd.8(d) makes clear seven pads for the WSC, two for the serial interface
and 2m for the parallel interface. As the parallel TAM is optional in IEEE 1500tenthat

m can be zero. This number of dedicated probe pads needs to be extand#idequired
infrastructural pads for power, ground, clocks, etc.; these arshaotn in our 3D-DfT equipped

tier in Figure4.8(d), although their presence is obviously essential for every tier in tok.sta

Similar to additional pads the 3D-DfT architecture requires dedicated téés TSeach non-
bottom tier, see Figurd.g(d). Again seven TSVs for the WSC, two more for the serial access
mechanism anén for the optional parallel TAM.

The addition of our 3D-DfT architecture hardware to the s400, s1428,s&378 obviously
requires area on those tiers. Close inspection of the added hardwaireexperiment has taught
us the foremost contributers to the area overhead for our 3D-Df itecttre can be categorized
into three groups.

e F: Fixed, elements that are needed in equal amounts no matter the size of the tier.
Consists mostly of the WIR, WBY, ScanMux, delay elements in the WSGC; & Blux, a



4.6. VERIFICATION OF THE PROPOSED ARCHITECTURE 65

2—1 Mux, two FFs. The WIR size may vary with the instruction set, but not withite s
or complexity of the design.

e V,.:Variable with the number of Scan Chains through the core.
Consists of two muxes, two FFs, and the additional routing hardware in @ueMix
controller for every scan chain.

e V,,:Variable with the number of functional I/Os the core has.
Consists of one WBR cell per I/O.

AreaOverhead = F + V. + Vj, (4.1
Because the size of the used elements is known, see Fahle can derive Equatio®? that
predicts the overhead of our 3D-DfT architecture for a given chifigdes he area per compo-
nent values in Tabld.5are rounded and hold only for the UMC9Q0 library, the results will differ
for other libraries, but the ratio between the components should remain.

Y Vsc Vio

WIR | WBY | WBY | 3—1 Mux | 2—1 Mux | WSC | Flip-Flop | SC cost | 10 cost
size || 300 | 18 | 11 | 21 | 7 | 47 | 14 |63 36
432 63 36

Table 4.5: Area of various UMC 90 components.

AreaOverhead =Y _cost + #SC - SC _cost + #10 - IO _cost

s400AreaOverhead = 432 +3 - 63 +9 - 36 = 945

Table 4.6 shows the area overhead the 3D-DfT architecture has on the ISCAgslés our
experiment. The overhead on the s400 especially is quite dramatic at 90#ydrahe s400

is a very small design, so even though the hardware required for tHefBxrchitecture is
quite small, it has a large impact. Using Equatidil) we also calculated the area overhead
on a much bigger commercial chip design the PNX855§),[a Philips media chip for digital
television. On this chip with an area of 40Mn? the area overhead of less the 15K for the
3D-DIT hardware is very small at less then 0.05%

specification overhead
tier scan chaing 1/0 | 2D areafum?) | predicted m?) | actual um?) | relative increase
5400 3 9 1044 945 942 90%
51423 3 22 3748 1413 1411 38%
$H378 3 84 11751 3645 3645 31%
pnax8550 140 280 40M 19332 0.048%

Table 4.6: Area impact of our 3D-DfT Architecture.
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4.7 Recommendation

During the validation experiments some elements of the Candence IEEE 1606rsehere not
used, in Figurel.29these elements are marked in red, while in green the 3D-DfT components
are marked. The ScaBnable signal is already part of the WSC, and thus serves no additional
purpose, also Cadence included a second set of control signalefpatallel interface. These
Wrapper Parallel Control signals also bring no new functionality as the &lfi€ady provides

full control over the parallel interface via the instructions placed in its ic§tvn register. We
therefore see no need in either of those two signals to be implemented, dddeagmoved
from the Cadence Test Encounter Tool.

El . H
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Figure 4.29: High level diagram of the Cadence IEEE1500 implementatigreannew 3D-
DfT hardware, irred hardware that was not used.

The front end to most of the test related functionality provided by the Gad&rol set iISRTL
Compiler, yet for the insertion of IEEE 1500iest Encounteis used. Most likely this work
around is due to the relative short time IEEE 1500 has been available in treetoVe recom-
mend the functionality extended with the 3D-DfT architecture to be available inGImpiler
directly, and in fact move the insertion of 3D-DfT hardware in front @frschain insertion. The
test coverage will be increased by including the 3D-DfT hardware itakifpugh caution must
be applied not to impede on the functionality of the 3D-DfT hardware. Figi8ereflects the
proposed changes in tool flow and functionality.

Test pattern generation could also be improved if the software tool in qoesbiold support 3D-
DfT and the multiple modes it is required to run in order to get a realistic faukrage. This
added functionality for Synopsys TetraMax is shown in Fighu®l and Figure4.32 Where in
case of the stack it would also be beneficial if the ATPG tool would undatstaow the tiers
would interact, without actually providing it with a netlist that includes a topileesign that
holds these tiers. It is entirely possible to run a ATPG test on a tier, haviggaaretlist of that
tier, and how to get access to that tier, without knowing the netlists of ewbgr tier in the
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Figure 4.30: Proposed flow diagram for 3D-DfT insertion through Gedeools
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Figure 4.31: Proposed ATPG flow for a 3D-DfT equipped tier.
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Figure 4.32: Proposed flow diagram for ATPG testing of a 3D-SIC wittB@uDfT architecture.

We can now have a close look at what is actually required from the Cadeatset to achieve
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a full 3D-DfT implementation within the tool environment. Figut&3shows the specifications
and scripts provided to RTL Compiler in such an event. The \jpRclist provides the tool
with requirements for WIR, we recommend to support not only the compulsages and
instructions but to allow for user defined instructions. Why not have tlee pioviding the
information in Figure4.34, a matrix of opcodes/instructions and the required behavior of the
WIR. This would allow for much flexibility in supporting additional modes without tieed for

the tool set to anticipate the functionality before hand. An example of thigiunadity would be

a designer using the 3D WIR to generate a signal to control an embeddieniiast, providing
JTAG like functionality without any additional cost.

The 1500.3D wrapper list describes RTL Compiler with information about traper itself,
this could involve TSV related requirements of describe the type of WBR celils tesed. The
ScanMuxlist gives information about what functionality ScanMux should providis,ithlinked
to the signals provided by the WIR. Modes like ‘Extest’ and ‘Intest’ aredfeshby Scanmux
already, and this should continue to be the case. Most other 3D-DfT naladest involve the
ScanMux, and are focused on access to and from other tiers, indtéatéroal routing that
involves ScanMux. However it is likely the user defined modes do, fomeka, a user may
want to split the WBR into a top and a bottom section. Having a separate bottoms&&ion
would still provide Interconnect test functionality with the lower die, whilersing the chain by
not involving WBR cells the do not have a connecting to that lower die.

The Scannsertscript retains it's current function, providing RTL compiler with scan chain
specific information. The only addition is that because it is now performied tife insertion

of the 3D-DfT components. It should not incorporate the WIR instructemister into a scan
chain, doing so would change the mode of the tier while scanning, leadingetarly nintestable
tier. The functionality to exclude specific registers of flip-flops is availabRTih Compiler, but

it would be nice to have specific support to exclude WIR instruction register

‘ Tier ‘ —| Opcodes I

L]

‘ RTL Compiler H WIR_spec_list ﬁ-—l Instructions I

L

‘ RTL Compiler H 1500.3D_spec_list ‘ —I Truth table I

'

‘ RTL Compiler H ScanMux_spec_list h—ﬁ Instructions ‘

L]

‘ RTL Compiler HScan_insert_script‘ ﬁ Hardware_desc ‘

¥

‘ Tier 3D _scn ‘

Figure 4.33: Streamlined approach for 3D-DfT insertion, with addedtiomality.
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Opcodes )—b{ Instructions H Truth table

o 52

£ g8

L oo

o
SerialPrebondBypassTurn D000D0 0 0 0 D 0
SerialPrebondIntestTurn 0100 [o Jo T3 Jo TJo
SerialPostbondBypassTurn 01000 0 1 0 D 0
SerialPostbondIntestTurn 1100 [o 1 T3 Jo TJo
SerialPostbondExtestTurn 01110 0 1 1 1 0
SerialPostbondBypassElevator 1001 [o T+ Jo o 1
SerialPostbondIntestElevator 01101 0 1 1 0 1
rialPostbondExtestElevator 1111 [0 T2 T3 T3 T2
ParallelPrebondBypassTurn 10000 1 4] 0 D [4]
arallelPrebondIntestTurn D100 [ Jo ]2 Jo Ja
ParallelPosthondBypassTurn 11000 1 1 0 D 0
ParallelPostbondIntestTurn 1100 [ 1 T3 Jo Jo
ParallelPostbondExtestTurn |1 1110 1 1 1 1 0
ParallelPostbondBypassElevator 11001 [1 1 Jo o 1
ParallelPostbondIntestElevator |1 1101 1 1 1 0 1
ParallelPosthondExtestElevator 11111 [ T2 T3 T3 T2

Figure 4.34: A closer look a the functionality provided by the 3D WIR.

4.8 Conclusion

In this chapter, we presented a generic test access architecture\fdsab8d 3D-SICs. The
architecture supports a modular test approach, in which dies and theiddetbeores, as well
as inter-die interconnects, can be tested separately. The architectragles (1) existing intra-
die DfT features such as internal scan, test data compression, builf-testeand core-based
wrappers and TAMs, as well as (2) boundary scan at the 3D-SICBsiRterface.

A main component of the 3D-SIC test access architecture is a die-levpparaThis wrapper
is based on IEEE 1500, extended with four novel features:(1) TestTdne notion that for
3D-SICs test signals should eventually be routed to the same surfaceripeyated from(2)
dedicated probe pads for all IEEE 1500 test control and data signai®miottom dies, to
facilitate pre-bond die testing; (3) TestElevators that transport the |IEF0B fest control and
data signals up and down during post-bond stack testing; and (4) adhiearWIR chain to
prevent unbridled growth of its length.

The proposed architecture ssructured as it provides a common DfT template that meets all
3D-SIC test access requirements. The proposed architecture iscalable in the sense that it
works for all stacks heights and provides user-defined test acaadsvhilth; the latter provides
a trade-off opportunity between silicon area and test length. Futureisitwlautomate the EDA
tool flow for DfT insertion and test expansion, and to exploit the optimizatmpodunities that
are offered, by careful parameter selection for the switch box in theedet-wrappers.

The architecture has been verified by simulating a 3D-Dft enabled 3D istackrent 2D EDA
tools. By doing so proving the concepts behind the 3D-DfT architectued, ithpact in terms
of additional TSVs and probe pads, and other costs such as a redottios functional area
on the chip. Current EDA tools did provide some of the features necessiiptthe proposed
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3D-DAfT; The verification process also highlights those areas in which Dk need upgrading
to automatically support 3D-DfT insertion into a design.

Given that it is likely that multiple companies contribute to the manufacturing of gesBD-
SIC, standardization of the die-level test access features makes $&eggroposed test access
architecture serves as an excellent starting point for standardizalitBE"“1500.3D". It is based
on the already existing standard IEEE 1500, and only requires a fesifispextensions of that
standard. Prove of concept of this new standard has been provitled ohapter, even without
direct tool-support verification was possible, showing the benefit Hiactiveness of leveraging
excising DfT standards. It has also shown the fault coverage forem giier is unaffected while,
keeping the area overhead low, making it a viable option.

Standardization might require to fix the parameteendm to standardized values, such as 16,
32, or 64. For real plug-and-play test interoperability between dies flifferent sources, it is
required that the inter-die test interconnections are defined not onlyieddly, but also with
respect to their, y layout locations. If a single DfT standard is to serve 3D-SICs of differe
footprint size, it seems beneficial to concentrate the TestElevators in rther of their layout.

A 3D-SIC DFT standard should also be accompanied by a description fdon&ansfer of
DfT and test ‘knowledge’ like the IEEE 1149.1 Boundary Scan Descnftmnguage (BSDL)
[14, 15 and/or IEEE 1450.6 Core Test Language (CT&},[32].

This chapter focused on a digital test access architecture for factodygtion tests. Future
work includes extension of the architecture to support debug and diegmoaking embedded
test instruments available to system-level 3D-SIC users, and inclusiomaloigatests.



Conclusion

In this chapter we conclude the master thesis. This chapter summarizes thbutioms to
3D-SIC testing presented in Chapt&rand4.

This Conclusion is organized into two sections, Sec8dhcovers contributions in the area of
3D-SIC yield improvement for W2W stacking, and the 3D-DfT architecturertable testing

of 3D-SICs. Sectiorb.2 comprises of suggestions for the progression of the work presented in
this thesis, further investigations in wafer matching strategies and reposétrgs. The 3D-

DfT architecture can be extended further, and serve as a basis forSA@testing standard,
also included is a set of recommendation to include 3D-DfT functionality into cowially
available EDA tools.

5.1 Contributions

In this thesis we have described our two main contributions to the field of conmghitetesting,
in particular the newly forming field of 3D Stacked IC testing. One contributioa gudy
into Wafer-to-Wafer matching a yield improvement study for W2W stackingpther was the
development of a IEEE 1500-based 3D-DfT access architecture aretifisation.

In regards to field of wafer matching our contributions has been the foltpwin

e We have captured the concept of wafer matching for the W2W stacking ohéaitm a
close-loop mathematical yield model. This mathematical model showed that the yield
improvement of wafer matching depends on (1) the number of stack ti¢the(Bumber
of dies per wafer, (3) the die yield, and (4) the wafer repository sireaddition, the
model gave a fundamental insight into how W2W matching actually functionsased
on probability theory.

e Asimulator has been created to further investigate wafer matching in a real@stiegtion
environment, to quantify trends and make it possible to accurately predigeideébenefit
wafer matching would provide given a set of production details. We ptedesimulation
results, focusing especially on the effects of a varying repository ¥ieehave provided
more accurate simulation results compared to the prior whrR][

e Our simulation results showed that for a realistic production process asdrrable repos-
itory sizes of 25 to 50 wafers (one or two cassettes) that relative yield iraprents of
0.5% to 10% can be achieved. Furthermore the simulation results indicate hgielthe
improvement is affected by the parameters identified in the mathematical model.

71
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e A cost-benefit analysis of W2W matching has been worked out. The regatist model
has shown that despite the costs involved, W2W matching can attribute tociioadn
overall cost per functioning 3D-SIC of 2-50% depending on the sthglaedd and chosen
W2W test flow.

This thesis also covered a 3D-DfT architecture for TSV-based 3-S@sed on the
IEEE 1500 /citelEEE1500 wrapper for SOC testing. Primarily the architeétufocused on
digital testability of 3D-SICs by providing scan access to every tier in thé& stétbout having
physical access to that particular tier. However with the 3D-DfT architectte also want to
provide a flexible standardizable template for testing 3D-SICs. A standawtthallow for mul-
tiple companies to contribute tiers for a single 3D-SIC, without being intimately fanviii
each others designs. In much the same way as PC memory standardizatiafatlawiser to
install any size of memory from any vendor, as long as it meets the memonastsstipulated
by the motherboard manufacturer.

Our contribution to 3D-SIC testing is the following

e We have compiled a list of requirements and constraints for a 3D-DfT tessaa@rchi-
tecture to enable 3D-SIC testing during the various stages of its productioass.

e We have presented a 3D-DfT architecture that supports a modular pgstah, in which
dies and their embedded cores, as well as inter-die interconnects, testdubseparately.
The 3D-DfT architecture builds on the IEEE 1500 standard for core teatidgadds four
new features:(1) TestTurns, the notion that for 3D-SICs test signalddleventually be
routed to the same surface they originated from(2) dedicated probegradslEEE 1500
test control and data signals on non-bottom dies, to facilitate pre-bondddiegte(3)
TestElevators that transport the IEEE 1500 test control and data sigmalsd down dur-
ing post-bond stack testing; and (4) a hierarchical WIR chain to prewdridled growth
of its length.

e A simulation of the 3D-DfT architecture has shown the validity and viability of apr
proach. Even in current day EDA tools is was found possible to implememnt &b the
novel features into three ISCAS designs and simulated a 3D-SIC being iresiedefined
modes of the 3D-DfT architecture. Where EDA support was unavailabli)fT features
have been added to the designs by hand.

e The experiment has shown us the ability of the 3D-DfT architecture to pedahiel same
fault coverage of a die regardless if it was ‘bare’ 2D chip, or a 3D-Bhable chip in
pre-bond, or in post-bond testing.

e The verification of the 3D-DfT architecture provided us with accurate estmaof the
costs involved with implementing our 3D-DfT architecture. With only a few addition
probe pads and TSVs, and an area overhead of less then 0.1% ooHgugjethe costs of
implementing our 3D-DfT architecture is limited, making it's implementation economical
viable.

e The verification process has provides valuable information regardirmgtjugrements for
EDA tools to support the 3D-DfT and resulted into recommendations for the\EDdors
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5.2 Futurework

Currently our mathematical model for wafer matching does not suppogasitery of bottom

wafers, and requires an natural value of faulty dies on each wadféra@a identical number of
faulty dies for each wafer. Although our simulation covers these shortgmnintoo does not
support clustering, the tendency of faults occurring near other fawefer matching can be
studied by extending the scoop further. One such extension has baetyanto the effects of
different matching criteria and replenishing repositories of wafers &3JnThis may be further
extended to include hybrid versions of replenishing and non-replegisbpositories to better
suit the production process and machines.

Envisioned future work in regard to wafer matching:
e Extension of the mathematical model to include parameters mimic reality more closely
e Extension of simulator to include various matching strategies and replensipiogjtories.

Our 3D-DfT architecture is focused purely on enabling 3D-SIC testimgpractice manufac-
tures are reusing DfT hardware and features to support other ggspsuch a reprogramming
reconfigurable hardware, or real time access to embedded instrumeaéstireschip.

Envisioned future work in regard our 3D-DfT architecture:

e Extending the 3D-DfT architecture to also support debug and diagnasmses, and
enabling support for embedded instruments, similar to how IEEE 1149]1iq being
used today.

e Working on support for a IEEE certified 3D-DfT standard, allowing ddbitrary dies to
be stacked and tested without ever considering the other dies of the ataultthe design
process. Industry wide support would even allow the reuse of tiers intpheustacks,
even between vendors.

e Incorporation of 3D-DfT functionality into EDA tools, as indicated by our-BET verifi-
cation process.
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Abstract

New process technology developments enable the creation of three-dimensional stacked ICs (3D-SICs) interconnected by means of
Through-Silicon Vias (TSVs). This paper presents a DfT test access architecture for such 3D-SICs that allows for both pre-bond die
testing and post-bond stack testing. The DfT architecture is based on a modular test approach, in which the various dies, their embedded
IP cores, the inter-die TS V-based interconnects, and the external I/Os can be tested as separate units to allow optimization of the 3D-SIC
test flow. The architecture builds on and reuses existing DfT hardware at the core, die, and product level. It adds a die-level wrapper,
which is based on IEEE 1500, with the following novel features: (1) dedicated probe pads on the non-bottom dies to facilitate pre-bond
die testing, (2) TestElevators that transport test control and data signals up and down during post-bond stack testing, and (3) a hierarchical
Wrapper Instruction Register (WIR) chain. The paper also hints at opportunities for optimization and standardization of this architecture.

1 Introduction

The semiconductor industry is preparing itself for 3D-SICs based on TSVs
[1-3]. TSVs are conducting nails which extend out of the back-side of
a thinned-down die and enable the vertical interconnect to another die
[4, 5]. TSVs are high-density, low-capacity interconnects compared to
traditional wire-bonds, and hence allow for many more interconnections
between stacked dies, while operating at higher speeds and consuming
less power [6]. TSV-based 3D technologies enable the creation of a new
generation of ‘super chips’ by opening up new architectural opportunities
[7, 8]. Combined with their smaller form factor and lower overall manu-
facturing cost, 3D-SICs have many compelling benefits, and hence their
technology is quickly gaining ground.

Like all micro-electronics, TSV-based die stacks have a manufacturing
process that is sensitive to defects, and hence 3D-SICs need to undergo
electrical testing to ensure product quality. While the process and design
technology is getting to maturity, testing 3D-SICs for manufacturing de-
fects is considered by many as a major, still largely unresolved obstacle to
make these devices a product reality. Next to all basic and most advanced
test technology issues, 3D-SICs have some unique new test challenges of
their own [9, 10]. These challenges include (1) development of new fault
models and corresponding tests for TSV-based interconnects and new 3D-
induced intra-die defects, (2) wafer probing on small and numerous micro-
bumps and/or TSV tips and pads under stringent damage requirements, (3)
handling of and probing on wafers with thinned-die stacks, (4) the design,
partitioning, and optimization of DfT architectures that span across multi-
ple dies, and (5) optimization of the test flow for maximum effectiveness
and lowest cost.

In this paper, we focus on the design of a structured and scalable test
access architecture. The architecture supports pre-bond die testing, post-
bond stack testing, and final packaged-product testing. It allows for mod-
ular testing [11] of intra-die circuitry and inter-die TSV-based intercon-

nects, and hence supports stacks of possibly heterogeneous and/or black-
boxed dies, flexible test flow creation during the various maturity stages
of a 3D-SIC product, and easy diagnosis. The architecture reuses com-
monly encountered design-for-test structures within the various dies as
much as possible. It leverages two existing design-for-test standards,
viz. IEEE 1149.1 [12, 13] for chips on a Printed Circuit Board (PCB)
and IEEE 1500 [14, 15] for embedded cores within an System-On-Chip
(SOC). The test access architecture initially targets 3D-SICs consisting of
scan-testable digital logic and memory dies, but can be extended to include
other types of dies as well.

The remainder of this paper is organized as follows. Section 2 describes
related prior work in test access architectures for 3D-SICs. Section 3 pro-
vides an overview of test access architecture standards for PCBs and 2D-
SOCs, which, like 3D-SICs, are also built from interconnected smaller
components. The test requirements and constraints which are unique to
3D-SICs are discussed in Section 4. Our proposed 3D-SIC test access
architecture is presented in Section 5. Section 6 concludes this paper.

2 Related Prior Work

The first paper dedicated to testability of 3D-SICs was [16]. It focuses
on pre-bond die testing, required to achieve acceptable compound stack
yields. Testing incomplete products as formed by the various stack tiers
is identified as a potential problem. In our opinion, this does not have to
pose a problem really, provided that (1) structural, not functional tests are
applied, (2) a modular test strategy is followed, and (3) the infrastructure
(power/ground, clocks) can be made operational per die. [16] proposes a
‘scan island’ approach, which is essentially the wrapper technology from
IEEE 1149.1 [12, 13] and IEEE 1500 [11, 14, 15] under a different name.

Most other papers on 3D-SIC testing implicitly propose a test access ar-
chitecture, while focusing on optimizing the design parameters of that ar-
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chitecture to minimize the resulting test length and/or the associated wire
length. Wu et al. [17] describe three scan chain optimization approaches
for 3D-SICs. Implicitly, this paper assumes that a single logic test unit
is partitioned over multiple tiers, which seems rather unrealistic. There-
fore, in [18], Wu et al. propose a core-based design and test approach (as
common for 2D-SOCs) in which each core resides on a single tier. The
paper proposes an ILP-based Test Access Mechanism (TAM) optimiza-
tion approach, which tries to minimize the resulting test length under a
constraint for the number of additional ‘test TSVs’. Both papers [17, 18]
focus exclusively on post-bond stack testing, and ignore the requirements
for pre-bond die testing.

Jiang et al. [19] describe a TAM optimization approach based on simu-
lated annealing that minimizes test length and TAM wire length with a
user-defined cost weight factor. They assume a modular core-based 3D-
SIC test approach and take both pre-bond and post-bond test lengths into
account. The paper lacks realistic constraints on wafer and packaged stack
test access, due to which it unrealistically allows TAMs to start and end at
any stack tier. Successor paper [20] remedies this partly, by working with
pre-bond tests that are applied through dedicated probe pads at the die in
question, for which a maximum count is assumed. The paper proposes
heuristics that determine a post-bond stack test architecture, from which
segments are reused as much as possible to build additional die-level test
architectures for the pre-bond tests, while meeting the maximum probe
pad count constraint and minimizing test length and TAM wire length.

In contrast to the prior work by others, our paper starts out by identifying
realistic constraints and requirements set forward by, among others, wafer
probe technology and test flow set-ups. Subsequently, we focus on the
design of a generic and structured test access architecture. The architec-
ture is scalable in the sense that its design parameters can be optimized for
varying core, die, and stack parameters, but the focus of our paper is not
on those optimization procedures. The prior work published until now has
focused on testing the cores in the various dies constituting the 3D-SIC,
but has ignored testing the circuitry within a die in between the cores, as
well as it has ignored testing the (TSV-based) inter-die interconnects. The
prior work also did not identify how existing DfT standards and test access
architectures can be leveraged. Finally, test control and instructions were
ignored in the prior work. We address all the above issues.

3 Related Test Access Standards

3.1 Test Access Architecture for PCBs

The commonly-used test access architecture for PCBs is based on IEEE
Std. 1149.1, Boundary Scan (a.k.a. ‘JTAG’) [12, 13]. In order for chips
to be compliant to IEEE 1149.1, a small hardware wrapper is added to
them. IEEE 1149.1 works through a narrow single-bit interface, as every
JTAG terminal requires an additional chip pin and these are considered
expensive. Fortunately, the prime focus of IEEE 1149.1 is PCB intercon-
nect testing, and that requires only a small number of test patterns [21].
The single-bit interface pins are called TDI and TDO, and they transport
both instructions and test data. The control interface consists of the pins
TCK, TMS (and optionally TRSTN). For an example PCB containing three
chips, a common JTAG-based test access architecture is depicted in Fig-
ure 1. The control signals are broadcast to all chips, while the TDI-TDO
pins are concatenated through the chips. The broadcast control signals can
configure the TAP Controller finite state machine in a mode in which it is
willing to receive instructions, which are subsequently scanned into the

Instruction Register (IR) via the daisychained TDI-TDO interface. Note
that this allows for different instructions for different chips; for example,
Chip B can be configured in INTEST mode, while Chips A and C' are con-
figured in BYPASS mode. Then, the chips are brought into their instructed
test modes via the broadcast control signals and test data is scanned in and
out again via the daisychained TDI-TDO interface. The selected test data
register (e.g., the bypass register, a Boundary Scan Register (BSR), or a
chip-internal scan chain) depends on the instruction, and can be different
for different chips; in any case, it is a single shift register, as shown in
Figure 1.

PCB

ST 700 51

X T
TAP Ctrl
h 3 3

TCK, TV, TRSTRT

Figure 1: Board-level test access architecture for chips based on IEEE 1149.1.

3.2 Test Access Architecture for 2D-SOCs

The commonly-used test access architecture for (two-dimensional) SOCs
containing embedded IP cores is based on IEEE Std. 1500 [11, 14, 15].
Like IEEE 1149.1, IEEE 1500 adds a small hardware wrapper around the
module-under-test. As shown in Figure 2, the test access architecture for
an IEEE 1500-based SOC shows similarities to IEEE 1149.1-based PCBs.
Control signals are broadcast to all cores. Once configured in the appro-
priate mode, instructions are shifted into the Wrapper Instruction Register
(WIR) via the daisychained WSI-wsO interface. That same instruction in-
terface also doubles as single-bit test data interface. However, next to the
similarities, there are also significant differences between IEEE 1149.1-
and IEEE 1500-based test access architectures. Below, we list the most
important ones.

e Unlike IEEE 1149.1, the focus of IEEE 1500 is not (only) on test-
ing wiring interconnects between cores. First of all, the intercon-
nect circuitry in between IP cores typically does not consist only
of wires, but is often formed by deep sequential logic [22]. In ad-
dition, IEEE 1500 is meant to support also the testing of the cores
themselves, and IP cores are often significantly-sized and complex
design entities. Therefore, the test data volumes involved are typi-
cally quite large, and a single-bit test data interface would not suf-
fice. Hence, IEEE 1500 has an optional n-bit (‘parallel’) test data
interface (named WPI and WPO), where n can be scaled by the user
to match the test data volume needs of the IP core in question.

e Adding wider interfaces to embedded IP cores does not add chip
pins as in IEEE 1149.1, but only core terminals; and they are con-
sidered to be significantly less expensive than chip pins.

e IEEE 1149.1 has two (or three) standardized control pins, which
are expanded within the chip by the TAP Controller. IEEE 1500
has no TAP Controller, but receives it control signals directly.
These are six (or seven) signals: WRCK, WRSTN, SELECTWIR,
SHIFTWR, CAPTUREWR, UPDATEWR (and optionally TRANS-
FERDR) [11, 14, 15].

Figure 2 also features a parallel wrapper bypass. This bypass is not man-
dated by IEEE 1500, but often implemented to shorten the test access path
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to other cores in the same TAM [23]. It is the task of the switch boxes in
Figure 2 to make an effective mapping between the active WIR instruction
mode and the TAM-to-chain connections.

SOC

Core A Core B Core C

scan chain

werl [ 5 Wor

B
N TDO

Figure 2: SOC-level test access architecture for cores based on IEEE 1500.

IEEE 1500 only standardizes the core-level test wrapper, and not the SOC-
level test access architecture of the optional parallel TAMs. At the SOC-
level, optimizations can be made w.r.t. TAM type [24, 25], TAM architec-
ture [23], and corresponding test schedule. In a tyical implementation, as
shown in Figure 2, the SOC itself is equipped with an IEEE 1149.1 wrap-
per to facilitate board-level testing. The IEEE 1500 serial interface (WSC,
WwsI, and WS0) is multiplexed onto the IEEE 1149.1 Test Access Port [15]
to save otherwise additional test pins. The IEEE 1500 parallel interface
(WPI and WPO) can be multiplexed onto the functional external pins, as is
common for regular scan chains; this saves otherwise additional test pins.

4 Requirements and Constraints

We consider three types of 3D-SICs; examples of these types (in this case
for stacks of three tiers) are depicted in Figure 3. The three types differ
in their connections to the external world (‘pins’): (a) wire-bond from the
top die, (b) wire-bond from the bottom die, and (c) flip-chip connections
from the bottom die. All three types have in common that only one side
of one of the extreme tiers (top or bottom) holds all external connections.
In the remainder of this paper we assume all external connections are in
the bottom die. This assumption is without loss of generality, as we can
always swap the references to top and bottom die.

top die

middle die middle die
middle die
bottomn die
bottom die
(a) (b) ()

Figure 3: Three options for 3D-SIC external connections: (a) wire-bond

from top die, (b) wire-bond from bottom die, and (c) flip-chip from bottom

die.
A 3D-SIC test flow consists of (1) pre-bond die tests and (2) post-bond
stack tests [10]. The pre-bond die tests are wafer tests; the post-bond stack
tests can be carried out on both unpackaged as well as packaged stacks.
A test of a stack might consist of (re-)tests of the various dies, as well as
tests of the TSV-based interconnects between the dies. A 3D-SIC test ac-
cess architecture should support all these tests. While testing unpackaged
stacks, it should be possible not only to test the complete stack, but also
to test partial stacks. Furthermore the test access architecture should also
support external interconnect testing, once the 3D-SIC is mounted on a
board.

We want the 3D-SIC test to be a modular test [11, 23], as opposed to a
test in which the entire stack is tested as one monolithic entity. A mod-
ular test considers the various dies and TSV-based interconnect layers as
separate test units; for complex dies, it is very well possible that they are
further sub-divided in multiple finer-grain test modules, e.g., embedded
cores. Modular testing for 3D-SICs comes with the same benefits as it
brings to 2D-SOCs [11]: (1) different tests for various modules of het-
erogeneous products, (2) test of black-boxed IP, (3) divide-and-conquer
test generation and application, and (4) test reuse. Modular testing pro-
vides two more benefits specific to 3D-SICs: (5) flexibility in optimizing
the test set per step of the test flow (“how often do we re-test a mod-
ule?”), and (6) first-order diagnosis (“which module of the stack contains
the fault?”). The latter is all the more important given the likelihood that
multiple companies contribute to the manufacturing of a single 3D-SIC.
Modular testing requires DfT in the form of wrappers that provide con-
trollability and observability at the boundary of the module-under-test and
Test Access Mechanisms (TAMs) that transport the test data from the chip’s
probe pads or pins to the module-under-test and vice versa [11, 25].

We assume a 3D-SIC of which the constituting dies are scan testable;
for example, this can include scan-tested digital logic, BIST-ed embedded
memories, or even scan-enabled analog cores. Furthermore, we assume
it is a requirement for board-level interconnect testing that the overall
product is IEEE 1149.1 compliant on its external pins. We assume that
additional external test pins beyond IEEE 1149.1 are expensive and hence
should be avoided. In contrast, we assume that some additional TS V-based
interconnects between tiers for the purpose of test are relatively atfordable;
e.g., IMEC’s via-middle TSVs are made at a 10pzm minimum pitch [4, 5].

The test access architecture should be able to provide a trade-oft between
additional area cost for DfT, test generation effort, and test length. To
minimize silicon area, we want to re-use the existing intra-die DfT infras-
tructure as much as possible: internal scan chains, test control, test data
compression circuitry, built-in self-test, etc. To minimize the test genera-
tion effort, we prefer to base our die-level wrapper on the existing IEEE
Std. 1500, given its scalable TAM width and flexible WIR. The test access
architecture should allow for flexible test scheduling to minimize the test
length. It is also a requirement that the test access architecture itself is
testable. It is desirable that this can be done without depending on the cor-
rect functionality of the existing DfT inside the local dies and embedded
IP cores.

The bottom die can be probed on the wire-bond or flip-chip pads for its
external connections; that is ‘business-as-usual’. For their pre-bond die
test, the other (non-bottom) dies need to be probed as well. Today’s probe
technology is insufficient to provide probe access on TSV tips and TSV
landing pads [10]; they are too small and too fragile. Hence, for all non-
bottom dies, it is a requirement to provide dedicated probe pads for pre-
bond wafer test access [10, 16, 20].

For the post-bond stack tests, test access is only possible via the bottom
die. This implies that signals for test control and test data exclusively
come from and go to the bottom die, and hence have a ‘u-turn’ type of
shape; we refer to these as TestTurns. Also, in order to reach dies higher
up in the stack, all test signals have to be transported up and down through
a new type of DfT hardware that includes TSVs and which we refer to as
TestElevators.

2D-SOCs allow us to design DfT features in the SOC circuitry around
(i.e., outside) the embedded cores. This is not the case for 3D-SICs; all
DT needs to be in the various dies. The only thing that exists outside the
dies are vertical interconnects, and even those need to be pre-designed in
terms of die-level features, such as TSVs and TSV landing pads. This im-
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plies that wrappers, TAMs, and their control signaling all needs to be pre-
designed in the die; not only for that die, but also for the dies above it in
the stack. Hence, we assume that for all tiers, the DfT is designed in adher-
ence to a pre-defined test access architecture, or that we have the freedom
to modify the DfT circuitry; it cannot be added as an after-thought.

We require the test access architecture to be scalable, in the sense that it
works for an undetermined number of stack tiers. Also, the architecture
should not predestine a die to a certain tier level, such that dies that adhere
to the architecture can function at any level in the stack hierarchy. Ex-
ceptions to this requirement are formed by the bottom die, which with its
external connections is obviously predestined as bottom, and possibly the
top die.

5 3D-SIC Test Access Architecture

5.1 Die-Level Wrapper

The test access architecture we propose for 3D-SICs is based on a die-
level wrapper, which is an extended version of IEEE 1500. The die-level
wrapper provides a consistent external interface to other dies in the stack,
while internally within the die, it connects up to the existing functional cir-
cuitry and regular intra-die DfT. The architecture uses a limited, scalable
number of dedicated TSV-based interconnections between dies in addition
to the already existing functional interconnects.

Figure 4 shows a schematic overview of the DfT features and additional
interconnects for an arbitrary Die x in the middle of a stack. The fig-
ure abstracts from the functional circuitry and interconnects. It shows
two internal scan chains, which are representative for the possible die-
internal DfT, such as any number of scan chains for a monolithic design,
TAMs for a core-based SOC design, and/or BIST-ed logic or memory.
Die x is equipped with an IEEE 1500-like wrapper that is normally en-
countered with embedded IP cores. The figure shows the conventional
IEEE 1500 features of that die-level wrapper: a seven-bit Wrapper Serial
Control (WSC), a Wrapper Instruction Register (WIR), a Wrapper Bound-
ary Register (WBR), a serial WSI-WsO interface for instructions and low-
bandwidth test data, and parallel WPI-WPO interface for test data. Note
that it is mandatory that the entire IEEE 1500 interface is situated at the
bottom side of the die.

Our die-level wrapper has three 3D-SIC-specific features (Items 1 and 2
are highlighted in orange in Figure 4):

1. All control and data signals of IEEE 1500 (WSC, WSI, WSO, WPI,
and WPO) not only enter or exit Die « via TSV-based interconnects
from/to the die below Die x for post-bond stack testing, but are
also equipped with dedicated probe pads for pre-bond die testing.
In Figure 4, for easy figure layout, these probe pads are drawn on
the bottom side; however, that does not imply that these probe pads
need to be physically located at the bottom side of the die. Note
that the width of the parallel interface WPI-WPO might be chosen
differently for the TSV interconnects (n) and probe pads (m).

2. All control and data signals of IEEE 1500 can be transferred to a
die above Die z via a set of signals with identical names, post-
fixed with the letter ‘s’ (for ‘stack’): WSCs, WSIs, WSOs, WPIs, and
WPOs. These signals are called TestElevators, and are all situated
on the top side of the die.

3. To prevent unbridled lengthy WIR chains, we propose hierarchical

WIR chains. This is further described in Section 5.2 and depicted

in Figure 7.
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Figure 4: Schematic view of the die-level wrapper based on IEEE 1500.

The DT in a bottom die differs from a middle die in the following aspects.

e Dedicated pre-bond probe pads are not required. Instead, the func-
tional external I/O pads can be used for probe access.

e The bottom die is equipped with IEEE 1149.1 to facilitate board-
level testing and provide a board-level test and debug port. The
JTAG boundary scan chain includes all external I/Os of the 3D-SIC
product.

e The serial IEEE 1500 interface (WSC, WSI, and WSO) can be mul-
tiplexed onto the IEEE 1149.1 Test Access Port (TAP), similar to
what is common in 2D-SOCs [15]. This saves otherwise dedicated
pads, and makes the 3D test access architecture accessible even
when the 3D-SIC is soldered onto a PCB.

e The parallel IEEE 1500 interface (WPI and WPO) is multiplexed
onto the functional external I/O pads, similar to what is common
for scan chains and parallel TAMs in 2D-SOCs. This saves oth-
erwise dedicated pads, but restricts the TestElevator width to the
available functional 1/O.

The DfT in a top die differs from a middle die in the following aspect.

e The die does not have TSV-based interconnects to an even higher-
level die, as it is the top die. Hence, the top-side TestElevators
WSCs, WSIs, WSOs, WPIs, and WPOs are absent.

Figure 5 depicts the test access architecture for an example 3D-SIC con-
taining three dies; Dies 1, 2, and 3 are respectively the bottom, middle,
and top die of the stack. To show the similarities and differences with test
access architectures for PCBs and 2D-SOCs, the dies are shown next to
each other, instead of as a vertical stack.

Die 1 Die 2 Die 3
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Figure 5: 3D-SIC test access architecture for dies based on IEEE 1500.
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This test access architecture requires 7 + 2 + 2m dedicated probe pads
at each (non-bottom) die in the stack. As the parallel TAM is optional
in IEEE 1500, note that m can be zero. This number of dedicated probe
pads needs to be extended by all required infrastructural pads for power,
ground, clocks, etc.; these are not shown in Figure 4, although their pres-
ence is obviously essential.

IEEE 1500 allows various types of wrapper cells in its WBR. Embedded
cores in 2D-SOCs commonly use the cell depicted in Figure 6(a); it con-
sists of only a single flip-flop and hence occupies little silicon area. For
the WBR chain of our proposed 3D-SIC die-level wrapper, we prefer to
use the (also IEEE 1500-compliant) double flip-flop wrapper cell shown in
Figure 6(b). At the expense of an extra flip-flop, this wrapper cell provides
ripple-protection during shift mode, which seems appropriate especially
if the various dies come from different sources, and ripple-during-shift
might result in unwanted signal combinations at the inter-die interfaces.

SCAN_EN 0. HOLD_EN

TWRCK — [UPDATEWR

(b)

Figure 6: IEEE 1500-compliant WBR cells, (a) commonly used for embed-
ded cores in 2D-SOCs, and (b) proposed for stacked dies in 3D-SICs.

5.2 Operating Modes

The test architecture has a number of test modes, which define the follow-
ing settings.

e Functional | Serial | Parallel — non-test vs. test modes, resp. via
serial or parallel test interface

e Prebond | Postbond — usage of dedicated test pads or TestElevators

e Bypass | Intest | Extest — selected test data register: bypass, all
chains, or only the WBR chain

e Turn / Elevator — test responses from this die are fed via the Test-
Turn directly towards the bottom die or, via TestElevators, test
responses from this die are transported up and responses from a
higher-level die are transported down.

This leads to the following operating modes: Functional; SerialPre-
bondBypassTurn, SerialPrebondIntestTurn, SerialPostbondBypassTurn,
SerialPostbondlIntestTurn, SerialPostbondExtestTurn, SerialPostbondBy-
passElevator, SerialPostbondlIntestElevator, SerialPostbondExtestEleva-
tor; ParallelPrebondBypassTurn, ParallelPrebondIntestTurn, Parallel-
PostbondBypassTurn, ParallelPostbondIntestTurn, ParallelPostbondEx-
testTurn, ParallelPostbondBypassElevator, ParallelPostbondIntestEleva-
tor, ParallelPostbondExtestElevator. A bottom die does not implement
the pre-bond operating modes, as a bottom die does not have dedicated
test pads.

Combining instructions for the various dies in a stack allows us to test
one, multiple, or all dies simultaneously, as well as test one, multiple, or
all layers of TSV-based interconnects simultaneously. This gives the same
test scheduling options as the single daisychain TAM for 2D-SOCs [26].

Loading instructions into a WIR of a die-level wrapper is similar to what
is known from IEEE 1500-compliant cores in 2D-SOCs. While a new in-

struction is shifted into the WIR, the previous instruction remains valid,;
only once fully arrived in place, the new instruction is activated by pulsing
the UPDATEWR signal. In IEEE 1500, the WIRs of multiple IP cores are
to be concatenated in a single WIR chain, which allows different cores to
be loaded with different instructions. For 3D-SICs, a single concatenated
WIR chain might become very lengthy, especially in case the individual
dies are core-based SOCs [27] with their own concatenated WIR chain
segments. Hence, we propose an hierarchical WIR mechanism, which
opens up as needed, similar to a harmonica. Initially, the WIR chain only
consists of the die-level WIRs. Once loaded with die-level instructions,
the core-level WIR chain segments are included in the overall WIR chain
for only those dies for which one of the InTest instructions was given;
subsequently, further core-level WIR instructions can be loaded. Figure 7
schematically shows this concept by means of an example. The orange
arrows highlight the active WIR chain. In this example, Dies 2 and 3 are
in an InTest mode and hence, the WIR chain also includes the WIRs of
their cores, resp. WIRC' + WIRD and WIRE + WIRFE'. The benefit of
this hierarchical WIR mechanism is that we prevent an unbridled growth
of the WIR chain length; at any moment, the WIR is as long as needed.
The cost is the requirement for the user to keep track of the current WIR
chain length and a more complex procedure for loading instructions.

Die 1 Die 2 Die 3
Core A||Core B CoreC||Core D Core E| |Core F
v (I | — | — |
. I+t [
WwsC

Figure 7: Hierarchical WIR chain, which has opened up for Dies 2 and 3,
which are in one of their /ntest modes.

Figures 8 and 9 show two examples of a 3D-SIC in which neighboring
dies are in different operating modes. In Figure 8, Die (z — 1) is in its
ParallelPostbondBypassElevator mode, while Die x is in its ParallelPost-
bondIntestTurn mode. This means that Die z is currently being tested,
while the test data passes up and down in the stack through Die (z — 1).
The orange arrows in the figure highlight the test data flow.

Die (x-1)

iﬁ

WEBR

o

Figure 8: Example in which Die x is being tested; Die (x —1) is in Parallel-
PostbondBypassElevator mode and Die « is in ParallelPostbondIntestTurn
mode.
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In Figure 9, Die (z — 1) is in its ParallelPostbondExtestElevator mode,
while Die x is in its ParallelPostbondExtestTurn mode. This means that
the TSV-based interconnects between Dies (z — 1) and z are currently
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being tested. The orange arrows in the figure highlight the test data flow.
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Figure 9: Example in which the TSV-based interconnects between
Dies (x — 1) and z are being tested; Die (z — 1) is in ParallelPostbond-
ExtestElevator mode and Die x is in ParallelPostbondExtestTurn mode.
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6 Conclusion

In this paper, we presented a generic test access architecture for TSV-
based 3D-SICs. The architecture supports a modular test approach, in
which dies and their embedded cores, as well as inter-die interconnects,
can be tested separately. The architecture leverages (1) existing intra-die
DAT features such as internal scan, test data compression, built-in self-test,
and core-based wrappers and TAMs, as well as (2) boundary scan at the
3D-SIC’s PCB interface.

A main component of the 3D-SIC test access architecture is a die-level
wrapper. This wrapper is based on IEEE 1500, extended with three novel
features: (1) dedicated probe pads for all IEEE 1500 test control and data
signals on non-bottom dies, to facilitate pre-bond die testing; (2) TestEl-
evators that transport the IEEE 1500 test control and data signals up and
down during post-bond stack testing; and (3) a hierarchical WIR chain to
prevent unbridled growth of its length.

The proposed architecture is structured, as it provides a common DfT tem-
plate that meets all 3D-SIC test access requirements. The proposed archi-
tecture is also scalable, in the sense that it works for all stacks heights and
provides user-defined test access bandwidth; the latter provides a trade-
off opportunity between silicon area and test length. Future work is to
automate the EDA tool flow for DfT insertion and test expansion, and to
exploit the optimization opportunities that are offered, by careful parame-
ter selection for the switch box in the die-level wrappers.

Given that it is likely that multiple companies contribute to the manu-
facturing of a single 3D-SIC, standardization of the die-level test access
features makes sense. The proposed test access architecture serves as an
excellent starting point for standardization: “IEEE 1500.3D”. It is based
on the already existing standard IEEE 1500, and only requires a few spe-
cific extensions of that standard. Standardization might require to fix the
parameters n and m to standardized values, such as 16, 32, or 64. For real
plug-and-play test interoperability between dies from different sources,
it is required that the inter-die test interconnections are defined not only
electrically, but also with respect to their z,y layout locations. If a sin-
gle DfT standard is to serve 3D-SICs of different footprint size, it seems
beneficial to concentrate the TestElevators in the center of their layout. A
3D-SIC DAT standard should also be accompanied by a description format
for transfer of DfT and test ‘knowledge’ like the IEEE 1149.1 Boundary
Scan Description Language (BSDL) [12, 13] and/or IEEE 1450.6 Core
Test Language (CTL) [28, 29].

This paper focused on a digital test access architecture for factory pro-
duction tests. Future work includes extension of the architecture to sup-
port debug and diagnosis, making embedded test instruments available to
system-level 3D-SIC users, and inclusion of analog tests.
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Abstract

Three-dimensional stacked ICs (3D-SICs) based on Through-Silicon Vias (TSV) promise high-performance low-power functionality in
a smaller form factor at lower cost. Stacking entire wafers has attractive benefits, but unfortunately suffers from low compound stack
yield, as one cannot prevent to stack a bad die to a good die or vice versa. Matching individual wafers from repositories of pre-tested
wafers to each other is a simple yet effective method to significantly increase the compound stack yield. In this paper, we present a
mathematical model, which shows that the yield increase depends on (1) the number of stack tiers, (2) the number of dies per wafer, (3)
the die yield, and (4) the repository size. Simulation results demonstrate that, for realistic cases, relative yield increases of 0.5% to 10%
can be achieved. We also show that the required investment, in terms of a limited increase in either test or package costs, is typically well

justified.

1 Introduction

The semiconductor industry is preparing itself for 3D-SICs based on TSVs
[1-3]. TSVs are conducting nails which extend out of the back-side of a
thinned-down die and enable the vertical interconnection to another die
[4, 5]. TSVs are high-density, low-capacity interconnects compared to
traditional wire-bonds, and hence allow for many more interconnections
between stacked dies, while operating at higher speeds and consuming
less power [6]. TSV-based 3D technologies enable the creation of a new
generation of ‘super chips’ by opening up new architectural opportunities
[7, 8]. Combined with their smaller form factor and lower overall manu-
facturing cost [9, 10], 3D-SICs have many compelling benefits, and hence
their technology is quickly gaining ground.

In the production of 3D-SICs, we distinguish three different stacking ap-
proaches: Wafer-to-Wafer (W2W), Die-to-Wafer (D2W), and Die-to-Die
(D2D). W2W requires identical wafer and die sizes in each stack tier.
Compared to the other two stacking approaches, W2W offers the highest
manufacturing throughput and allows for the smallest die sizes, thinnest
wafers, and highest TSV densities [11, 12].

One of the most attractive benefits of 3D-SICs is the cost reduction ob-
tained from the fact that the total product is manufactured out of individual
dies that are significantly smaller than their single-die (two-dimensional)
equivalent [10, 11, 13]. This cost reduction has two components. The first
component is that smaller dies lead to smaller losses of area at the edge
of the finite-area wafer [14]. The second component is that, for a given
defect density, the yield of smaller dies is significantly higher. In order
to benefit from the latter, it is necessary to test the individual dies before
stacking and stack only those dies that passed the pre-bond test [15]. D2W
and D2D stacking approaches allow for this selective stacking, but W2W
stacking does not, as it stacks entire wafers. Hence, in W2W stacking, we
cannot avoid that a bad die might be stacked to a good die or vice versa.
Typically, this does not affect final product quality, as these bad stacks are

filtered out by the final (packaged-product) test, but the bad stacks nega-
tively affect the compound stack yield and hence the product cost.

However, also in W2W stacking, pre-bond test results can be exploited.
Instead of blindly stacking wafers, we can perform matching on reposi-
tories of pre-tested wafers, in order to find out which wafer combinations
would result in the highest stack yield [11, 12]. This requires a software
tool to analyze and match the wafer maps of repositories of to-be-stacked
wafers. A wafer map contains the per-die pass/fail results of pre-bond tests
[16, 17]. Subsequently, based on the outcome of the matching algorithm,
the wafers need to be sorted before being stacked, e.g., with one of many
wafer sorter machines that are available on the market [18-23]. This flow
is depicted in Figure 1.

fab A |.l. =

fab B 'L‘I“ L,
&

Figure 1: W2W stacking flow including wafer matching, with matching and
sorting as new flow steps.

bond A+B

In this paper, we evaluate the cost-benefit trade-off of such a wafer match-
ing approach. We analyze the increase of the expected stack yield, as a
function of (1) the number of stack tiers, (2) the number of dies per wafer,
(3) the yield per wafer, and (4) the wafer repository size. This analy-
sis is performed both through mathematical modeling, as well as through
simulation. Furthermore, we assess whether the yield benefit covers the
investment of performing the pre-bond tests required for wafer matching.

The remainder of this paper is organized as follows. Section 2 describes
related prior work in this field. Our mathematical model to approximate
the expected yield obtained through wafer matching is described in Sec-
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tion 3. Section 4 presents yield results for 10,000 simulations of reposi-
tories of pseudo-randomly generated wafer maps with varying die yield,
die size, and number of stack tiers. Section 5 presents a cost analysis of
two alternative production flows based on wafer matching, and shows that
the costs of the additional pre-bond tests can be off-set by savings in other
tests. Section 6 concludes this paper.

2 Related Prior Work

Increasing the compound yield of W2W stacking by matching of pre-
tested wafers has been suggested in [11]. For a single simulation experi-
ment for a two-tier stack of 300 mm wafers with 1320 dies of 50 mm? and
a repository size of 25 pre-tested wafers, the paper reports stack yield in-
creases between 0.2% and 1.2%. The authors of the paper wonder whether
these small yield increases are enough to justify the additional costs of pre-
bond testing. The paper lacks details on its matching approach, while the
reported yield increases suffer from the incidental variation of its single-
simulation experiment.

A more elaborate study on wafer matching in the context of W2W stack-
ing was presented in [12]. The paper formulates the wafer matching prob-
lem and shows it to be NP-hard [24]. To solve the problem, the paper
subsequently presents two heuristic algorithms and an optimal algorithm
based on Integer-Linear Programming (ILP). Experimental results are pre-
sented that compare the three algorithms on the basis of pseudo-randomly
generated wafer maps and consider the impact of defect density, die area,
number of tiers in the stack, and wafer lot size. The paper reports re-
sults based on only five simulation runs with pseudo-random wafer maps,
while, in our experience, this number is too small to warrant statistically
stable results.

Our contributions in this paper over the prior work are the following.

e We formulate a closed-form mathematical equation that approxi-
mates the expected stack yield due to wafer matching. The deriva-
tion of this equation provides insight in how the expected yield is
influenced by parameters as the number of stack tiers, the number
of dies per wafer, the yield per wafer, and the wafer repository size.

We refine the simulation experiments in [11, 12] by presenting re-
sults from no less than 10,000 pseudo-randomly generated wafer
maps.

e We analyze the cost impact of pre-bond testing and wafer matching
on the overall product creation flow. We demonstrate that the addi-
tional costs of pre-bond testing are not as high as initially expected,
and are in many cases more than compensated by the obtained yield
benefit.

3 Yield Modeling

In this section, we derive a closed-form mathematical equation that ap-
proximates the expected stack yield that can be obtained through wafer
matching as a function of the number of stack tiers, the number of dies per
wafer, the yield per wafer, and the wafer repository size.

3.1 Stacking Two Individual Wafers

First, we model the expected yield of stacking two individual wafers, each
containing d dies. The top and bottom wafer have respectively f; and
fv faulty dies, as determined by their pre-bond die tests. We assume
0 < fi < fy < d. This assumption is without loss of generality; in
case fp < fi, we simply relabel top and bottom.

Let us consider the case withd = 6, f;, = 3, and f; = 2 as a simplified but
illustrative example running throughout this section. Two example wafers
that fulfill these settings are depicted in Figure 2.

XXX X |V
VARNVARV X |V

bottom wafer top wafer

v/
V/

Figure 2: Simplified running example: d = 6, f; = 3, and f; = 2.

Function y(4) denotes the compound yield of the stacked wafers' for ex-
actly ¢ matching faulty dies (with 0 < ¢ < fy):

y(2) = %

1
0)== |,
y(0) = ¢
If we generalize this, we get

max(d — fo — fi +1,0)
d

y(i) = 3.1

Function p(¢) denotes the probability of occurrence of exactly ¢ match-
ing faulty dies. p(7) can be expressed as (1) the number of possibilities to
match 7 faulty top dies to fj, faulty bottom dies, multiplied by (2) the num-
ber of possibilities to match the remaining f; — ¢ faulty top dies to d — f3
good bottom dies, divided by (3) the number of possibilities to match all
ft faulty top dies to all d bottom dies:

o () )
For our running example, the complete function p(i) is defined as follows:
=) G202 -
=) G -5
({05

Note that it must always hold that 3/t p(i) = 1.

(3.2)
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The expected yield Y can now be expressed as

ft
Y = Z (y(i) - p(i)) (33)

'In Sections 3 and 4, the stack yield explicitly disregards yield loss due to intra-die defects due to the stacking process itself and stack interconnect faults. Only in

Section 5, this yield loss is again taken into account.
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For our running example, this equates to

~ 33.33%.

b<
Il

Py
<

=
S

=
i~

=
=
=
Il

o=
w0
8l
+
o
©| 5
Sl
+
ol
w
gl

3.2 Matching to a Repository of Wafers

In this section, we consider the case in which a top wafer selected out of
a repository of k top wafers is stacked onto a given bottom wafer with fj
faulty dies. These top wafers are all assumed to have an equal number f;
of faulty dies per wafer, but the wafer maps of the individual top wafers
can be different. This setting allows to improve the yield, by selecting that
top wafer out of the repository for which its wafer map best matches the
wafer map of the bottom wafer.

We generalize the probability function p(i) from Section 3.1 into a func-
tion p(i,k) which denotes the probability of occurrence of exactly ¢
matching faulty dies, given a repository of k top wafers. Note that
p(i) = p(i,1). Let q(i) = 377 (p(j)) denote the probability of at
most ¢ matching faulty dies. Then, the generalized probability function
can be expressed as follows.

p(i, k) = q(i)F — q(i — ¥ for i >0
plisk) = q(0)"

(3.4)

for i =0 (3.5)

For our running example, for a repository size k = 5:
p(0,5) = ¢(0)° = 0.2° = 0.00032
p(1,5) = ¢(1)° — ¢(0)° = 0.8° — 0.2° = 0.32736
p(2,5) = q(2)° — q(1)° = 1° — 0.8° = 0.67232

Table 1 shows how an increasing repository size k increases the probabil-
ity of matching a larger number of faulty dies in both wafers.

[pli,k) [k=1[k=3]k=5] k=8 |
i=0 02 [ 0.008 [ 0.00032 [ 0.00000256
i=1 0.6 | 0504 | 0.32736 | 0.16776960
i=2 02 | 0488 | 0.67232 | 0.83222784

Table 1: Larger repository size k improves the probability of more faulty
die matches i.
We define the expected yield Y (k) for a repository of k top wafers as
follows:

ft
Y(k) =" (y(i) p(i, k) (3.6)
=0

For the running example, the expected yield increases from 33.33% for a
single-wafer repository to the following value for & = 5:

Y(5) =) (y(@) p(i,5))

.

Il
=}

2
= & P(05)+ 2 p(1,5) + 5 - p(2,5) ~ 44.T%

| =

3.3 Wafer Stacks With More Than Two Tiers

‘We now consider stacks of n tiers. We assume that the stacking is done in
an iterative fashion. The first two tiers are stacked first. Each stack result
serves again as the bottom in the stacking process with the next tier. Ev-
ery wafer that is stacked onto a bottom wafer or bottom stack is selected
from a repository of k& wafers which have been pre-tested and for which
the wafer map with good and faulty dies is known. Each wafer contains d
dies. A wafer at stack level j (1 < j < n) has f; faulty dies.

We approximate the expected yield Y (n, k) for a stack of n tiers (n > 2)
and a repository size of k wafers in a recursive way as follows:

ft

o Base: Y(2,k) = > (y(i) - p(i, k) 3.7

wheref; = }:Oand fh=nh (3.3)

o Step: V(nk) = 3 (4(0) -l 1) 39
where f; = f:o and f,=[(1—=Y(n—1,k)) d+05]

(3.10)

3.4 Calculated Results

For the experimental results throughout this paper, we consider a reference
process with 300 mm wafers with 3 mm edge clearance, a defect density
do = 0.5 defects/cm? and a defect clustering parameter o = 0.5 [25].
Our reference design consists of a two-tier stack of equal-sized square
dies with area A = 50 mm?. These inputs give d = 1278 dies per wafer
[14],and adieyieldy = (1+A-do /)™ = 81.65% [26], which roughly
corresponds to f; = 235 for all tiers j.
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Figure 3: Relative increase factor of calculated expected stack yield for
varying wafer repository size k for various numbers of stack tiers.

In Figure 3, the curves show the relative increase factor of the calculated
expected stack yield, based on the model presented earlier in this section,
for our reference process and reference design, for varying repository sizes
k € {1,...,50} and various number of stack tiers n € {2,...,6}. At
the right-hand side of the figure, the absolute stack yields for k& = 1 (mini-
mum) and £ = 50 (maximum) are given. The figure shows that significant
yield increases of several percent points can be obtained for sufficiently
large repository sizes. The more tiers in a stack, the lower the compound
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stack yield is, but the larger the relative yield benefit due to wafer matching
for a given repository size. The figure also shows that the yield increment
due to wafer matching diminishes for larger repository sizes. Hence, the
wafer repositories do not need to be large to harvest the major share of
yield improvement offered by wafer matching.

The theoretical model presented in this section has a number of shortcom-
ings. One limitation is that the model assumes a fixed number of faulty
dies f; per stack tier; in reality, there will be variations in that number.
In the case of stacks of more than two tiers, the compound number of
faulty dies in the bottom stack had to be calculated from the intermediate
expected yield, which involves rounding to the nearest integer (see Eq.
(3.10)); this assumption is responsible for the clearly visible step behavior
in Figure 3, which becomes more pronounced for larger values of n. Fi-
nally, the model assumes that a single bottom wafer is stacked to the best
of k top wafers; in reality, entire cassettes of wafers need to be used and
matched to each other. These shortcomings are addressed in our simula-
tion model presented in the next section.

4 Simulation Results

To assess the yield benefit of wafer matching through simulation, we have
built two software components: (1) a wafer map generator, and (2) a wafer
matching algorithm.

In our system, wafer maps are represented as binary arrays of length the
number of dies d per wafer; a value of zero (resp. one) represents that the
corresponding die on the wafer passed (resp. failed) its pre-bond test. In
an actual industrial application, the wafer maps would be based on real-
life test results [16, 17]. The wafer map generator mimics real life for
simulation purposes, by filling the wafer maps using the internal C++
pseudo-random generator function and the fraction (d — f)/d to deter-
mine whether the die was assumed to pass or fail its pre-bond test. This
set-up guarantees that over a long run of generated wafer maps, the aver-
age die yield is indeed (d — f)/d, but allows for random variations per
wafer, just as is the case for real-life wafer maps. To eliminate the bias
from individual wafer maps, experiments are executed 10,000 times and
averaged.

The wafer matching algorithm we have implemented matches the entire
content of n wafer repositories of size k to each other; in other words,
no wafers are scrapped. The algorithm iteratively matches wafers, tier by
tier. The algorithm first fully matches the Tier 1 and Tier 2 wafer reposi-
tories; subsequently, the Tier 3 repository is matched to the repository of
Tiers 1+2 stacks; and so on, until Tier n is also matched and stacked. In
matching a repository of k new top wafers to a repository of & bottom
wafers or wafer stacks, we use the following algorithm. All k? combi-
nations are evaluated and the highest-yielding match is selected. Subse-
quently, we consider the remaining repositories of size k — 1, repeat the
procedure, and so on. Our matching algorithm is an iterative version of
the ‘greedy’ heuristic for only two tiers as described in [12]. Note that
this software component can also be used to match real-life wafer maps,
instead of the pseudo-randomly generated ones. Also, our matching al-
gorithm can be replaced by another matching algorithm, for example the
heuristic or exhaustive algorithms described in [12].

The relative increase factor of the expected yield depends on four input
parameters: (1) the number n of stack tiers, (2) the number d of dies per
wafer, (3) the number f; of faulty dies per wafer (for 1 < j < n), and
(4) the wafer repository size k. We present three simulation experiments,
which are based on our reference process and reference design (see Sec-

tion 3.4); in each experiment we vary k and one of the other three input
parameters.

In the first simulation experiment, we vary f while maintaining the die size
A constant; this leads to variations in the die yield y = (d — f)/d. This
experiment simulates the effect of varying process maturity of the wafer
fab. Our reference design in our reference process has a yield of ~82%.
We have experimented with approximate die yields of 50% (f = 639),
60% (f = 511), 70% (f = 383), 80% (f = 256), and 90% (f = 128).
The results are depicted in Figure 4.
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Figure 4: Relative increase factor of simulated expected stack yield for
varying wafer repository size k for various die yields.

In the second simulation experiment, we vary the die size A. We keep the
process maturity of the wafer fab constant, which implies that the yield
per die decreases for larger dies. Table 2 shows, for the selected die sizes,
the resulting d and f values which served as inputs for our simulations.
The simulation results are depicted in Figure 5.

[ A TyR6a [did] f [(d=1H/d]
25 mm? 89.44% 2597 | 274 89.45%
50 mm? 81.65% 1278 | 235 81.61%
75 mm?> 75.59% 838 | 205 75.54%
100 mm? 70.71% 622 | 182 70.74%
125 mm? 66.67% 491 164 66.60%

Table 2: Calculation of d and f parameters, that served as inputs for our
second simulation experiment.
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Figure 5: Relative increase factor of simulated expected stack yield for
varying wafer repository size k for various die areas.
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In the third simulation experiment, we use the reference process and refer-
ence design and vary the number of tiers n € {2,...,6}. The simulation
results are shown in Figure 6.
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Figure 6: Relative increase factor of simulated expected stack yield for
varying wafer repository size k for various numbers of stack tiers.

All three experiments lead to similar observations. The absolute com-
pound stack yield of W2W stacking decreases for increasing number of
tiers, decreasing die yield, and increasing die area; in some cases drasti-
cally. Hence, if the number of tiers is large, the die yield is low, and/or the
die area is large, it is rather unattractive to do W2W stacking. However,
the lower the compound stack yield, the higher the relative yield increase
that can be obtained through wafer matching. In our experiments, the ob-
served relative yield increase varies between 0.5% and 10%.

5 Wafer Matching and Test Costs

The previous sections have demonstrated the benefit of the wafer match-
ing approach in W2W stacking in terms of yield increase. However, wafer
matching is only possible if pre-bond test results are available for all dies.
In case the wafer fabrication and stacking is performed by different com-
panies, and the wafers are delivered to the stacking company under a
Known-Good Die (KGD) agreement, die testing will be necessary to guar-
antee the outgoing product quality of the wafer fab. In other cases, the
question is whether the additional costs of performing pre-bond die tests
are compensated by the obtained yield increases [11, 12].

We consider the three production flows [15] in Figure 7. All three flows
have a final test which re-tests dies and interconnects, and hence result in
products with the same final test quality. The differences are in the ear-
lier parts of the flows. Flow (a) is the base flow for W2W stacking: dies
and interconnect are tested for the first time only after stacking. Flows (b)
and (c) both make use of wafer matching, enjoy the corresponding in-
creased yield benefit, but require pre-bond die testing. In Flow (b), the
stack is fully tested after stacking but before assembly and packaging, i.e.,
the newly-formed interconnects between the stacked dies are tested, but
also the dies themselves are re-tested. The die re-tests might show lim-
ited fall-out, e.g., due to intra-die defects induced by wafer thinning [15].
Flow (c) is an optimized variant of (b), in which during the stack test,
only the newly-formed die interconnects are tested. If present, intra-die
defects will slip through this stack test, but are assumed to be caught by
the final test, hence maintaining a constant quality of the final product but
increasing the packaging cost.
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Figure 7: Production flows: (a) base flow (without wafer matching), (b)
wafer matching flow, (c) optimized wafer matching flow.

Function ¢(x) denotes the test costs for Flow (z), with z € {a, b, c}. t(z)
can be expressed as a sum of products. The products express how many
items are tested and what the test costs per item are. The sum iterates over
the various test stages that are executed: pre-bond die test, post-bond stack
test, and final test. In addition to the variables from Section 3, we intro-
duce four new variables: t4ic and ¢;n¢ denote respectively the test costs (in
arbitrary units (a.u.), we use this only for relative comparison) for a die
test and an interconnect test; and ysaie and ysine denote respectively the
die and interconnect pass yield during the stack test. We can express t(z)
now as follows:

number of items tested test cost per item

t(a)= d < (n - tagie + (n— 1) - tint)
+d-Y(n,1) - ysgic - ysing | - (- taie + (0 — 1) - ti)  (5.1)
)= d n e
+d-Y(n, k) - (n - taie + (n— 1) - tine)
+d-Y(n k) ysiie - ysim - (0 taie + (R —1) i) (5.2)
tle)= d -1 - taie
+d-Y(n,k) c(n—=1) - ting
+d-Y(n,k)-ysiit c(ntagie + (n—1) - tine) (5.3)

For a fair comparison of the test cost per flow, we attribute the total test

costs only to the functional (passing) stacks. For Flow (a), the number of

functional stacks is d - Y (n, 1) - ysT. - ysi'; ' for Flows (b) and (c), the
n—1

number of functional stacks is d - Y (n, k) - ysfiie - YSing -
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Figure 8: Relative test cost per functional stack of wafer-matching flows in
comparison to the base W2W flow without wafer matching.

In Figure 8 we compare the test costs increase (or decrease) per functional
stack for the two wafer-matching flows (Flows (b) and (c)), relative to the
base flow (Flow (a)). For these cost calculations, we made the following
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assumptions: k = 50, tgie = 5,000 a.u., tine = 50 a.u.?, ysaie = 99%,
ySint = 97%. The set-up of other parameters for the experiments in Fig-
ure 8 are equal to the three experiments of Section 4, in which we vary
respectively yield, die size, and number of stack tiers.

At first glance, one would think that adding a pre-bond die test as a third
test to a flow that already contains a post-bond stack test and a final test
adds roughly 50% test costs. However, if the wafer maps resulting from
the die test are kept, the stack test can simply skip stacks which contain
one or more known bad dies, and hence reduce its test costs. This is con-
firmed by Figure 8, which shows that the test cost increase of Flow (b)
varies between 15% and 50%. The lower the compound stack yield (due
to low die yield, large die size, and/or a large number of tiers), the lower
the additional test costs. If the compound stack yield is low, it is bene-
ficial to find that out as early as possible through a pre-bond die test, as
further (test) costs downstream can be prevented. Figure 8 also shows that
the optimized wafer-matching flow (Flow (c)) more or less keeps the test
costs per die constant, and in some cases even achieves a cost reduction
up to 6.5%. The price to be paid for that is that due to the lower-quality
stack test, some faulty stacks get packaged and are only detected as faulty
during the final test. This applies to a fraction (1 — ys;,) of the func-
tional stacks; in our example, for n = 2, this amounts to roughly 2% of
the functional stacks.

6 Conclusion

The W2W stacking approach for 3D-SICs offers the highest manufactur-
ing throughput and allows for the smallest die sizes, thinnest wafers, and
highest TSV densities. The drawback of W2W stacking is that one cannot
avoid that a bad die is stacked onto a good die or vice versa, leading to
low compound yields. This drawback is exacerbated by a large number of
stack tiers, a small number of (large) dies per wafer, and/or low die yield.

Nevertheless, if one chooses for a W2W approach, wafer matching on the
basis of pre-tested wafer repositories can increase the compound yield sig-
nificantly. Our mathematical yield model shows that the yield increase de-
pends on (1) the number of stack tiers, (2) the number of dies per wafer, (3)
the die yield, and (4) the wafer repository size. For reasonable repository
sizes of 25 to 50 wafers (one or two cassettes), our simulations demon-
strate that relative yield improvements of 0.5% to 10% can be achieved;
the benefits are larger when the absolute compound yield is lower. The
additional investment required to achieve this yield increase is either an
relative test cost increase of 15-50% (for the wafer matching Flow (b)),
or an additional package cost of 2-5% (for the optimized wafer matching
Flow (c)). This implies that wafer matching is an economically viable
approach in the context of W2W stacking.
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Abstract

Testing of 3D stacked ICs (SICs) is becoming increasingly im-
portant in the semiconductor industry. In this paper, we address
the problem of test architecture optimization for 3D stacked
ICs implemented using Through-Silicon Vias (TSVs) technol-
ogy. We consider 3D-SICs with die-level test architectures that
are either fixed or available for SIC test-access design with var-
ious levels of flexibility and show that these problems are N'P-
hard. We next present mathematical programming techniques
to derive optimal solutions for these problems. Experimental
results for three handcrafted 3D-SICs of various SOCs from the
ITC’02 SOC test benchmarks show that compared to the base-
line method of sequentially testing all dies in a stack, the pro-
posed solutions can achieve significant reduction in test time.
We also show that increasing the number of test pins provides
a greater reduction in test time compared to an increase in the
number of TSVs. Furthermore, it is shown that 3D stacks with
large and complex dies at lower layers require less test time
than stacks with complex dies at higher layers.

1 Introduction

The semiconductor industry is pushing relentlessly for high-
performance and low-power chips. Recent advances in semi-
conductor manufacturing technology have enabled the creation
of complete systems with direct stacking and bonding of die-
on-die. These system chips are commonly referred to as three-
dimensional (3D) stacked ICs (SICs). Although a number of
3D integration methods have been proposed in the literature, in
this work we focus on through-silicon via (TSV) vertical inter-
connects, as it offers the promise of the highest vertical inter-
connect density among the proposed technologies. Using TSV
technology, 3D ICs are created by placing multiple device lay-
ers together through wafer or die stacking, and these are then
connected using vertical TSVs [5].

The promise of 3D IC technology lies in the numerous ben-
efits it can potentially provide over traditional 2D ICs [1, 2].
Due to the relentless increase in chip complexity, interconnects

2 IMEC
Kapeldreef 75
B-3001 Leuven, Belgium
erik jan.marinissen@imec.be

3Dept. of Computer Engineering
Delft University of Technology
Mekelweg 4, 2628CD Delft, The Netherlands
j.verbree@student.tudelft.nl

have become longer in 2D ICs, leading to increased circuit de-
lay and power consumption. 3D ICs will lead to a reduction in
the average interconnect length and help obviate the problems
caused by long global interconnects [3, 4, 5]. Since die can be
stacked in a 3D environment, on-chip data bandwidth can be
increased as well. Furthermore, since 3D ICs can scale “up”
instead of “out”, higher packing density and smaller footprint
can be achieved.

The manufacture of functional 3D-SICs has been demon-
strated. Memories in particular are easier to stack due to high
initial yields and simplified testing and design, and as such 3D
memory stacks have already been manufactured [6]. Stacks
that include memory stacked on logic die [7], or multiple logic
die [8], are likely to be seen in the near future. Though 3D
design-automation and testing tools are not yet fully mature
for commercial exploitation, they are well on their way [9].
These tools need to be able to exploit the benefits of 3D tech-
nologies, while taking into account the various design-related
tradeoffs. For example, in a TSV-based 3D-SIC, the number of
available TSVs for test access is limited because of available
chip area. Most TSVs are likely to be dedicated for functional
access, power/ground, and clock routing.

Testing core-based dies in 3D-SICs brings forward new chal-
lenges [10, 11]. In order to test the dies and associated cores,
a Test Access Mechanism (TAM) must be included on the dies
to transport test data to the cores, and a 3D TAM is needed to
transfer test data to the dies from the stack input/output pins.
TAM design in 3D-SICs involves additional challenges com-
pared to TAM design for 2D SOCs. In a 3D-SIC, a test archi-
tecture must be able to support testing of individual dies as well
as testing of partial and complete stacks [11]. Furthermore, test
architecture optimization must not only minimize the test time
(test length), but it also needs to minimize the number of TSVs
used to route the 3D TAM; as each TSV has area costs associ-
ated with it and is a potential source of defects in an 3D-SIC.

In this paper, we address the problem of test-architecture opti-
mization of 3D-SICs with (1) hard dies, in which a test archi-
tecture already exists, (2) soft dies, for which we also design

*The work of Brandon Noia was supported in part by a Master’s Scholarship from the Semiconductor Research Corporation (SRC). A preliminary version of this

paper will be presented at the IEEE European Test Symposium, 2010.
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the test architecture for each die, and (3) firm dies, in which
a test architecture already exists but serial/parallel conversion
hardware may be added to the die in order to reduce test-pin
use and achieve better test resource allocation for stack testing.
In addition to minimizing the test time for each soft die, we
minimize the test time for the complete stack in both problem
instances. While it is theoretically possible to have multiple
dies on a given layer in a stack, we only consider one die per
layer in a stack. Also, a core is considered to be part of a single
die only, i.e., we do not consider “3D cores.”

The rest of the paper is organized as follows. Section 2
provides an overview of the related prior work. Section 3
uses a simple example to motivate this work and formally de-
scribes the three problems addressed in this paper. Section 4
presents integer linear programming (ILP) models to solve the
test-architecture optimization problems described in Section 3.
Section 5 presents experimental results for various 3D-SICs
constructed using SOCs from the ITC’02 SOC test bench-
marks [12]. Finally, Section 6 concludes the paper.

2 Related Prior Work

Testing of 2D SOCs and the optimization of related test-
access architectures have been well studied [13, 14, 15, 16].
Optimization methods have included integer linear program-
ming (ILP) [13], rectangle packing [13, 17], iterative refine-
ment [15], and other heuristics [16, 18]. However, all these
methods were originally developed for 2D SOCs, and the added
test complexities related to 3D technology were not considered.

Recently, some early work has been reported on testing of 3D-
SICs. Heuristic methods for designing core wrappers in 3D-
SICs were developed in [19]. ILP models for test architec-
ture design for each die in a stack is presented in [20]. While
these ILP models take into account some of the constraints re-
lated to 3D-SIC testing such as a TSV limit, this approach does
not consider the reuse of die-level TAMs. A TAM wire-length
minimization technique based on simulated annealing is pre-
sented in [21]. Heuristic methods for reducing weighted test
cost while taking into account the constraints on test pin widths
in pre-bond and post-bond tests are described in [22]. An un-
realistic assumption made in [22] is that TAMs can start and
terminate in any layer.

In most prior work on 3D-SIC testing, TAM optimization is
performed at die-level only, which leads to inefficient TAMs
and non-optimal test schedules for partial/complete stack test.
Furthermore, all previous methods assume that the designer
can create TAM architectures on each die during optimization,
which may not be possible in all cases. In [23] a die-level wrap-
per and associated 3D architecture is presented to allow for all
pre-bond and post-bond tests. This approack relies on die-level
wrappers and it leverages current standards, IEEE 1149.1 and
IEEE 1500. In addition to functional and test modes, die-level
wrappers allow bypass of test data to and from higher die in the

stack and reduced test bandwidth during pre-bond tests. This
is a realistic and practical look at test architectures in 3D-SICs,
but it offers no insight into optimization and test scheduling.
The optimization methods presented in this paper are compat-
ible with the test architecture of [23], and they do not make
any unrealistic assumptions on die wrappers or the 3D TAM.
This paper considers test-architecture optimization for the en-
tire stack and considers 3D stacks with hard, soft, and firm dies.
We also explore the effect of available test pins, test TSVs used,
and die ordering on TAM design and test scheduling.

3 Problem Definition

Ina 3D-SIC, the lowest die is usually directly connected to chip
1/O pins, therefore it can be tested using test pins. To test the
non-bottom dies in the stack, test data must enter through the
test pins on the lowest die. Therefore, to test other dies in the
stack, the test access mechanism (TAM) must be extended to
all die in the stack through the test pins at the lowest die. To
transport test data up and down the stack, “TestElevators” [23]
need to be included on each die except for the highest die in the
stack [11]. The number of test pins and TestElevators as well
as the number of TSVs used affect the total test time for the
stack. Currently, stacks consist of anywhere from two to eight
dies.

Consider a simple 3D-SIC with three dies with given test ac-
cess

Die TAM Width I}
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Figure 1: Example 3D-SIC with three hard dies.

architectures as shown in Figure 1. Suppose the test times for
Die 1, Die 2, and Die 3 are 300, 800, and 600 clock cycles re-
spectively. The total number of available test pins at the bottom
die is 100. Die 1 requires 40 test pins (TAM width of 20), and
dies 2 and 3 require 60 TestElevators and 40 TestElevators, re-
spectively. The test time for each die is determined by its test
architecture.

Figure 1(a) shows the TestElevator widths and the number of
TSVs used if all dies are tested serially. In this case, a total of
100 TSVs are used and only 60 out of the available 100 test
pins are necessary. The total test time for the stack is the sum
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of the test times of the individual dies, i.e., 1700 cycles. Fig-
ure 1(b) shows the test architecture required if Die 1 and Die
2 are tested in parallel. In this case, the number of TSVs used
is the same as in Figure 1(a). However, all 100 test pins are
required to test Die 1 and Die 2 in parallel. Also, 60 TestEl-
evators must pass between Die 1 and Die 2 in order to pass a
separate 30-bit wide TAM to Die 2 for parallel testing. For this
case, the total test time for the stack is 600 + max{800, 300}
= 1400 cycles (we assume session-based test scheduling [24]).
This example clearly shows that there is a trade-off between
test time and the number of test pins and TSVs used. There-
fore, a test-architecture optimization algorithm for 3D-SICs has
to minimize the test time while taking into account upper limits
on the number of test pins and TSVs used.

Test-architecture optimization for 3D-SICs with hard dies is il-
lustrated in Figure 2. The optimization problem can be defined
as follows.

Problem 1 [3D-SIC with Hard Dies (PSHD)]
Given a stack with a set M of dies, total number of test pins
Winae available for test, and a maximum number of TSVs
(T'SVnae) that can be used for TAM design. For each die
m € M, the die’s number corresponds to its teir in the stack
(die 1 is the bottom die, die 2 is next, and so forth), and
we are given the number of test pins on the bottom die w,,
(W, < Winaz) required to test the die, and the associated test
time ¢, (since the test architecture per die is given, ¢, is also
given). Determine an optimal TAM design and test schedule
for the stack such that the total test time 7" for the stack is mini-
mized and the number of TSVs used does not exceed T'SV 04
O

The problem statement is different for a 3D-SIC with soft dies.
In the case of soft dies, the test architecture for each die is not
pre-defined, but it is determined during the test-architecture de-
sign for the stack. This scenario provides greater flexibility in
terms of test time optimization. Test-architecture optimization
for 3D-SICs with soft dies is illustrated in Figure 3. The opti-
mization problem can be formally
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Figure 2: Illustration of PSHD: (a) a problem instance; (b) optimized
architecture.

defined as follows.

Problem 2 [3D-SIC with Soft Dies (PSSD)]

Given a stack with a set M of dies, the total number of test pins
Winae available for test at the lowest die, and a maximum num-
ber of TSVs (T'SV,;,4.) that can be used for TAM design. For
each die m € M, we are given the total number of cores ¢,,.
Furthermore, for each core n, the number of inputs i ,,, outputs
on, total number of test patterns p,,, total number of scan chains
Sn, and for each scan chain k, the length of the scan chain in
flip flops [,, 1, are given. Determine an optimal TAM design and
test schedule for the stack, as well as for each die, such that the
total test time 7" for the stack is minimized and the number of
TSVs used does not exceed TSV, 0. a

. .
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Figure 3: Illustration of PSSD: (a) a problem instance; (b) optimized
architecture.

Finally, we present the problem statement for a 3D-SIC with
firm die. In the case of firm dies, the test architecture for each
die is pre-defined, but additional serial/parallel hardware may
be added to the die to allow for fewer test elevators (or test pins
in the case of the lowest die) to be used than the fixed 2D TAM
width of the die. Compared to the case of SICs with hard dies,
this scenario not only allows the use of fewer test pins at the ex-
pense of higher test times, but it also allows additional flexibil-
ity in test scheduling and test-time optimization. The problem
of test-architecture optimization for 3D-SICs with firm dies is
shown in Figure 2 can be formally defined as follows.

Problem 3 [3D-SIC with Firm Dies (PSFD)]

Given a stack with a set M of dies, the total number of test
pins Wy, 4, available for test at the lowest die, and a maximum
number of TSVs (T'SV,,,4.) that can be used for TAM design.
For each die m € M, we are given a fixed 2D TAM architec-
ture with the total number of cores c,,,, which TAM partitions
they utilize, and their TAM widths. Furthermore, for each core
n, the total number of test patterns p,, is given and we are given
the number of test pins on the bottom die wlim , required to
test the die. Determine an optimal TAM design and test sched-
ule for the stack, as well as possible serial/parallel conversion
for each die, such that the total test time 7" for the stack is mini-
mized and the number of TSVs used does not exceed T'SV 104
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Figure 4: Illustration of PSFD: (a) a problem instance; (b) optimized
architecture.

The problems in 1, 2, and 3 are N'P-hard (“proof by restric-
tion”), as they can be reduced using standard techniques to
the rectangle packing problem, which is known to be N'P-
hard [25]. For example, for PSHD, if we remove the constraints
related to maximum number of TSVs, each die can be repre-
sented as a rectangle with width equal to its test time and height
equal to the number of required test pins. Now we need to pack
all these rectangles (dies) into a bin with width equal to the to-
tal number of test pins and height equal to the total test time for
the stack, which needs to be minimized. Similarly, for PSSD, a
rectangle must also be selected for each die from a set of rect-
angles with different widths and heights, but a special case of
the scenario is identical to PSHD. Despite the A"P-hard nature
of these problems, they can be solved optimally since the num-
ber of layers in a 3D-SIC is expected to be limited, e.g., up to
four layers have been predicted for logic stacks [26].

4 Test-Architecture Optimization

In this paper, we use integer linear programming (ILP) to solve
the problems defined in the previous section. Although ILP
methods do not scale well with problem instance size, the prob-
lem instance sizes for Psyp and Pggp are relatively small for
realistic stacks, therefore ILP methods are good candidates for
solving them.

4.1 ILP Formulation for PSHD

To create an ILP model for this problem, we need to define the
set of variables and constraints. We first define a binary vari-
able x;;, which is equal to 1 if die 7 is tested in parallel with die
J, and 0 otherwise. Constraints on variable x;; can be defined
as follows:

Tii — 1 Vi (4. 1)
Vi, j 4.2)

Vizjtk o (43)

Tij = Tji

1= @i 2wk — @ik 2 245 — 1

The first constraint indicates that every die is always consid-
ered to be tested with itself. The second constraint states that
if die ¢ is tested in parallel with die 7, then die j is also tested
in parallel with die ¢. The last constraint ensures that if die ¢
is tested in parallel with die j, then it must also be tested in
parallel with all other dies that are tested in parallel with die j.

Next, we define a second binary variable y;, which is equal to 0
if die 7 is tested in parallel with die j on a lower layer (I; > 1),
and 1 otherwise. The total test time 7 for the stack is the sum
of test times of all dies that are tested in series plus the maxi-
mum of the test times for each of the sets of parallel tested dies.
Using variables x;; and y;, the total test time 7" for a stack with
set of dies M can be defined as follows.

| M|
T = ;- - "
i:zly J':H;?‘\)Iiﬂ{x i i} (4.4)

An inductive proof of correctness of (4.4) is presented in the
appendix. It should be noted that Equation (4.4) has two non-
linear elements, the maz function, and the product of variable
y; and the max function. We linearize this by introducing two
new variables. The variable ¢; takes the value of the max func-
tion for each die ¢ and the variable u; represents the product
y; - ¢;. The variables u; and ¢; are defined using standard
linearization techniques as shown in Figure 5. The linearized
function for total test time can be written as follows.

| M|

=Y u, (4.5)
i=1

As the number of test pins used for parallel testing of dies
should not exceed the given test pins W4, @ constraint on
the total number of pins used to test all dies in a parallel set can
be defined as follows.

| M|

inj cwy < Wiaz Vi (4.6)
j=1

Similarly, the total number of used TSVs should not exceed the
given TSV limit 7'SV,,,4,. The number of TSVs used to con-
nect layer ¢ to layer ¢ — 1 is the maximum of the number of pins
required by the layer at or above layer ¢ that takes the most test
pin connections, and the sum of parallel tested die at or above
layer ¢ in the same parallel tested set. Based on this, we can
define the constraint on the total number of TSVs used in a test
architecture as follows.

| M| | M|

[M]
Z{I}Clgx{wk, > wj- kgt <TSViaw (A7)
= =k

We can linearize the above set of constraints by representing
the max function by a variable d;. Finally, to complete the ILP
model for PSHD, we must define constraints on binary variable
y; and the relationship between binary variable y; and x;;. For
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this purpose, we first define a constant C' that approaches but is
less than 1. We then define y; as follows:

n=1 (“8)
1 i—1

;> G- —C  Vi>1 4.

y_l_i;(x] ) i>1 49

The first equation forces y; to 1, since the lowest layer cannot
be tested in parallel with any layer lower than itself. Constraint
4.9 defines y; for the other layers. To understand this con-
straint, we first make the observation that the objective func-
tion (as shown in Equation (4.4)) would be minimized if each
y; is zero. This would make the objective function value equal
to 0, which is an absolute minimum test time. Thus, we only
need to restrict y; to 1 where it is absolutely necessary, and
then we can rely on the objective function to assign a value
0 to all unrestricted y; variables. This equation considers the
range of values that the sum of z;; can take. The fraction in
the equation normalizes the sum to a value between 0 and 1 in-
clusive, while the summation considers all possible cases for a
die being tested in parallel with a die below it. A formal proof
of correctness of this constraint is given in the appendix. The
complete ILP model is shown in Figure 5.

Objective:
Minimize Z‘Lfl‘ u;
Subject to:
M
tmaz = max,‘izll t;
ci > x5 - tj Vi, j =i..|M]|
u; >0 Vi
Ui — tmaz *Yi <0 Vi
up —c; <0 Vi
¢ — Ui + tmaz * Yi < tmax Vi
M .
Z;Zl‘ Tij - Wy < Wiaz Vi

T4 =1 Vi

Tij = Tji Vi7j

1—mij 2 @ik —wjp 2 T35 — 1 Vi#j#k
SIMd < TSViae Vi

4> S wyay Vik =i |M]|

di >w;  Vij=i.|M|

y1=1

> Y@ - ) -C Vix1

Figure 5: ILP model for 3D TAM optimization PSHD.
4.2 1ILP Formulation for PSSD

The ILP formulation for 3D-SICs with soft cores is derived in
a similar manner as that for 3D-SICs with hard cores. In this
case, the test time ¢; for die 7 is a function of the TAM width
w; assigned to it. Using the variables z;; and y; as defined in
Section 4.1, the total test time 7" for the stack with the set of
soft dies M can be defined as follows.

T=3 v max {wy Glw)  @10)

i=1

It should be noted that Equation (4.10) has several non-linear
elements. To linearize this equation, first we must define the
test time function. For this purpose, we introduce a binary vari-
able g;, = 1 ifw; = n, and 0 otherwise. We then linearize this
expression using the variable v;; for z;; - >_,." ; (gjn - t;(n)).
Similar to Equation (4.5), the variable c; takes the value of the
max function for each die 7 and the

Objective:

Minimize vazl u;
Subject to:

_ |M]

tmar = max;_; t;

ci >y Vi j=i.|M]|
Vij Z 0 Vi,j
Vij — tmaz * Tij <0 Vi, j = 1..|M]|
— 3R (gyn () + i SO Vi, j
K (gjn - tj () = vij + tmaz - 25 < tmaw Vi
w >0 Vi
Ui — tmaz - Yi <0 Vi
U; — Cj S 0 Vi
Ci — Ui +lmaz - Yi < tmaz Vi
zijk >0 Vi, j, k
Zijk — tmaz - Tjk <0 Vi, 5,k
—wi+ zijp <0 Vi, g, k

Wi — Zijk + tmaz - Tjk < tmaz Vi, j, k
M) d; < TSVinao

di > XM 2y ik =i |M]|
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Figure 6: ILP model for 3D TAM optimization PSSD.

variable u; represents the product y; - ¢;. Since w; is now a
decision variable, we linearize x;; - w; using a new variable
2k defined for all 4, j, k. We represent the max function by
the variable d; as before. By using the variable z;;, the TAM
width that can be given to each die can be constrained by an
upper limit, which is the number of available test pins. We rep-
resent this with the following set of inequalities. The complete
ILP model for PSSD is shown in Figure 6.

| M|
Z Zjij < Whaa Vi

Jj=1

4.11)

4.3 ILP Formulation for PSFD

The ILP formulation for 3D-SICs with firm dies is an extension
to the model for soft dies. We add a constraint to indicate that
the number of test pins used for a die cannot exceed the num-
ber of test pins required by the fixed 2D TAM for that die. This
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constraint is expressed as:

w; < wlim; Vi (4.12)

where wlim; is the number of test pins required by the 2D
TAM on each die ¢ prior to any serial/parallel conversion. In
order to accurately determine test times for the dies using se-
rial/parallel conversion, we modify the control-aware TAM de-
sign method of [27] to allow the architecture to be fixed in
terms of assignment of modules to TAM partitions for a die.
We then iteratively reduce the effective widths of the TAM
partitions and reoptimize, thereby determing the optimal se-
rial/parallel conversion to use depending on the bandwidth
given to that die, as shown in Figure 7.

roEH
]

FETFEL o)

8
(b)

Figure 7: Illustration of TAM width reduction using die-level se-
rial/parallel conversion.

Figure 7 (a) shows a die prior to TAM width reduction, where
ten pins are required to test the die. There are two cores, one
with three wrapper chains consisting of the given number of
scan flops, and another with two wrapper chains. The ammount
of time needed to test each core depends on the length of the
longest wrapper chain and the number of test patterns required
by the core. In this example, we assume that both cores require
the same number of test patterns. Therefore, when we reduce
the TAM width by two, it is best to combine the wrapper chains
of length eight and twelve in the first core, resulting in a longest
wrapper chain of length 20 bits as seen in Figure 7 (b).

5 Experimental Results

In this section, we present experimental results for the ILP
models presented in the previous section. As benchmarks, we

have handcrafted three 3D-SICs (as shown in Figure 8) out of
several SOCs from the ITC’02 SOC Test Benchmarks as dies
inside the 3D-SICs. The SOCs used are d695, 2126, p22810,
p34292, and p93791. In SIC 1, the die are ordered such that
the lowest die is the lease complex (d695), with die increasing
in complexity as one moves higher in the stack. The order is
reversed in SIC 2, while for SIC 3, the most complex die is
placed in the middle of the stack, with die decreasing in com-
plexity moving out from that die.

|5-. dGQSI { 5: p93701 | I 5: 2126 l
[4;12126 l l 4: p32302 ] 14: d595]
| 3 p22810 | I 31 p22810 | | 3: p3a392 |
J 2: p34392 | | 2:f2126 I | 2:p93791 |
| 1: p93791 | 1: dGQSI l 1: p22810 I
Sic1 SiIC 2 s1C3

Figure 8: Three 3D-SIC benchmarks.

To determine the test architecture and test time for a given die
(SOC) with a given TAM width, we have used the control-
aware TAM design method in [27]. Control-aware TAM de-
sign takes into account the number of scan enable signals re-
quired for independent testing of TAMs in the architecture. For
PSHD (3D-SIC with hard dies), the test times (cycles) and TAM
widths for different dies are listed in Table 1. Note that test pins
were assigned to dies based on their sizes in order to avoid very
large test times for any individual die.

For a fixed T'SV,;,4, and range of W,,,,,., Table 2 presents re-
sults for PSHD for the three benchmark 3D-SICs using hybrid
TestRail architectures [15]. For PSHD and its comparison to
PSHD, optimizations were done using hybrid TestBus [15] ar-
chitecture for variety. The ILP models were solved using the
XPRESS-MP tool [28].

[ Dic | d695 | 2126 | p22810 | p34392 | p93791 |
[ Test Length | 96297 | 669329 | 651281 | 1384949 | 1947063 |
[ TestPins | 15 | 20 | 25 | 25 | 30 |

Table 1: Test lengths and number of test pins for dies as required in PSHD.

Test Length (cycles)
Eo w o

70 170 sV,

max

max

Figure 9: Variation in test time with Wiy,q0 and TSV a4 for SIC 2
with hard dies.
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Figure 10: Variation in test time with Wj;, 42 for SIC 1 with firm dies.

In this table, Column 1 shows the maximum number of TSVs
allowed (T'SV,y,44), while Column 2 represents the number of
available test pins Wy, ,,. Columns 3, 6 and 9 represent the
total test length (cycles) for the stack for 3D-SIC 1, 2 and
3 respectively. Columns 4, 7, and 10 show the resulting test
schedule for the 3D-SICs, where the symbol “||”” indicates par-

I7x

allel testing of dies, and a “,” represents serial testing. Finally,
Columns 5, 8, and 11 show the percent decrease in test time
over the serial testing case for the three 3D-SICs. From Table 2
we can see that compared to serial testing of all dies (first row in
the table), the proposed method obtains up to 57% reduction in
test time. Note that although identical test times were obtained
for SIC 2 and SIC 3 for 'SV, 4, = 160, different TAM archi-
tectures and test schedules are obtained from the optimization
algorithm (see Columns 4 and 10).

For a different number of TSVs (T'SV;,4.), Figure 12(a) and
Figure 12(b) show the variation in test time 7" with an increase
in number of test pins W, ., for SIC 1 and SIC 2. From the fig-
ures we can see that both T'SV,,, .. and W, determine which
dies should be tested in parallel, and thus the total test time for
the stack. For a given value of T'SV 4., increasing Wi, qq
does not always decreases the test time. Similarly, increasing
T SVnaq for a given W, ., does not always decreases the test
time. These Pareto-optimal points are shown in Figure 12(c)
for SIC 2.

[ SIC 1 I[ SIC 2 I SIC 3 |
TSViaz | Wpin Test Length Test Reduction Test Length Test Reduction Test Length Test Reduction

(cycles) Schedule (%) (cycles) Schedule (%) (cycles) Schedule (%)
160 30 4748920 1,2,3.4,5 0.00 4748920 1,2,3.4,5 0.00 4748920 1,2,3,4,5 0.00
160 35 4652620 1,2,3.4||5 2.03 4652620 1|2,3,4,5 2.03 4652620 1)5.2,3,4 2.03
160 40 4652620 1,2,3.4(5 2.03 4652620 1/|3,2,4,5 2.03 4652620 1)5,2,3,4 2.03
160 45 3983290 115,2(]4,3 16.12 3983290 1]|3,2]]4,5 16.12 3983290 1)14,2]15,3 16.12
160 50 3428310 1)14,2(]3,5 27.81 3428310 1,2|5,3]]4 27.81 3428310 1,214,315 27.81
160 55 2712690 1|2,3]]4,5 42.88 2712690 1,2||3.4]|5 42.88 2712690 1,213,415 42.88
160 60 2616390 1]12,3]|4]|5 4491 2616390 112]13.4||5 4491 2616390 1/|415.2|13 4491
160 65 2616390 1]12,3]|4]|5 4491 2616390 112]13.4(|5 4491 2616390 1/|415.2|13 4491
160 70 2616390 12115314 4491 2616390 112(13.4||5 4491 2616390 1]1213.4(15 4491
160 75 2598340 1]1214,3]|5 45.29 2616390 112(13.4(|5 4491 2616390 11213.4(15 4491
160 80 2598340 1/|2]14,3]|5 45.29 2616390 12]13.4(15 4491 2616390 1|2]13.4(|5 4491
160 85 2598340 1|2]|4,3]|5 45.29 2616390 112113.4(15 4491 2616390 1]1213.4(15 4491
160 90 2598340 1]12114,3]|5 45.29 2616390 112113.4(15 4491 2616390 11213.4(15 4491
160 95 2598340 1|2]|4.3]|5 45.29 2616390 112]13.4(|5 4491 2616390 11213.4(15 4491
160 100 2043360 1/1213]14.5 56.97 2616390 112(13.4/|5 4491 2616390 112113.4(|5 4491
160 105 2043360 1]12]3]]4.5 56.97 2616390 1|2]13.4]|5 4491 2616390 1]|2]3.4]|5 4491

Table 2: Experimental results for PSHD.

Optimization Waz Test Length | Reduction Test No. of Test Pins
Problem (cycles) (%) Schedule used per Die
PSHD 35 4678670 0 12.34[5 30,04,24.20,14

44 4009340 0 14,235 | 30,24,2420,14 ‘
50 3381720 0 1113.,2]|5.4, 30,24,24,20,14
60 2658750 0 1115.2]|3.4, 30,24,24,20,14
80 2658750 0 1]15.2]|3.4, 30,24,24,20,14
PSFD 35 3828490 18.17 1714.2]3.5 28,24,10,7,14
44 2875900 28.27 1/|2,3|4.5 28,16,24,18,14
50 2641060 21.90 1)123]14]5 | 30,18.24,18.4
60 2335780 12.15 1)12(3]]4,5 | 28,16,10,6,14
80 1971400 25.85 1]|2[[3]]4]15 30,24,1088 |

Table 3: Comparisons between PSHD and PSFD.
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Figure 9 shows the variation in test time for SIC 2 when both
TSViar and W, are varied. From the figure, we can see
that a small increase in the number of test pins Wy, 4, for
a given T'SV,,,., reduces the test time significantly, while to
achieve the same reduction in test time with a fixed number of
test pins W, 4., a large increase in T'SV,,,4, is required.

Table 3 shows comparative results for both PSHD and PSFD for
hyrbrid TestBus architectures. Column 1 gives the optimization
problem. Column 2 shows the number of test pins available for
use. Column 3 presents the test length for the 3D-SIC in cycles,
with Column 4 presenting the reduction in test time versus the
hard die optimization case. Column 5 gives the test schedule
and Column 6 gives the number of test pins needed to test each
die for the optimization.

We see from Table 3 that by adding serial/parallel conversion
of TAM inputs to hard die, we can obtain as much as 28% re-
ductions in test time. This is because the conversion allows for
an increase in the test time of individual die in order to min-
imize the overall SIC test time during test schedule optimiza-
tion. We also note that the test schedules and the number of test
pins utilized for each die differ considerably between the hard
die and firm die problem instances. Compared to a hard die, a
firm die requires a small amount of extra hardware to convert a
narrow TAM at the die input to a wider die-internal TAM, and
vice versa. The area cost of this additional hardware is negligi-
ble compared to the die area and the hardware required for the
core and die wrappers.

Figures 10 and 11 show comparative test times between PSHD
and PSFD when W, ... is varied, for two values of T'SV,,4z
and for two SICs. It is impossible to test the hard dies in these
cases using fewer than 30 test pins without using serial/parallel
conversion. As fewer test pins are used, the test times for in-
dividual die greatly increase, resulting in a sharp increase in
overall test time below certain values of W,,,4,. It is important
to note that the test time for a SIC with hard dies can never be
shorter than the test time for the same SIC with firm dies; at
best it can be equal. This is because, in the worst case with re-
spect to test time, the optimization for firm dies is equivalent to
the optimization for hard dies, i.e., no serial/parallel conversion
is carried out.

For PsSsD (3D-SIC with soft dies), Pareto-optimality is almost
non-existent when W,,,,,. is varied; see Figure 13 and Fig-
ure 14. This is due to the fact that as dies in the stack are
soft, it is always possible to find one die for which adding an
extra test pin reduces the overall test time. In Figure 14, some
Pareto-optimal points can be identified for SIC 2. This is be-
cause the most complex die in a stack tends to be the bottleneck
in reducing test time. Since these dies are stacked toward the
top of the stack in SIC 2, TSV constraints are more restrictive;
the
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addition of test pins to these dies requires more TSVs and
TestElevators throughout the stack. However, for PSSD, al-
though varying W,,,,, does not create Pareto-optimal points,
varying T'SV,,q. results in various Pareto-optimal points as
shown in Figure 15.

Note that this effect is more pronounced in SIC 2 than in the
other 3D-SICs. This is because the addition of test pins to the
bottleneck die (at the highest layer) introduces a larger TSV
overhead than in the other 3D-SICs. Furthermore, as long as
Winae is sufficient, T'SV,,,4. is the limiter on test time. For
PSHD, PSSD, and PSFD, the stack configuration (SIC 1) with
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Figure 16: Comparison of test times for PSSD for SIC 2 and SIC 3

the largest die at the lowest layer and the smallest die at the
highest layer is the best for reducing test time while using the
minimum number of TSVs. Figure 16 shows a comparison of
optimized test times for soft die between SIC 2 and SIC 3. As
shown, SIC 3 leads to test times lower than or equivalent to
SIC 2 at higher values for W,,,,... However, under tight test pin
constraints SIC 2 results in better test times.

6 Conclusions

We have introduced the problem of test-architecture optimiza-
tion for 3D stacked ICs with hard, soft, and firm dies. In the
case of hard dies, the test architecture for each die is fixed and
given, for firm dies serial/parallel conversion is allowed, while
for soft dies the test architecture has to be determined while de-
signing the test architecture for the entire stack. We have used
ILP techniques to solve the above problems. We have consid-
ered constraints on the number of available test pins and the
number of TSVs used. Results for three different stack con-
figuration made up of five SOCs taken from the ITC’02 SOC
Test Benchmarks show that Pareto-optimal points are present
for stacks with hard dies, while for stacks with soft dies and
firm dies, test time is, in most cases, monotonically reduced
with an increase in the number of test pins. Moreover, increas-
ing the number of test pins provides a greater reduction in test
time compared to an increase in the number of TSVs. Finally,
stacks with large and complex dies at the lowest layers lead to
lower test times compared to stacks with complex dies at the
highest layers.
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Appendix

We present proofs of correctness of Equations (4.4) and (4.9).

Inductive Proof Correctness for (4.4)

Base Case:

For the base case, we consider two layers, and there are two
possible outcomes. Either both die are tested in series, or both
die are tested in parallel. In the case of series testing, then
yr = 1,.11}'11 = 1,$12 = 0 and Yo = 1,$21 = 0,.’EQQ = 1.
Using this information and equation 4.4, we determine the test
time as y; max{11 - t1} + yo max{zas - to} = max{t¢y,0} +
max{to} = t1 + to. For parallel testing, the variables become
Yy = 1,:1711 = 1,%12 =1 andyg = O,xgl = 1,:1722 = 1. The
equation becomes 1-max{ty, t2} +0-max{ta} = max{ty,t2}.
These can both be seen to be correct.

Induction Hypothesis:
We assume that (4.4) holds for M die.

Recursive Step:

We wish to prove that the test time for die M/ + 1 is properly
considered in the overall test time. Either die M + 1 is tested
in serial with regards to the die in the stack, or it is tested in
parallel with some die on a lower layer of the stack. When die
M + 1 is tested in series, yar+1 = 1, Zar41,m4+1 = 1, and
2y, M+1 and a4, are zero for all n % M + 1. The test time
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Abstract

Three-dimensional stacked IC (3D-SIC) technology is an emerg-
ing technology that provides heterogeneous integration, higher per-
Jformance, and lower power consumption compared to planar ICs.
Fabricating these 3D-SICs using wafer-to-wafer (W2W) stacking has
on one hand several advantages, which include: high throughput,
thin wafer and small die handling, and high TSV density. However,
on the other hand, W2W stacking suffers from low compound yield,
especially with increased number of stacked layers. This paper in-
vestigates various matching processes using different wafer matching
criteria in order to maximize the compound yield. 1t first establishes a
[framework covering different matching processes and wafer matching
criteria for both replenished and non-replenished wafer repositories.
Thereafter, a subset of the framework is analyzed. The simulation re-

sults show that the compound yield not only depends on the number of

stacked dies, die yield, and repository size, but also strongly depends
on the used match process and the wafer matching criteria. More-
over, by choosing appropriate wafer matching processes and criteria,
the compound yield can be improved up to 13.4% relative to random
W2W stacking.

Keywords: 3D integration, wafer matching, matching criteria, com-
pound yield, wafer-to-wafer stacking

1 Introduction

The ability to create three-dimensional Stacked Integrated Circuits
(3D-SICs) alleviates or eliminates various existing problems in planar
ICs. A 3D-SIC consists of multiple stacked planar dies, fabricated
in a conventional process augmented by new Through Silicon Via
(TSV) proces steps, which electrically connect the planar wafers in
the vertical direction. This third (vertical) dimension offers relaxation
of the routing complexity experienced in planar circuits. An efficient
partitioning of IP cores among the stacked dies reduce the need for
long wires and is thus able to positively effect the wire delay, as well
as the power dissipation [2]. Preliminary analyses in [3] demonstrate
the huge advantages of using a smaller wire length distribution for 3D
circuits.

Heterogeneous integration is a promising concept for 3D-SICs,
since each stratum can be manufactured with different technology and
optimized for e.g., speed or area. This affects the yield, performance,
and lithography cost positively. Furthermore, miniaturization of the
physical sizes of stacked dies reduces the footprint size and volume
area, and increases the package density. Examples of 3D-SICs in-

Jouke Verbree!? Erik Jan Marinissen?

2IMEC vzw
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Kapeldreef 75, 3001 Leuven, Belgium
{jouke.verbree, erik.jan.marinissen } @imec.be

clude 3D CMOS sensors [4], 3D FPGAs [4], 3D processors [5], 3D
cache and memory [6, 7], and combined stacks of memories and pro-
cessors [4, 8, 9].

Tiers are stacked at the die or wafer level and can be stacked
based on Wafer-to-Wafer (W2W), Die-to-Wafer (D2W) or Die-to-
Die (D2D) bonding. In W2W bonding, complete wafers are stacked
and bonded together. One of the benefits of W2W stacking is the
high manufacturing throughput due to single wafer alignment [10].
High alignment accuracy can also be applied to D2W and D2D,
but it negatively affects the throughput due to many dies that have
to be aligned [10]. However, the yield loss for 3D-SICs is one of
the major bottlenecks that must be overcome for 3D technology to
make it a lucrative business [11]. The major limitations of W2W
stacking is the rapid compound yield decrease as the number of
layers in the stack increases. The compound yield can be improved
by wafer matching, initially introduced by Smith et al. [12]. In
wafer matching, a software algorithm keeps track of the fault map
of each wafer, and matches wafer pairs that contain the same or
similar fault distribution. This increases the 3D compound yield over
randomly stacked wafers. More elaborate studies of wafer matching
are performed in [14, 15]. Nevertheless, all the published work
considered wafer matching with static repositories, i.c., after wafer
selection the repositories are not replenished, unless they are empty.
In addition, these papers focused on matching of the good dies from
the bottom layer with the good dies from the top layer. Besides this
matching criterion, the matching algorithm could for example match
the faulty top dies that land on the faulty bottom dies.

In this paper, the impact of replenished repositories on the compound
yield by using different wafer matching criteria is investigated. In
this case, when a wafer is selected from a repository, its empty spot
is directly replenished with a new one. This keeps the size of this
running repository constant over time. The main contributions of this
paper are as follows.

e A new framework is presented that covers all matching pro-
cesses and wafer matching criteria for both static and running
repositories.

The impact of several matching processes and wafer matching
criteria on the compound yield of 3D-SICs is illustrated.

The impact of running repositories on the 3D-SIC compound
yield is demonstrated.

A comparison between the yield benefits gained from static and
running repositories over random stacking is presented.
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The remainder of the paper is organized as follows. Section 2 pro-
vides an overview of the prior work in the area of wafer matching.
Section 3 introduces the framework for wafer matching and defines
the focus of this paper; the framework includes the matching pro-
cesses, wafer matching criteria and is applicable for both static and
running repositories. Section 4 describes the wafer matching scenar-
ios used in the yield experiments. Section 5 presents the simulation
results. Section 5.4 compares the obtained results with the related
work. Section 6 concludes the paper.

2 Related Prior Work

Improving the yield for 3D circuits based on wafer matching was
initially introduced by Smith et al. [12], where the authors compare
the yield improvement of a single die SoC, by mapping it into a 3D-
SICs with two equal sized layers. The yield improvement is both
simulated for D2W and W2W stacking. In the W2W stacking case,
a software matching algorithm is used to select pair-wise the best
wafers from two repositories with a size of 25 each. The wafer fault
map is based on a random generation.

In [13], Ferri et al. used wafer matching to increase the parametric
vield of a two layered D2W stacked 3D-SIC. Only functional dies are
considered in this case to produce an optimal binning; i.e., maximize
the fastest speed bins and minimize the slowest ones. Wafer match-
ing is then used to combine and improve the 3D parametric yield by
including the process variation of both layers in a D2W stacking ap-
proach. The authors were able to increase the number of 3D-SICs in
the fastest speed bins as well as simultaneously reducing the number
of slow 3D-SICs.

The concept of W2W matching introduced by Smith [12] is fur-
ther generalized by Reda et al. [14]. The paper formulates the W2W
matching problem and proves it to be A"P-hard. Several matching
processes and wafer matching algorithms are investigated, including
the optimal hard one. In [15], Verbree et al. define a mathematical
model for wafer matching. The model has some practical limitations,
but nevertheless it gives a good indication of the yield improvements.
The authors include wafer matching simulations for a greedy algo-
rithm that address the limitations. In addition, the authors justify their
pre-bond test cost required for wafer matching.

All the previous work considered static repositories and used a
single wafer matching criterion.

3 Wafer Matching Framework

As it has already been mentioned, W2W where the entire wafers
are stacked, provides the highest manufacturing throughput and is
suitable for wafers with identical die sizes and/or small die sizes.
However, it suffers from lower compound yield, as one can not avoid
the stacking of bad dies on good dies and vice versa. Wafer match-
ing can be performed on repositories of wafers in order to find out
the best wafer combinations that would result in the highest yield,
given that the wafers were tested before the bonding. This section
define a framework for all possible wafer matching scenarios for 3D
W2W stacked ICs; a wafer matching scenario combines different as-
pects at a time e.g., wafer matching criterion, static versus running
repositories etc. In the rest of the section, first the problem of W2W
3D-SICs is defined, then the aspects of wafer matching scenarios are
addressed, thereafter the wafer matching framework is given.

3.1 W2W 3D-SIC Problem

The problem of W2W 3D-SICs can be defined as follows: Given,
(a) n number of repositories each with k wafers, (b) a fault map of all
the wafers (based on pre-bond testing), and (c) a production size of

Wafers

. repository 1 repository 2

repository n

1 2 n Layers
Figure 1. Wafer vs layers in 3D stacking

m 3D-SICs, the purpose is to maximize the overall compound yield
for all m 3D-SICs, by selecting appropriate wafers for the n-layer
3D-SICs from the repositories. Figure 1 shows two freedom degrees
to create 3D stacks. The vertical direction considers the wafers and
the selection freedom here is the number of wafers that are selected
to be stacked simultaneously. This can be either one wafer at a time
(Wafer-by-Wafer) or k wafers at a time (4//-Wafers). The horizontal
direction shows the freedom selection from the number of layers
that are considered simultaneously for stacking. This can be for
either two layers at a time (Layer-by-Layer) or n layers at a time
(All-Layers).

A wafer matching scenario can be partitioned in the following sub-
spaces:

1. Static versus running repositories

2. Wafer matching process; e.g., how many wafer and/or layers are
considered at each step

3. Wafer matching criterion; e.g., select the matching based on the
good matched dies

By combining the subspaces several matching scenarios can be de-
fined. Each subspace is addressed.

3.2 Static Versus Running Repositories

Wafer matching can be considered as a time consuming problem,
if the objective is to obtain the global compound yield for a produc-
tion size m. The production size can be in the order of thousands
or millions of 3D-SICs. To split up and divide the problem, a fixed
number of £ (usually k£ « m) wafers can be considered at a time and
matched. Depending on either a repository is replenished immedi-
ately after a wafer is removed from it for matching and stacking, two
classes can be defined:

* Static repositories: From each repository k wafers are selected
and processed before considering the next group of k wafers.
The procedure stops after m/k steps.

* Running repositories. The repositories are immediately replen-
ished with a new wafer each time a wafer is selected. The pro-
cedure stops after m wafers are processed.

The freedom to select wafers from static repositories reduces over
time, since the cassettes become more and more empty. In the be-
ginning, wafers can be selected and matched with much freedom, but
when the cassette get emptier, the selection freedom diminishes. For
running repositories, the repository provides always the full reposi-
tory (of size k) to select from. This improves the effectiveness of the
algorithm over the case where the repositories are static. The down-
side of running repositories is that unattractive wafers may remain in
the repository for many iterations, occupying space, and in effect re-
ducing the size of the repository in long run. We call this effect, the
repository pollution.

A second choice which differs between static and running repos-
itories is its actual implementation. While static repositories map
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Figure 2. Framework of matching processes

fairly well onto a production line, where basically the repositories are
the wafer containers that move from one machine in the production
line to the next. With running repositories, a container would need to
go back and forth between the bonding machine and the wafer pro-
duction line to be replenished, before a new selection can be made.
Clearly this is highly impractical, and therefore we suggest using two
containers. One to do the selection from, and one that is used as a
wafer source to replenish the first one at the bonding machine. This,
however, reduces the effective capacity of the bonding machine, as
both containers are in the machine, yet only one is used to select a
wafer from.

3.3 Matching Process

The matching process defines the step-by-step process to be fol-
lowed in order to realize the matching for each wafer from each
repository with wafers from other repositories. The matching pro-
cess, therefore determines the number of repositories and the number
of wafers that are considered at a time.

Depending on the number of involved repositories, two cases are
distinguished:

» Layer-by-Layer (LbL): In this case, initially, the first two repos-
itories are selected for wafer matching. In each additional step,
only one additional repository is used during matching. Hence,
this is an iterative process in terms of the number of layers in-
volved.

All-Layers (AL): In this case, in each step of the wafer matching
process, all repositories are used at once. As every wafer in
every repository is taken into account, this process is labeled
complete.

In a similar way, depending on the & wafers involved in each step
of the matching process, two cases can be distinguished:

» Wafer-by-Wafer (WbW): In this case, in each step of the wafer
matching process, the best wafers contributing to the possible
match are selected. One from each repository involved in the
process. With no regard to the remaining wafers in each of those
repositories. Thus this process is regarded as greedy.

All-Wafers (AW): In this case, in each step of the wafer
matching process, all wafers from all involved repositories are
matched. The best overall solution is selected for that set, and
as the process considers all possible outcomes, for all k& wafers
to be matched, this process is considered exhaustive.

The above combinations result in five possible wafer matching
processes, as shown in Figure 2.

* WbW;LbL: The matching process steps are iterative over the
repositories. In each step, only two repositories are used. In
addition, only a single wafer pair selection is performed at a

time (one from each repository). After n iterations a compound
is created and the process repeats itself by starting again at the
first two repositories.

LbL;WbW: The matching process steps are iterative over the
repositories. Again, in each step, only two repositories are con-
sidered. The difference with the WbW;LbL is that, in this pro-
cess k wafers are iteratively matched first before the next repos-
itory is used.

LbL;AW: Similar to LbL;WbW, the matching process itera-
tively considers two repositories at a time, but in this case,
all wafers from the two repositories under consideration are
matched. Note that, this matching process is only applicable
to static repositories, since running repositories are replenished
each time a wafer is selected out of them. The difference be-
tween LbL;AW is that, in this process an optimal solution is
considered within the LbL process, while LbL; WbW selects the
wafers one by one in a greedy way.

AL;WbW: The matching process considers all repositories si-
multaneously in each matching step, and select the best match-
ing combination of n wafers along the repositories. The same
step is repeated over time. In the case of static repositories, the
selection of best matching n wafers is performed, first along
the n repositories each with & wafers, in the second step with
k — 1 wafers, etc. In case of running repositories, the matching
considers always & wafers from each repository.

AL;AW: This is similar to AL;WbW, but here all k wafers
from each repository are matched simultaneously. Note that this
matching process is only applicable to static repositories.

The iterative LbL and iterative WbW have two variants. The dif-
ferences between the variants are a result of exchanging the inner
and outer loops of the processes. For the LbL processes, an addi-
tional freedom can be defined for the traversal order for the reposito-
ries. The number of freedom possibilities to step over the repositories
equals to (7) - (n—2)! = %. In the left hand side of the equation, the
first term represents the number of possibilities to select the first two
repositories out of n repositories. The second term (n — 2)! presents
the number of combinations of the remaining repositories.

3.4 Matching Criteria

The matching processes select wafers based on certain criteria;
e.g., best good dies. Each criterion is orthogonal with respect to the
process. Using the fact that each wafer consists of both good dies and
bad dies and that the purpose of the matching process is to maximize
the compound yield, one can define three possible criteria: (a) maxi-
mize the matching good dies, (b) maximize the matching faulty dies,
and (c) minimize the matching between good dies and bad dies. The
criteria are defined as follows:

e Max(MG). This criterion selects the best wafer pair combina-
tions based on the maximum matched good dies. All the pub-
lished work so far regarding wafer matching considers only this
criterion.

Max(MF). This criterion selects the best wafer pair combina-
tions based on maximum matched faulty dies.

Min(UF). This criterion selects the best wafer pair combinations
based on minimum unmatched faulty dies. The objective is to
increase the compound yield by minimizing faulty dies that land
on good dies and vice versa.

All the above criteria produce the same result in terms of compound
yield, in case the wafer decision selection is exhaustive (AW process)
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Bottom Wafer Repository with 3 top wafers

Wa Wi Wi

E:01100110  E:01000000 E,: 01110100 E; 01111111

MG = matched goods MG =4 MG =3 MG=1
MF = matched faults MF =1 MF =3 MF =4
UF = unmatched faults UF =3

Figure 3. Wafer matching criteria

Table 1. W2W Matching Framework

Matching Process ‘ Static repository ‘ Running repository

WbW;LbL yes yes
LbL;WbW yes (greedy [15]) yes
LbL;AW yes (IMH [14]) n.a
AL;WbW yes (Greedy [14]) yes
AL;AW yes (ILP/UB [14]) na

n.a denotes not applicable

for static repositories. For the greedy wafer decision selection pro-
cesses (WbW), it is evident that different criteria lead to different re-
sults due to the greediness of the algorithm. For running repositories,
the criteria lead to different compound yields as will be explained
next.

In order to provide more insight into the impact of the above crite-
ria on wafer selection, refer to the example shown in Figure 3, which
considers a bottom wafer W, and three potential top wafers (W1,
Wi, Wi2), each with its own fault map. The fault map of each wafer
is denoted by F" and contains a sequence of Os (good dies) and 1s (bad
dies) in the same order of the indices of the dies on the wafer, e.g.,
the bottom wafer has F;, = 01100110, since the dies 2, 3, 6 and 7 are
faulty. The bottom table in the figure lists the value of the different
criteria for the three matching possibilities, e.g., for matching W;,-
W1, the number of matched good dies is MG = 4 (which are 1, 4, 5,
8). The figure clearly shows that depending on the criterion, different
top wafers will be selected, e.g., if max(MG) is considered, then W
will be selected. However, if the max(MF) is the criterion, then Wi
is the best match.

The criteria will be mathematically formulated. Let the function
G(F;) be the number of faulty dies in the wafer with fault map F;,
then,

maz(MG) = max(Vs;, G(F&F;)) (1)
max(UF) = min(Vi;, G(F; & Fj)) 2)
max(MF) = max(V;;, G(F&F})) (3)

Here, 0 < 4, j < k, where k the repository size.

3.5 The W2W matching framework

The wafer matching scenario aspects discussed in the previous
section can be integrated into a complete framework that covers all
wafer matching scenarios, shown in Table 1. The table shows the
possible combinations of matching process and repository types (e.g.,
static and running repositories). Each combination results in a wafer
matching scenario, when combined with a matching criteria. The
matching scenarios, considered in the previous published work are
included through their references in the table. The criteria are left

Pseudo code
rp = repository Sfori=1:m // #3D-SICs
ml 2 w3 w = // select first repository wafer
refill(rp)
Jor j=2:n // remaining layers
I I w,= mal('h(v.jr 101 ) // match compound with n
| refill(p )
end ’
| Stack | process(w) //'w contains stack list
end

Figure 4. Matching scenario FIFO1

out, since they are independent of the matching processes. The ta-
ble shows, whether for each combination between the processes and
the repository types, a valid combination exists or not. Going verti-
cally down the entries of the table, more advanced algorithms are used
which in general lead to a higher compound yield, at the cost of higher
computational effort. Putting the previous work in the context of the
framework defined in Section 3, the following can be concluded.

In the first scenario of [14], a greedy algorithm is used to create
a sorted list of all k™ possibilities. The arranged list is sorted based
on the compound yield in a descending order. From this list, valid
compounds are selected starting from the highest yields. A combi-
nation is considered invalid, when at least one of the wafers of the
current compound has already been taken in a previous cycle. We
classify this as an AL;WbW process. In the second method, the It-
erative Heuristic Matching (IHM) algorithm is used, which considers
two repositories at a time and optimally matches them by the Hungar-
ian algorithm. These steps are iteratively repeated by including one
additional repository in each iteration. The IHM algorithm in [14]
is an LbL;AW process. In their last method, a global optimal algo-
rithm based on Inter Linear Programming (ILP), which explores the
exhaustive search space and obtains the global maximum yield, is in-
vestigated. They further reduce the execution time of the ILP method
(UB) by relaxing the ILP, nd allowing the program variables to take
fractional values. The ILP/UB scenarios are AL;AW processes. The
greedy algorithm [15] is a LbL;WbW process.

From Table 1, we conclude that several scenarios are not explored
yet, mainly the ones for running repositories. The focus in this paper
is the WbW;LbL matching process for running repositories, which
belongs to the class of scenarios with smallest runtime complexity.
The considered matching scenarios are explained in the next section.
The remaining scenarios for running repositories are not considered,
since these scenarios require a longer simulation time.

4 Wafer Matching Scenarios for Run-
ning Repositories

In this section, we describe a subset of wafer matching scenarios
for running repositories that are considered in the rest of the paper.
For these scenarios, the following aspects will be considered.

* Running repositories.
¢ WbW;LbL matching process.
+ All matching wafer criteria.

The following different strategies are considered: FIFO1, FIFOn
and Best Pair (BP). Each strategy is a collection of three scenarios,
which differ from their criterion (max(MG), max(MF) or min(UF)).
For example, the strategy FIFO1 consists of three different scenarios
in which each scenario differs in the wafer matching criterion. The
same applies to the other two strategies. The three strategies are ex-
plained in Sections 4.1, 4.2 and 4.3 respectively. All the strategies
end, when the production size m is reached.
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Figure 5. Matching scenario FIFOn

4.1 FIFO1

In FIFOI, the first repository is used as a FIFO, as depicted for
an example with n = 3 in Figure 4. The wafers from repository 1
(rp 1) are selected without any freedom and matched with the best
wafer from the second repository. The algorithm iterates over all the
repositories and selects a single wafer out of them. The order in which
the repositories are traversed is linear from bottom layer 1 till top
layer n. The worst case memory complexity equals O (k). This is
the memory required to store & compound yield numbers to be able
to select 1 out of k wafers. The runtime complexity is O(m - k- (n —
1)) = O(m -k -n).

4.2 FIFOn

In FIFOn, we generalize this concept by moving the FIFO repos-
itory in a round robin fashion among all repositories. This is shown
in Figure 5 for n = 3. At the left side of the figure, repository one
(rp 1) is used as a FIFO. After an n-compound stack is created, the
repository belonging to the next layer is considered to be the FIFO,
as shown in the middle of the picture. Here, the algorithm starts
from repository 2 (rp 2) and proceeds next with repositories 1 and 3.
For the next compound, repository 3 (rp 3) is used as a FIFO. These
steps are repeated until the production size is reached. The first tra-
versed repository is the repository that is considered as the FIFO, the
remaining repositories are traversed in monolithic increasing order
from layer 1 to layer n. The traverse order is written in the top part
of Figure 5. The FIFOn forces wafers to stay maximally n - k cycles
in a repository. The purpose of FIFOn is to control the pollution of
the repositories. The repositories could get contaminated with bad
wafers that stay for a long time in the repositories without being se-
lected. The memory and runtime complexity for this scenario are the
same as in the case for FIFO1.

4.3 Best Pair

The last scenario we present, is the Best Pair (BP) matching strat-
egy. In this strategy, the best wafer pair between the first two repos-
itories are selected, as seen in Figure 6. The process iteratively pro-
ceeds along the repositories until a single n-compound match is de-
termined. Then, this process is repeated until the production size m is
met. On one side, best pair has more freedom in wafer selection (due
to absence of the FIFO mechanism), but on the other side, it does not
guarantee a higher compound yield as compared to FIFOn. The rea-
son for this is, that it lacks controlling the repository pollution. For
this scenario, the memory complexity equals O(k?), required to store
all compound yield combinations between the first repositories. The
runtime complexity equals O(m - k - n + k*) = O(mnk). Here,
we initially calculate k? compound yield combinations for the first
two repositories and update each time 2 * k — 1 numbers for these
repositories, when new wafers enter the repositories. To complexity
to select n — 2 single wafers from the remaining repositories equals
to (n — 2) x k.

5 Simulation Results

In this section, several experiments are considered for each match-
ing scenario to be able to measure their quality in terms of compound

=]

[ Stack ]

Figure 6. Matching scenario BP

yield. To achieve this, different planar wafer yields and a different
number of stacked layers are simulated. The process parameters of
the experiments are described in Section 5.1. We investigate the as-
pects of each strategy by considering its repository type, matching
process and criterion. We investigate the impact of running reposito-
ries in Section 5.2, subsequently followed by the impact of the wafer
matching process and criterion in Section 5.3. Finally, we select our
best wafer matching scenario and compare it with the related work in
section 5.4.

5.1 Experimental Setup

In this section, we describe our simulation experiments that
resemble real case scenarios. The experiments are based on the
reference process in [15]. A standard 300 mm diameter wafer is
selected with an edge clearance of 3 mm. The defect density is
considered to be do = 0.5 defects/cm? and the defect clustering
parameter o = 0.5. For the reference design, the die area is assumed
to be A = 50 mm?. For this die area and wafer size, the number
of Gross Dies per Wafer (GDW) approximately equals 1278 [17].
The expected yield of the wafers can be estimated by the negative
binomial formula for yield, y = (1 + 24:90)~*=81.65% [18].

In our experiments, we simulate a production size m = 25000. Here,
m is the number of produced 3D-SICs. Initially, each repository is
filled up with k& wafers and after selecting and stacking m-compound
wafers, the wafers that are left in the repository are discarded and not
included in the simulation results for two reasons.

« First, we want to observe the impact of the running repository
only.

Second, even if the wafers would be thrown away, their impact
on the compound yield is minimal (k/m) due to a high pro-
duction volume m. Actually, the matching scenarios presented
in [14] and [15] for static repositories could be used to match
these last k£ unconsidered wafers.

5.2 TImpact of Running Repositories

To measure the impact of running on the compound yield, repos-
itory size and repository pollution three experiments will be consid-
ered:

* Inexperiment 1, the impact on the compound yield for different
stacked number of layers n (2 < n < 6) for various repository
sizes are examined. Here, the reference process is considered
and all criteria are simulated for each scenario.

In experiment 2, we adjust the yield of the reference process
over a wide range to simulate the impact of the yield learning
curve on stacked 3D-SICs. We consider a stack of two layers
and vary the repository size. For experiments 1 and 2, we con-
sider the FIFO1 strategy for all criteria.

The last experiment consists of indirect measurement of the
repository pollution. By plotting the compound yield for dif-
ferent stack sizes versus different production sizes m, we can
indirectly measure the pollution that takes place and observe
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the effect on the compound yield. Moreover, we look at the
compound yield differences between FIFO1 and FIFOn.

Figure 7 plots the relative compound yield increase for FIFO1 with
respect to random stacking (k = 1). The figure shows the compound
yield increase for different stacked layers n and repository sizes k for
each criteria. The results of the second experiment, varying the wafer
yield and repository sizes, is shown in Figure 8.

The following is concluded from both figures: The relative
compound yield increases with larger repositories, but the obtained
gain stabilizes for each criteria. The compound yield improvement
versus random stacking improves with (a) bigger stack sizes, and (b)
lower wafer yield.

To show that there is indeed wafer pollution, Figure 9 plots
the relative compound yield for FIFOn and FIFOl1 over random
stacking for different production wafer sizes m. Here, the reference
process is used with n = 2, & = 25 and the matching criterion
max(MG). Three observation can be seen from the graph:

 The relative yield for both FIFO1 as well as FIFOn decreases
with increasing production size. For low m, many good wafer
choices can be selected and a high yield is obtained. However,
as more wafers are selected, the pollution is taking place and the
yield drops.

With increasing m, the compound yield of FIFO1 decreases
faster than FIFO1, while the scenarios only differ in the reposi-
tory which is used as a FIFO. FIFOn forces wafers to leave the
repository after k£ - n cycles and it has a positive affect on the
yield.

* The pollution is stabilizing for larger m.

5.3 Impact of Wafer Matching Criteria

In this section we consider the impact of the matching criteria. We
first consider the different matching criteria in Figures 7 and 8. For
the given wafer yield of 81.65%, the criteria min(UF) outperforms
the other two criteria in Figure 7 for n > 3. For n = 2, the crite-
rion max(MF) performs the best. From the curves in Figure 8, we
conclude that min(UF) performs the best for wafer yields in the range
of 50%-70%. For higher wafer yields (80% and above), the criteria
max(MF) performs the best.

To obtain a complete picture of the matching strategy and its crite-
ria for all the strategies, FIFO1, FIFOn and BP, the same experiments
1 and 2 are replicated, for all these strategies with a fixed repository
size of k = 50. Figure 10 and 11 show the results.

From both the graphs we conclude the following:
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* In general, a higher improvement can be gained for larger stack
sizes and lower wafer yields. Note that, when the stack size
increases, the compound yield decreases.

FIFOn always performs better than FIFO1 for the same con-
ditions, especially for the criteria that relatively perform poor
(i.e, the ones from Figure 7). For the min(UF) criterion, lit-
tle improvement is gained over FIFO1, which means that small
pollution is taking place for this criterion.

The BP scenario always performs better than FIFO1 for the
same experiment conditions, but not always better than FIFOn.
BP is unable to control repository pollution and therefore it is
not the best option to select, in case the criterion performs poor.
Nevertheless, the overall highest compound yield improvements
are a result from this scenario. For the stacked layers, i.e., for
n = 2 BP max(MF) and for 3 < n < 6 BP min(UF) perform
the best. For the wafer yields y, i.e., for y € {50%, 60%, 70%}
BP min(UF) and for y € {80%,90%} BP max(MF) perform
the best.

The events in terms of different yields for different criteria that take
place here and in the Figures 7 and 8, are explained as follows. In
case, the wafer yield is low, the majority of the dies are faulty. The
max(MG) tries to match the good stacked dies only and since these
are in minority, the choice to select is relatively easy. The max(MF)
however, has much more difficulties to stack the wafers, since the
majority of dies is faulty anyway. This affects the wafer lifetime and
yield negatively. In contrast, max(MF) performs better with higher
wafer yields and max(MG) worse for that case. The min(UF) per-
forms the best in midrange wafer yields, where the probability of the
presence of good and bad dies is similar.

The question rises that which combination of the three wafer sce-
narios and matching criteria must be selected for a certain process to
maximize the compound yield. Table 2 simplifies this decision. The
table shows the criteria for different top wafer yield y; and bottom
wafer yield s that must be selected to achieve this highest compound
yield.

Table 3 shows the criteria for different combinations of wafer yield
and the number of stacked layers that must be selected to attain the
highest compound yield. Only a single criterion is considered in the
stack.

From both tables, the following can be concluded.

* When the wafer yield decreases or the stack size increases, the
max(MG) criterion should be selected.
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Table 2. Optimal criterion selection for given top
and bottom wafer yield in (%)
yiye | 10 20 30 40 50 60 70 80 90

10 MG MG MG UF UF UF MG MG MG
20 MG MG UF UF UF UF UF MF MF
30 MG UF UF UF UF UF UF UF MF
40 UF UF UF UF UF UF UF UF UF
50 UF UF UF UF UF UF UF UF UF
60 UF UF UF UF UF UF UF UF UF
70 MG UF UF UF UF UF UF UF MF
80 MG MG UF UF UF UF UF MF MF
90 MF MF MF UF UF UF MF MF MF

Table 3. Single criterion that leads to maximal
compound yield
Yield n=2 n=3 n=4 n=>5 n=6

10% max(MG) max(MG) max(MG) max(MG)  max(MG)
20% max(MG) max(MG) max(MG) max(MG) max(MG)
30% min(UF) max(MG)  max(MG) max(MG)  max(MG)
40% min(UF) max(MG)  max(MG) max(MG)  max(MG)
50% min(UF) min(UF) max(MG) max(MG)  max(MG)
60% min(UF) min(UF) min(UF) max(MG)  max(MG)
70% min(UF) min(UF) min(UF) min(UF) min(UF)
80% max(MF) min(UF) min(UF) min(UF) min(UF)
90% max(MF) max(MF) max(MF) min(UF) min(UF)

Table 4. Yield comparison with [15] for n = 2,
k=50and d = 1278
yield ‘ Greedy [15] (%) ‘ BP (%) ‘

BP BP(k=50)
Gresy (157 () ‘ random (70)

0.5 26.2 26.82 2.4 7.28
0.6 372 37.71 1.4 4.75
0.7 50.0 50.40 0.8 2.86
0.8 64.7 64.96 0.4 1.50
0.9 813 81.64 0.4 0.79

When the wafer yield is in the mid-range values or when moder-
ate stack sizes are considered, the min(UF) criterion is selected.

For very high yields, it is more advantageous to select the
max(MF) criterion up to a certain stack size.

5.4 Comparison of Wafer Matching Scenarios

In this section, we select our best matching strategy in combina-
tion with the best criteria and use this scenario to compare our algo-
rithm with the scenarios of static repositories mentioned in [14, 15].
As already mentioned in the previous section, the strategy BP per-
forms best if the correct criterion is considered. The same pattern
was observed for each entry of Table 2. An adaptive scenario with re-
spect to the wafer selection, is created when Table 2 is implemented
for the BP strategy. The new scenario always selects highest yield for
all simulation parameters. From now on, we refer to the BP process
as the process that adapts itself with respect to the criterion selection.
In our simulations, Table 2 is used iteratively over the layers. During
the iterations over the repositories to select n wafer, we replace y;
with the compound yield of the so far selected wafers. This enables
us to change the criterion on the fly. This adaptive scenario is used
for the comparison experiments.

To consider the impact of running repositories versus static repos-
itories, we repeat the same experiments as in [14, 15]. We consider
two published extremes for static repositories, on one side the greedy
scenario in [15] and on the other side the optimal NP-hard scenario

Table 5. Yield comparison with [15] for k£ = 50,
y = 81.61% and d = 1278

n ‘ Greedy [15] (%) ‘ BP (%) ‘ ﬁf’[]sﬁ%) ‘ BP0 (%)
2 67.3 67.56 0.4 143
3 55.7 56.24 1.0 347
4 463 47.10 1.7 6.18
5 387 39.65 25 9.53
6 325 33.50 3.1 1339

Table 6. Yield comparison with [14] for n = 3,
k= 25,d =590
yield ‘
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Figure 12. Normalized test cost for wafer matching test flows (B) and (C) relative to the random W2W

stack flow (A)

Table 8. Wafer matching scenarios complexities

Ref Scenario Memory complexity Runtime complexity
[14] | Greedy O((n+1) k™) O(m - k"~ 1. log(k))
[14] | IMH O(k?) O(m -n? - k?)

[14] | ILP/UB O((n+1) k™) o (kym=t)*
[15] Greedy O(k?) O(m - k% n)

This | Fifol O(k) O(m-k-n)

This | Fifon O (k) O(m -k -n)

This | Best Pair O(k?) O(m -k -n)

* denotes the complexity of the search space

an instance for n = 3 and 40.64 seconds for n = 4 and runs out
of memory for more stacked layers [14]. For the same parameters,
our wafer adaptive BP scenario implemented in Matlab only required
0.0028 seconds to match a single compound for n = 7. For each
scenario, Table 8 contains the memory and runtime complexity cost
of each algorithm. The table shows the memory and time complexity
for each discussed algorithm.

To justify the additional costs required for pre-bond testing, we
compare three test flows in [15] depicted in Figure 12(a). Pre-bond
die tests are required in W2W matching and these are performed be-
fore stacking takes place. The stack tests verify the stacked wafers
before they are packaged and bonded. The final tests ensure overall
chip functionality.

The three test flows in [15] are:

* Flow (A) includes a stacking test and a final test, but has no
pre-bond die tests. This flow is applicable for random wafer-to-
wafer stacking.

Flow (B) consists of pre-bond die tests (required for wafer
matching), a stacking test that tests both dies and interconnects,
and a final test.

Flow (C) consists of pre-bond die tests, a stacking test for the
interconnects only and a final test. The idea in this flow is to
optimize the wafer test flow (B) by not replicating the die test
in the stacking test, which already has been tested in the pre-
bond phase. As a consequence of faults introduced into the dies
during stacking, a small percentage of faulty dies is still packed.

The test cost per functional good die in terms of test time for the
test flows (B) and (C) relative to flow(A) are shown in Figure 12(b)
and (c). The absolute number variation from 2.0-5.9% in Figure 12(c)
presents the package waste cost. For Figure 12(b) this package waste
is equal to 2.0%, for all different yields [15]. The following is con-
cluded.

» Flow (C) has a positive affect on the test cost, except when the
wafer yield is high. For this case, a small increase in test cost is
expected, as for the case of a wafer yield of 90% in Figure 12(b).

» There is a small additional packaging cost depending on the
number of layers in the stack.

Except reducing the test cost, the yield impact is also improved
as shown in Tables 4 and 5. For example, in Figure 12(c), for a two-
stacked 3D-SIC, the test time reduction is 0.55 %, the yield is in-
creased with 1.41 % (Table 5), while the packaging cost is increased
with 2 %. For a six-layered stack, a test cost reduction of 9.23 % is
expected with a yield increase of 13.19 %, but with a package cost
increase of only 5.9 %. Since the compound yield for running repos-
itories is higher than in the case of static repositories with equal cost
in pre-bond die tests, we can safely conclude that the test time per
functional working die is lower than in the case of static repositories.
The equivalent graph of Figure 12 in [15] confirms this.

6 Conclusion

In this paper, a framework for 3D Wafer-to-Wafer matching for
different wafer matching scenarios is presented. Each scenario is a
combination of a matching processes, wafer matching criterion, and
the repository type (e.g., running or static repositories). Several sce-
narios with running repositories were investigated with realistic wafer
yields and various stack sizes. The results show that a compound
yield improvement up to 13.4% can be obtained relative to random
stacking. This was possible by the integration of the matching cri-
teria into an adaptive scenario with respect to the criterion selection.
With this adaptive scenario we are able to outperform optimal scenar-
ios for static repositories in terms of compound yield given the same
simulation parameters. In addition, our adaptive scenario reduces test
cost, memory requirement and runtime complexity compared to the
previous work for static repositories.
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