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Abstract

Meetings are the keystone of a good company.
They allow for quick decision making, multiple-
perspective problem solving and effective commu-
nication. However, most employees and managers
have a negative view on the efficiency and quality
of their meetings. High quality meetings where ev-
ery participant feels equally heard and respected
is crucial for having positive meeting sentiment
within a company. One of the most influential as-
pects of meetings are speech overlaps. Overlaps
range from short utterances such as backchannels,
to follow up questions and clarifications, to com-
plete interruptions. In non-competitive cases, the
overlapped speaker feels that the other participants
are listening and actively engaging with them dur-
ing the meeting. In competitive cases, the over-
lapped speaker can feel interrupted and unimpor-
tant. Therefore, competitive overlaps often have
a negative impact on the course of the discussion
and the overlappee’s meeting sentiment. In prob-
lematic cases, these overlaps should be reduced to
a minimum. In order to do this, overlaps must be
classified as either competitive or non-competitive.
This paper proposes a novel approach to overlap
classification, namely that of text-based classifica-
tion through Large Language Models. Four dif-
ferent prompt designs are used and tested on the
two best performing and publicly available mod-
els, GPT-3.5-turbo and GPT-4. The results show
that the in-context learning approach using the
GPT-4 model results in the most accurate classi-
fications. When comparing the results to previ-
ous work, it is observed that the text-based GPT-
4 model matches carefully engineered neural net-
works that even adopt a multi-modular approach.

1 Introduction
As the amount of meetings continues to grow, so does the
need to improve their quality. During meetings, employees
can combine their expertise, opinions and ideas to come to
a better conclusion than any individual could on their own
[1]. Employees and managers at companies around the world
have, on average, 3.2 meetings every week [2]. However,
71% of managers said meetings are unproductive and inef-
ficient and as the quality of meetings improved, satisfaction
with work/life balance rose from 62% to 92% [3]. Besides
work/life balance, high quality meetings could be imagined
to lead to (1) an increase in meeting efficiency and productiv-
ity and therefore a reduction of time spent in meetings, (2) an
improvement of well-being and intercollegiate relationships
leading to an improvement of the working environment and
(3) an improvement of the general employee morale, since
low-quality meetings result in negative and pessimistic per-
spective on meetings [4]. Competitive overlaps are among
the features that have the most negative impact on meeting
sentiment. They are deemed inappropriate social behavior, as

they are disrespectful, rude, and confrontational [5]. While
the overlapper might have good intentions, it unpleasantly
interrupts the overlappee and also takes away the speaking
opportunity for party’s that are patiently awaiting their turn.
Methods to achieve this improvement often require consulta-
tion of an expert with a deep understanding of group dynam-
ics to pay close attention to patterns and dynamics during the
meeting. The strategy proposed in this paper is the usage of
an automated tool that uses a Large Language Model (LLM)
to classify overlap occurrences as either competitive or non-
competitive. The tool displays these overlaps is a basic dash-
board, such that meeting moderators can use this dashboard
to analyse their meetings and act on the insights gained from
the analysis.

Recent advances in NLP have shown ground-breaking re-
sults in an incredibly wide variety of tasks, as Bang et al.
[6] and Qin et al. [7] showcase in their analyses of the im-
pressive capabilities of ChatGPT1. These constant improve-
ments in performance are a result of the application of a con-
cept called self-attention. Vaswani et al. [8] introduced self-
attention into the world of NLP in 2017, which was quickly
adopted into the state-of-the-art models to date. The reason
for that attention is because it enables models to model an
understanding of any language (e.g. spoken languages, pro-
gramming languages). This ability to model the meaning of
words, in itself, is not enough to create a powerful under-
standing. As Liu et al. [9] point out, it is rather the combina-
tion of self-attention and Reinforcement Learning from Hu-
man Feedback (RLHF) [10, 11] what really drove the surge
in performance, success and popularity. With these combined
techniques, LLMs are now able to create new information
that they haven’t been trained on. For example, a model us-
ing self-attention can successfully write a snippet of code in
the Julia programming language which is very unlikely to ex-
ist anywhere on the internet [12]. While the public is still
discovering the unfathomable capabilities of ChatGPT, new
and improved models are being released on a monthly ba-
sis. During this year, the state-of-the-art models (e.g. GPT-4
[13], LLaMA [14], LaMDA [15], BLOOM [16]) are shown to
already outperform the now seemingly inaccurate ChatGPT.
These ongoing and rapid improvements widen the horizon for
possible applications of LLMs on tasks other than text gener-
ation. While the technology is not quite there yet, as Ziems
et al. [17] have shown, it might only be a matter of time be-
fore the state-of-the-art models can replace humans on certain
time-consuming and labor-expensive tasks.

The research questions that is answered in this paper is the
following: What is the performance of the GPT3.5 and
GPT4 models in overlap classification relative to human
annotations? The hypothesis guiding this research is that,
given the recent surge in performance and inferring power,
the models will exhibit high accuracy, while not performing
as accurate as human annotators, given the limitation to solely
text-based data. The intention of this work is to investigate
the current state of these LLMs on generating automatic an-
notations on overlapping speech. Ideally, this work will act as
a motivation for a bigger investigation into the classification

1https://openai.com/blog/chatgpt

https://openai.com/blog/chatgpt


performance of LLMs. Consequently, it could ultimately be
used to automatically analyse and annotate meetings, driving
up meeting quality and overall meeting sentiment within the
industry.

The structure of this paper is as follows. Section 2 cov-
ers related work. Then, the chosen methods and features are
described in section 3. Section 4 contains a description of
the dataset and models that are used, followed by the results
of the experiments. The ethical aspects of this work are dis-
cussed in section 5, as well as the reproducibility of the ex-
periments. The paper finishes up with a discussion and rec-
ommendation for future work in section 6 followed by a con-
clusion in section 7.

2 Related Work
Automated meeting analysis often adopts a multi-modal ap-
proach, leveraging corpora such as the AMI corpus [18] and
combining the usage of verbal, visual and acoustic cues to
make the most accurate predictions. Logically, this approach
yields the best results, usually because the accuracy of a
model grows with the amount of data it has to its disposal.
A question that remains unanswered is how much data we
can extract only from the verbal cues. Gutierrez et al. [19]
showed that the most common method for text-based behav-
ior detection is Natural Language Processing (NLP), and that
the main focus of this research field has been on emotion and
empathy detection. The articles they include in their analysis
[19] cover applications of NLP on tasks ranging from predict-
ing suicide risks to customer profiling. However, not much
text-based research has focused their attention on analyzing
meeting transcripts, leaving this area as a promising research
topic.

Chowdhury et al. [20] show the affect of overlaps on user-
satisfaction in dialogue. They define user-satisfaction as the
satisfaction of the customer after a call-center conversation.
While this is not the same application as this work, they show
both the positive effect of non-competitive overlaps as well
as the negative effect of competitive overlaps. Chowdhury
et al. inspired the main focus of this work to be on overlap
classification.

Chowdhury is one of the main contributors to this research
area in the last decade. In another one of her papers, [21], the
authors investigated automatic classification of speech over-
laps. They adopted both linear and non-linear approaches,
using models such as Long Short-Term Memory networks
[22], various neural networks (e.g. Convolutional Neural Net-
works, Feed-Forward Neural Networks) as well as Support
Vector Machines. The architectures of these models can all be
found in [21] and will not be further touched upon, since the
focus of this work is on Large Language Models. An inter-
esting conclusion from their work is that all aforementioned
models are more precise in classifying non-competitive over-
laps than competitive overlaps, making the non-competitive
class the main driver of the F1 score that they report. Other
works in the area of automatic overlap classification, [21, 23–
26], use neural networks, SVMs or other classifiers and also
display this characteristic. The performance of Large Lan-
guage Models on these types of classifications still remains

unexplored which defines a knowledge gap that this work in-
tends to fill.

Dong et al. [27] present a broad overview of the related
works around in-context learning (ICL). This overview cov-
ers everything from demonstration designing to instruction
formatting. While the methods showcased in the works that
are covered in the reviews are not used in this work, it should
be noted that the presented results could certainly be im-
proved by using the methods covered by Dong et al.

Finally, Indira Sultanic [28] surveyed 112 language inter-
preters, and explored the effects of remote meetings on turn-
taking. From the survey, she concludes that remote meetings
contain significantly more overlap. This overlap is result of
many factors, including technical issues (e.g. delays, freez-
ing screens), participants joining the meeting from distracting
environments (e.g. a moving vehicle) making them more dis-
tracted and less focused on the meeting. Besides, the lack of
video makes it significantly more difficult to anticipate each
speaker’s turn. Sultanic’s findings [28] are included in this
section to show that care has to be taken when comparing
meetings to each other. Since especially in a remote setting,
there are many factors which directly influence turn-taking
patterns and behavior.

In conclusion, the recent developments create knowledge
gaps in the widening capabilities of Large Language Models
and in which fields they can be applied. While there is no
keeping up with the speed of improvement of these models,
this work will try to fill the aforementioned knowledge gaps
in LLMs’ capabilities in classifying overlaps in multi-party
meetings.

3 Methodology
3.1 Overlap Classification
In order to classify an overlap as competitive or non-
competitive, a formal definition is required to identify which
segments are overlaps and which are not. In this work, the
definition of an overlap as defined in the annotation guide-
lines in Chowdhury et al. [29] are used and listed below:

1. An overlap is an interval where multiple speakers are
speaking simultaneously.

2. An overlapping segment may contain more than one
overlap instance of the same category. Instances may
be separated from each other with a gap less than 40ms.

3. If a speaker thinks aloud during another speaker’s turn,
that is considered an overlap instance.

4. Co-occurrences of ”false start” by both the speakers are
considered instances of speech overlap if and only if the
segments contain complete words and the annotator can
infer the speaker’s intention on the basis of the perceived
intonation of speech.

5. An overlap should not contain poor quality audio, un-
intelligible speech, background noise or human sounds
like cough, sneezes and laughs.

Using the above guidelines, the overlap occurrences can
be carefully identified. The fifth guideline above is due to
the disturbance within the acoustic data. Since this work



is only focused on the lexical (text-based) features, we
exclude overlaps where the markers (e.g.”<vocalsound>”,
”<disfmarker>”, <coughing>) heavily disrupt the overlap-
ping text. Note that, if a participant laughs or coughs during
a speakers turn, this does not disrupt the annotated text of the
speaker, since the voices are recorded separately.

Now that occurrences of overlaps can be identified, they
should classified as either competitive or non-competitive.
In order to make the distinction between these classes, once
more, the guidelines from Chowdhury et al. [29] are fol-
lowed, which are quoted below. Competitive overlaps are
scenarios where:

1) The intervening speaker starts prior to the com-
pletion of the current speaker, 2) both the speakers
display interest in the turn for themselves, and 3)
speakers perceive the overlap as problematic.

And non-competitive overlaps are scenarios where:

1) Another speaker starts in the middle of an ongo-
ing turn, 2) both parties do not show any evidence
for grabbing the turn for themselves, 3) speak-
ers perceive the overlap as non-problematic and 4)
speakers use it to signal the support for the current
speaker’s continuation of speech.

These guidelines form the base of this research, which should
be in-line with previous work and help with data-annotation
which is covered in section 4.2.

3.2 Prompt Engineering
One of the advantages of Large Language Models over other
Artificial Intelligence models, is that they can be programmed
by natural language. This enables any person with a basic
understanding of their language to be able to provide instruc-
tions on how models should behave, making them very ac-
cessible. Through effective prompt engineering, a user can
instruct the language model to perform a much wider variety
of tasks. Since large language models have recently taken the
world by storm, a lot of research2 is being done on prompt
engineering techniques. To stay in line with related works,
the prompts that are presented in this section follow the best-
practices guidelines used in Ziems et al. [17] with a slight
modification; (1) classification options must be in order (nu-
merical or alphabetical) and each option shall be on a new
line, resembling the natural format of online multiple choice
questions; (2) instructions and constraints are given before the
context in order to lay emphasis on the context, since recent
text has a greater effect on common attention patterns; (3)
the expected output format should be clarified, especially in
cases where there might be uncertainties in the response; (4)
answers that should contain multiple pieces of information
are requested to be responded in JSON format, to ensure that
the answer is parsable. These guidelines help to ensure that
the model generates consistent, machine-readable outputs for
the different classification tasks. The final prompts used to
generate the results are included in Appendix A and quickly
explained below:

2https://www.promptingguide.ai/papers

1. simple prompt. A very short and quick explanation is
given.

2. explain prompt. The definitions of the overlap classes,
as mentioned in section 3.1, are given in the prompt to
assist in the classification process.

3. one shot prompt. A short instruction is given, followed
by one example of each class.

4. few shot prompt. A short instruction is given, followed
by five examples of each class.

A technique that, in combination with prompt engineering,
further boost the performance of LLMs is called in-context
learning. The one shot prompt and few shot prompt use this
technique. The idea of in-context learning is to provide the
model with a few examples of instances of the classification
problem, as well as the desired target class. These examples
are included in the prompt, and will provide the model with
an idea on how to behave. Few-shot-learning (FSL) generally
outperforms the two alternatives, zero-shot-learning (ZSL)
and one-shot-learning (OSL), and Brown et al. [30] indi-
cate that this increase in performance grows with the amount
of model parameters. Thus, it can be concluded that larger
models make increasingly efficient use of in-context informa-
tion. This is a highly valuable characteristics for classification
tasks, since classification depends solely on the in-context in-
formation. In this paper, we use the GPT-3.5 model, which
has 175 billion parameters, as well as the GPT-4 model with
a staggering amount of 170 trillion model parameters. The
results section in this paper showcases the increase in perfor-
mance caused by this massive increase in parameters, as well
as the importance of well engineered prompts.

3.3 Evaluation
In order to evaluate the performance of the model, the model’s
output is compared to the annotations made by the author.
Most relevant work use precision, recall and F1 score to re-
port the prediction performance. The formula’s for these met-
rics are found below and will be used to compare the findings
of this paper to previous works. In the formula’s below, TP,
FP, TN and FN are abbreviations for true positive, false posi-
tive, true negative and false negative respectively.

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(3)

To analyse the influence of different prompt designs on the
performance of the model, precision, recall and F1 score will
be compared as well as the rates for TN, TP, TN and FN clas-
sifications to gain a more in-depth insight into which classifi-
cation errors are being made.

https://www.promptingguide.ai/papers


4 Experimental Setup and Results
4.1 Materials
The findings of this paper are incorporated into an application
that takes a transcript as input, and generates an accurate sum-
mary and more analytical data, including an overlap analysis.
This application will be applied mostly to company meetings,
which are task oriented and focus on finding solutions to that
company’s problems. Therefore, it would be prudent to use a
corpus with a similar nature.

Corpus
Large Language Models can generate an output without the
need of similar training data. However, in order to test eval-
uate the accuracy of the output, we need to compare the
model’s output to the ”correct” answer. Most high-quality
related work use professionally annotated corpora. The ICC
corpus was used in [20, 21, 23, 24, 29] or the Davero corpus
in [25, 26], both consisting of two-party dialogues. These cor-
pora would be excellent to test the classification accuracy of
LLMs on conversations where two parties are involved, use-
ful for example for dialogue systems or conversational agents.
However, as mentioned before, the findings of this work are
incorporated in tool which summarizes and analyses multi-
party meetings. Multi-party meetings are even more abstract
and unstructured than two-party conversations, since in multi-
party meetings there can be more than two speakers overlap-
ping each other at the same time. Because of this reason,
the aforementioned corpora are deemed inappropriate for this
work. Nevertheless, the author of this paper recommends fu-
ture work in the research area to adopt these corpora. Instead,
the AMI corpus [18] was selected in order to generate the re-
sults on multi-party meetings similar to the data that will be
fed to the tool that incorporates the findings of this work.

The AMI corpus consist of meetings in which the partici-
pants discuss different aspects of the design of a new type of
television remote control. During the meeting, each partici-
pant has an role, i.e. project manager (PM), marketing expert
(ME), user interface designer (UI) or industrial designer (ID).
Before the meeting, each participant received some informa-
tion which they have to present to the other participants, as
well as some hints and guidelines on how to do their ”job”.
This enables the participants to do their ”job” while lacking
knowledge and experience. After each presentation, the par-
ticipants share their opinions about the topics presented in the
presentation and decide on those topics by means of a group
discussion.

Format
Originally, the transcripts are formatted in an XML file. In
order to feed the transcript to a language model, these XML
files must be processed into a readable text format. Luck-
ily, Guokan Shang3 created a repository4 which performs this
preproccessing step for the AMI corpus. This process is as
follows. The original corpus contains an XML file contain-
ing all spoken words, as well as an XML file containing the
segments, where each segment contains pointers to the words

3https://www.linkedin.com/in/guokan-shang
4https://github.com/guokan-shang/ami-and-icsi-corpora

Listing 1: An example segment in JSON format from the prepro-
cessed AMI corpus

{
"id": "ES2002a.B.dialog-act.dharshi.3",
"speaker": "B",
"starttime": "55.415",
"startwordid": "ES2002a.B.words4",
"endtime": "60.35",
"endwordid": "ES2002a.B.words16",
"text": "<vocalsound> Um well this is the

↪→ kick-off meeting for our our project
↪→ .",

"label": "inf",
"attributes": {
"reflexivity": "true",
"role": "PM",
"participant": "FEE005"
}

}

that belong to that segment. These are then combined and
saved in JSON objects, see Listing 1, that are easier to han-
dle and iterate on for performing annotations and to use in
prompts.

Model and Parameters
The two models that are used in this work are the two best per-
forming models which are publicly available; GPT-3.5 and
GPT-4. The GPT-3.5 model can be used through OpenAI’s
API. This is useful, since the API enables the results to be
generated automatically. At the time of writing this paper,
there is limited access to the API of the GPT-4 model, mean-
ing that the prompts had to be fed manually to the model
through ChatGPT, which utilizes GPT-4. As mentioned in the
API documentation5, there is a list of parameters that can be
changed when requesting an API completion. For this work,
two of these parameters were changed, namely temperature
and max tokens. Temperature, a parameter for the amount of
randomness in the models response, is set to a low 0.1, in or-
der to get the most consistent and deterministic results, which
should also enhance the reproducibility of the presented re-
sults. The max tokens parameter is set to 1, since we want
our model to return either ”0” (non-competitive overlap) or
”1” (competitive overlap). These two settings combines re-
sult in the least amount of hallucinations, which is ultimately
what we want to reduce. A final parameter that was changed
is the stop sequence, which is set to the newline character
(i.e. ”enter”). Setting this parameter to the newline char-
acter restricts the model from returning a multi-sentence re-
sponse, since it automatically stops generating when entering
the newline character.

4.2 Annotation
Since the AMI corpus does not contain annotations on over-
laps, this must be done manually. Due to the time constraints

5https://platform.openai.com/docs/api-reference/completions/
create

https://www.linkedin.com/in/guokan-shang
https://github.com/guokan-shang/ami-and-icsi-corpora
https://platform.openai.com/docs/api-reference/completions/create
https://platform.openai.com/docs/api-reference/completions/create


Figure 1: Boxplot of the word lengths for segments from the
ES2012b meeting, for backchannels, non-competitive overlaps and
competitive overlaps.

of this work, the decision is made that the author of this pa-
per must perform the annotations. While this does not align
with the standard procedures and guidelines of data annota-
tion, this was the only feasible solution for this work. An
analysis of the downsides and limitations of this decision, as
well as the complete motivation and explanation can be found
in section 5. To remain in-line with relevant work, the anno-
tations that the author of this work made follow the guide-
lines specified in section 3.1. Prior to overlap classification,
the overlaps need to be located within the transcript. As a
first selection, all segments where that segment’s start-time
is before the end-time of the previous segment are analysed.
Taking meeting ES2012b6 as an example, this method results
in 222 intervals of overlapping speech. Figure 1 shows a
boxplot for the word lengths of the different categories. As
can be seen, backchannels (e.g. ”uhm”, ”uh-huh”, ”okay”,
etc.) almost always consist of 2 to 5 words. In order to
speed up the annotation process, all instances of overlapping
speech with less than 3 words were omitted from the anno-
tation process. This insures that almost all the overlaps are
processed, while a part of the backchannels and non-verbal
vocalizations (e.g.”<vocalsound>”, ”<disfmarker>”, etc.).
This reduces the number of overlapping speech occurrences
in meeting ES2012b from 222 to 118, speeding up the anno-
tation process significantly. During the annotation process, 4
meetings were annotated for overlaps, with each a duration of
30-40 minutes. These meetings contain a total of 110 over-
laps, of which 53 are competitive and 57 are non-competitive.
The annotated files can be found in this work’s corresponding
repository7 in the folder: /corpora/ami/processed/.

4.3 Results
Taking a close look at table 1 reveals that, while the difference
for the GPT3.5 model is smaller, the models score better on
classifying non-competitive cases, which agrees with the re-
sults in [21]. It should be noted that in [21], they state that this
is due to the imbalance in the training data. In their dataset,

6Meeting ES2012b is the second scenario meeting from the 12th

group from the Edinburgh set and can be downloaded at https:
//groups.inf.ed.ac.uk/ami/download/

7https://gitlab.tudelft.nl/mtarvirdians/meeting-mastery/-/tree/
main

Model Prompt C NC Macro-F1 Std. Dev.

GPT3.5

simple 0.58 0.61 0.590 0.024
explained 0.58 0.57 0.490 0.096
one shot 0.54 0.66 0.558 0.197
few shot 0.70 0.69 0.678 0.069

GPT4

simple 0.63 0.94 0.675 0.062
explained 0.66 0.72 0.683 0.092
one shot 0.65 0.81 0.708 0.091
few shot 0.66 0.80 0.716 0.035

Table 1: Precision score for the competitive (C) and non-competitive
(NC) classes, macro-averaged F1 score and standard deviation of
each prompt design for the GPT3.5 and GPT4 models.

there are around 3 times as many non-competitive overlaps as
there were competitive overlaps. Since their model is trained
on the test set from their dataset, it might indeed explain this
difference. LLMs, however, are not specifically trained on a
dataset of overlap instances, meaning that the skewness in the
results must have a different cause.

Figure 2 shows the influence of prompt designs on classi-
fication performance varies for the GPT3.5 and GPT4 model.
While the simple prompt design was intended to be used as
a simple baseline design, the resulting scores are surprisingly
high and consistent, with a standard deviation of 0.024 and
0.062, as can be seen in table 1.

One of the most interesting findings can be observed from
the results of the explain prompt design. From the plots in
figure 2, it appears that GPT3.5 fails to use clear definitions
of both overlap classes to infer the class of a given overlap.
Even more surprising is the fact that it performs worse than
the simple prompt design, which contains a very short and
primitive description of both classes. While it is the worst-
performing prompt design for the GPT3.5 model, it can be
seen that GPT4 is already a lot better at using the explanations
to accurately infer the overlap class.

For the GPT3.5 model, the one shot prompt design heav-
ily underperforms, with a worst F1 score of around 0.27, mak-
ing it too inconsistent for real-life use. However, this prompt
design works better with the GPT-4 model. Inconsistency is
still an issue, but the average F1 score increases with 0.15
from 0.558 to 0.708.

Finally, the few shot prompt design is the best perform-
ing prompt design for both models for the overlap classifica-
tion task. The combination with the GPT-4 model results in
the highest average F1 score of 0.72, and low standard devia-
tion of 0.035, making this the best solution for real-life usage
of this technology.

5 Responsible Research
5.1 Annotation Quality
The annotations in this work are done by the author. It is
noted that this is not a responsible approach due to many rea-
sons. As Tseng et al. [31] state, before annotated data are
submitted for downstream use, their quality, validity and re-
liability have to be assessed first. The annotations presented
in this work would not pass the requirements for responsible

https://groups.inf.ed.ac.uk/ami/download/
https://groups.inf.ed.ac.uk/ami/download/
https://gitlab.tudelft.nl/mtarvirdians/meeting-mastery/-/tree/main
https://gitlab.tudelft.nl/mtarvirdians/meeting-mastery/-/tree/main


Figure 2: Boxplots that showcase the influence of prompt engineering techniques on the F1 score of the overlap class predictions. The left
plot contains data points generated with the GPT3.5 language model. The right plot contains data points generated with the GPT4 language
model. Each of the boxes in these plots contain the F1 scores of predictions of 4 meetings from the AMI corpus. These 4 meetings contain a
cumulative of 110 overlap occurrences, of which 53 are competitive and 57 are non-competitive. The complete prompts that were used can
be found in appendix A.

annotations, which has to be taken into account when reading
this paper. While there are no well-defined guidelines on the
amount of annotators needed to label data. It is good practice
to do so in order to measure annotation agreements and to
collect the most accurate labels. At the very least, the quality
of annotations of any work should be similar to that of one
expert annotator. To emulate expert level quality, an average
of four non-expert annotators are required [32]. The author of
this work is considered a non-expert annotator, meaning that
this work does not conform to those standards. It also intro-
duces a potential bias in the annotations. The author could,
even subconsciously, be influenced to base the annotations on
the question: What would the model return?

The decision that the author should perform the annota-
tions was driven by the time constraints on this work. Since
this work is a bachelor’s thesis, a total of 10 weeks was avail-
able for the entire research cycle. To conform with the TU
Delft standards8, research where human participants are the
source of the data should get approval from the Human Re-
search Ethics Committee (HREC). This HREC application
usually consists of the three documents; (1) An HREC check-
list that has been signed by the responsible researcher; (2)
Completed informed consent materials; (3) A complete data
management plan. As mentioned on the TU Delft website,
the duration of this approval process takes around 4-6 weeks.
Given the fact that this project has a short duration of only 10
weeks, this would not make this a feasible solution for this
work, which is why another solution was required. Because
of the aforementioned motivation to use a multi-party meet-
ing corpus, there was no other feasible option apart from the
annotation process that was used in this work.

8https://www.tudelft.nl/en/about-tu-delft/strategy/
integrity-policy/human-research-ethics

5.2 Responsible Use
Ideally, this technology will eventually be incorporated by ac-
tual companies or institutions to assist in real life situations.
Since it will then affect the workflow and life of actual em-
ployees, ethical concerns arise of which a detailed analysis
follows. Based on the data that the tool produces, moderators
will form conclusions about the meeting participants partici-
pation throughout the meetings. While the average employee
will not be affected as much by the results of this tool, above-
average performing participants will stand out, as well as the
below-average performing participants. Take as an extreme
example a scenario where there is an employee that does not
actively participate in meetings. The findings of this tool
might motivate the company’s management to reconsider a
contract renewal, whereas this might not be the case if the
company never adopted this tool to their workflow. Still, this
might not be an issue if the tool output only numerical values
(e.g. turn duration, amount of turns, etc). These values can
be seen as factual and basically represent the events of the
meeting. However, issues arise when there are uncertain pre-
dictions made which influence the data and consequently the
employee. In order to create transparency and to minimize the
negative impact of this tool, the user must be informed that
the tool produces uncertain and, to some extent, random data
and classifications. Further, the user should be instructed to
confirm the findings of the tool before acting on the produced
results. To account for these actions, the tool warns and in-
forms the user when they perform an analysis and keeps track
of all overlap instances, which can then easily be iterated and
verified by the user.

5.3 Reproducibility
This work also introduces concerns about reproducibility.
There are two aspects of this work which raise these concerns

https://www.tudelft.nl/en/about-tu-delft/strategy/integrity-policy/human-research-ethics
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Citation Corpus Features Method F1 Score
Chowdhury et al. [23] ICC Acoustic, lexical, part-of-speech, psycholinguistic SVM 0.66
Egorow & Wendemuth [25] Davero Acoustic, emotional SVM 0.72
Chowdhury & Riccardi [24] ICC Acoustic, lexical DNN 0.68
Chowdhury et al. [21] ICC Acoustic , lexical FFNN 0.70
Egoro & Wendemuth [26] Davero Emotional NBC 0.70
This work AMI Lexical LLM 0.72

Table 2: A comparison of previous work. For each work, the used corpus, features, method and F1 score are given. The abbreviations for the
methods are, from top to bottom, Support Vector Machine (SVM), Deep Neural Network (DNN), Feed-Forward Neural Network (FFNN),
Naive Bayes Classifier (NBC) and Large Language Model (LLM).

around reproducibility; the state of the models which generate
the results, and the annotations against which the model’s out-
put is compared. The former concern is raised because of the
rapidly changing industry around Large Language Models. In
order to reproduce the findings of this paper, the exact same
models should be used. To assist in the reproduction, an anal-
ysis, explanation and motivation of the prompts were given in
section 3.2 as well as a detailed overview of the models and
parameters in section 4.1. It is important to note, however,
that the output of these models is influenced by the continu-
ous Reinforcement Learning from Human Feedback (RLFH).
Meaning that as people continue using these models and la-
belling outputs as good or bad, the models are refined con-
tinuously and might be different when reproducing this work.
To adress the latter concern, regarding the annotations, a de-
scription of the retrievable location of these annotated files is
given at the end of section 4.2. Lastly, the complete codebase
can be found in this work’s corresponding repository reposi-
tory9.

6 Discussion
6.1 Results
Overlap classification from text itself faces some difficulties.
One aspect that makes this task especially hard is the struc-
ture of the data. For instance, it is not completely clear from
only the text, when exactly the overlapper starts speaking.
The start and end time of each segment are given, however it
would be more clear if the data included an indication of ex-
actly where in the overlappee’s sentence the overlapper starts
speaking. A human could infer this by looking at the start
and end times of the segments, but a language model has
great difficulty extracting this information. When prompt-
ing the model with the question: ”How many seconds do the
sentences overlap?”, the model often replies with the dura-
tion of either one of the sentences from the overlap. Further-
more, while sometimes the overlappee stops speaking dur-
ing a competitive overlap, more often than not the overlappee
completes their sentence, resulting in the complete sentence
being transcribed before the start of the overlapping sentence.
Without hearing the audio recording, this makes it extremely
hard for the model to make a distinction between a compet-
itive overlap and an event where the overlapper starts speak-
ing near or at the end of the overlappee’s sentence. These

9https://gitlab.tudelft.nl/mtarvirdians/meeting-mastery/-/tree/
main

instances are the most difficult for LLM’s to classify, and will
always be a challenge for text-based overlap classification on
data with a similar structure to the corpus used in this work.

It should be noted that, especially for few-shot-learning,
prompt design is of utmost importance. Before choosing the
final design, as shown in appendix A.4, many other designs,
variants of support sets, and instructions were tested, most of
which only confused the model and caused it to return the
same class for all overlap occurrences. By varying the types
of competitive and non-competitive overlaps as well as their
order and choosing an appropriate support set size, the few-
shot-learning approach can consistently generate very accu-
rate results.

6.2 Comparison with previous work
Due to the novelty of this research area, there is no work, at
the time of writing, that used large language models for over-
lap classification. To still place the results in a broader con-
text, they are compared with work that uses different classi-
fication techniques. Egoro & Wendemuth [26] include a neat
overview of the results of the related works. For each paper,
they specify the employed features, corpus, method, perfor-
mance metric and score. We focus our comparison on the
works that use the F1 score as metric, similar to this work,
taking the papers from [26] into account as well as [26] it-
self and another paper that was not included. A complete
overview is given in table 2.

While different datasets were used in the compared works
making a direct comparison difficult, the approach used in
this work matches the performance with a macro-averaged
F1 score of 0.72. This result is surprising because it was ob-
tained from only lexical features, showcasing the inferring
powers of current LLMs. Furthermore, the little amount of
engineering effort needed to instruct the model to perform
the classifications is also impressive, compared to carefully
engineered support vector machines and neural networks.

A week before the completion of this paper, Ding et al. [33]
published a paper reporting on the annotation capabilities of
GPT-3. Their results show that while the data annotated by
GPT-3 is of high quality, there is room for improvement when
comparing them to human annotations. The results from this
paper align with those from [33], namely that they are good,
but somewhat inconsistent even with a carefully engineered
prompt. Ding et al. also conclude that individuals and low-
budget organizations can rely on LLMs to deliver high quality
annotations at a very low cost.

https://gitlab.tudelft.nl/mtarvirdians/meeting-mastery/-/tree/main
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6.3 Future Work
LLMs have already a massive impact on the world, affecting
education, the work floor, research and so on. The sheer fact
that Large Language Models are currently evolving at a rapid
pace, creates the need for continuous research to track the
capabilities of these models. Future work on the area of over-
lap classification could adopt different corpora such as the
aforementioned LUNA corpus. The question: How well do
LLMs perform on certain tasks on certain datasets? should
be ammended to: How do we structure our data such that
LLMs work best? By looking at this problem from both sides
(LLMs and data structure) we can expect to extract even more
performance from these incredibly intelligent models.

Another direction for future work is overlap detection with
LLMs. Before overlap classification can take place, the over-
laps must be extracted from the meeting. Overlap detection
plays a very big role in bringing this technology to the real-
life work floor, since a combination of overlap detection and
classification can enable an automatic analysis of overlap dy-
namics from a complete meeting transcript. Due to the short
duration of this project, there was insufficient time to also in-
vestigate overlap detection. However, if there had been more
time allocated, overlap detection would have been the first
thing to be included in this work.

Finally, it would be interesting to see how these models
perform on 2-party dialogue dataset, such as the LUNA cor-
pus. Multi-party meetings tend to contain a lot of backchan-
nels and unnecessary overlapping speech such as think aloud.
In a 2-party dialogue, the conversational dynamics of the
meeting are less complicated since the overlap cannot be di-
rected to a third party, and false starts occur less often. Be-
cause of this, the overlaps would be easier to classify for hu-
mans and LLMs alike.

6.4 Limitations
Clearly, this work has some limitations. Firstly, the time con-
straint. The 10-week period resulted in the need for irrespon-
sible manual annotation, which has been clearly explained
in section 5. Furthermore, at the time of writing, there is
limited access to the GPT-4 API. Consequently, the tempera-
ture, max tokens and stop sequence parameters for the GPT-
4 models could not be modified from the default values, as
ChatGPT does not allow this. These limitations call for the
need to reproduce and validate this work at a later moment,
when access to the GPT-4 API is granted to all users, and
there is a longer period of time allocated to the project to re-
sponsibly collect overlap annotations.

7 Conclusion
In this study, four different prompt designs have been used
and tested in order to find out what prompt engineering tech-
niques work best for text-based speech overlap classification.
Experiments were done on four meetings, with a cumulative
of 110 overlap occurrences. From the results it is concluded
that this text-based LLM approach matches the performance
of multi-modular neural networks from previous work. As
expected, it was shown that the predictions of GPT-4 out-
perform those of GPT-3 in terms of F1 score and most im-

portantly in terms of consistency. In-context learning, such
as few-shot-learning, is a valuable tool which requires very
little engineering knowledge and effort. This technique can
be used to instruct an LLM to perform very specific tasks,
like classification and data annotation. A final conclusion is
that as LLMs continue to improve, they become a more and
more attractive tool for automatic text annotation, which can
be used in a wide range of use cases, such as businesses who
want to improve their meeting quality by reducing the number
of competitive overlaps.
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A Prompts
A.1 simple prompt

Following are the 2 different categories for
↪→ overlapping speech:

0: Non-competitive overlap (where the speaker
↪→ encourages the current speaker to
↪→ continue)

1: Competitive overlap (where the speaker
↪→ tries to take over the conversation)

The following sentences are a part of a
↪→ meeting transcript. The middle sentence
↪→ that starts with "Overlap:" is the
↪→ sentence that starts before the
↪→ previous speaker has finished speaking.
↪→ Classify the overlap as non-
↪→ competitive or competitive. Only return
↪→ either the number corresponding
↪→ overlap category, nothing else.

Preceding sentence: <CONTEXT>
Overlap: <CONTEXT>
Category:

A.2 explain prompt

Following are the explanations for the
↪→ different categories for overlapping
↪→ speech:

0: Non-competitive overlap. These are
↪→ occurences where 1) another speaker
↪→ starts in the middle of an ongoing turn
↪→ , 2) both parties do not show any
↪→ evidence for grabbing the turn for
↪→ themselves, 3) speakers perceive the
↪→ overlap as non-problematic and 4)
↪→ speakers use it to signal the support
↪→ for the current speaker’s continuation
↪→ of speech.

1: Competitive overlap. These are occurences
↪→ where 1) the intervening speaker starts
↪→ prior to the completion of the current
↪→ speaker, 2) both the speakers display
↪→ interest in the turn for themselves,
↪→ and 3) speakers perceive the overlap as
↪→ problematic.

The following sentences are a part of a
↪→ meeting transcript. The middle sentence
↪→ that starts with "Overlap:" is the
↪→ sentence that starts before the
↪→ previous speaker has finished speaking.
↪→ Classify the overlap as non-
↪→ competitive or competitive. Only return
↪→ either the number corresponding
↪→ overlap category, nothing else.

Preceding sentence: <CONTEXT>
Overlap: <CONTEXT>
Category:



A.3 one shot prompt

You are an overlap classification tool.

An overlap occurs when the intervening speaker
↪→ starts speaking prior to the
↪→ completion of the current speaker.
↪→ Based on both sentences, classify the
↪→ overlap as non-competitive (category 0)
↪→ or competitive (category 1):

Preceding sentence: um might have been a good
↪→ idea to all deliver our presentations
↪→ and then discuss

Overlap: Yeah , that’s a good idea
Category: 0

Preceding sentence: Um , so so far , just to
↪→ recap you’ve got volume and channel
↪→ control and

Overlap: There’s um on and off , um volume and
↪→ channel , and skip to certain channels
↪→ with the numbers .

Category: 1

Preceding sentence: <CONTEXT>
Overlap: <CONTEXT>
Category:

A.4 few shot prompt

You are an overlap classification tool.

An overlap occurs when the intervening speaker
↪→ starts speaking prior to the
↪→ completion of the current speaker.
↪→ Based on both sentences, classify the
↪→ overlap as non-competitive (category 0)
↪→ or competitive (category 1):

Preceding sentence: um might have been a good
↪→ idea to all deliver our presentations
↪→ and then discuss

Overlap: Yeah , that’s a good idea
Category: 0

Preceding sentence: um the channels like the
↪→ the numbers on thing , um <disfmarker>

Overlap: Up <disfmarker> the numbers , or the
↪→ up down ?

Category: 0

Preceding sentence: Like if you want it on <
↪→ disfmarker>

Overlap: Where you can activate it and
↪→ deactivate it ?

Category: 1

Preceding sentence: uh any kind of like
↪→ display controls at all do you think we
↪→ need to worry about ,

Overlap: We don’t ? No ?
Category: 0

[................]

Preceding sentence: Try and sell it t sell it
↪→ to them to supply with um <disfmarker>

Overlap: There is that possibility , yes .
Category: 0

Preceding sentence: Um , so so far , just to
↪→ recap you’ve got volume and channel
↪→ control and <disfmarker>

Overlap: There’s um on and off , um volume and
↪→ channel , and skip to certain channels
↪→ with the numbers .

Category: 1

Preceding sentence: we could maybe incorporate
Overlap: those little key-rings have both ,
Category: 1

Preceding sentence: <CONTEXT>
Overlap: <CONTEXT>
Category:
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