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Abstract
In order to reach the goals of the Paris Agreement, global emissions must decrease at a steady rate of
7.6% each year to 2050 [38]. This rate equals the impact of more than one COVID19 pandemic per
year, for the next 30 years [22]. Looking at the industrial sector, the largest share of energy is used for
process heating, with fossil fuels as its primary source [20]. A key technology to improve the energy
efficiency and reduce the emissions of process heating is by the integration of heat pump technology.

However, operational costs are still a limiting factor in the widespread uptake of this technology. A
potential of industrial heat pumps that will have a positive effect on the operational costs, as well as its
general applicability, is the possibility to operate the equipment in a flexible manner. At this point, the
potential to respond with high temperature industrial heat pumps to heat demand, the electricity market
or to grid congestion, is not yet unlocked.

The focus in this study is on gaining more insight into the dynamic characteristics of high temperature
industrial heat pump operation. The approach to do so is based on modeling of a high temperature
industrial heat pump in the Dymola simulation environment. With this model, the control strategy can
be optimized and the dynamic limitations can be identified. The approach is conservative in its nature,
to allow for modeling errors as experimental validation is out of the scope.

The modeling environment is block diagram based, which allows for independent development of the
individual heat pump components. Because the screw compressor in the heat pump cycle has an
intermediate injection port, a customized model is used to describe the behavior. Despite some adjust
ments, this model is in its basis based on the model described by Dardenne et al. [19]. The compressor
model is calibrated using performance data supplied by the manufacturer.

The heat exchanger models are based on the commercial TILsuite library [66] and are discretized
using the finite volume method. A grid independence study is used to determine the required grid
refinement. The fully assembled heat pump model performance is validated using a steady state anal
ysis. In contrast to the steady state analysis, the refrigerant charge is of importance in the dynamic
model and needs to be adapted to match the heat pump performance.

By running multiple simulations, the dynamics of the heat pump are identified over a range of oper
ating conditions. Based on the derived coupling between subsystems, a suitable control strategy is
selected. The system dynamics are used to tune the controllers with the tuning algorithm by Math
works. After validation of the controller performance and robustness, the PID SISO control structure
is concluded to be a suitable solution. A benefit of this solution is the accessibility for industry and the
absence of more complex tuning studies. The implementation of additional control structures is also
looked into, and disturbance rejection based feedforward can lead to even higher performance.

Quantitatively speaking, the industrial high temperature heat pump considered in this report is found
to be able to ramp up and down at a maximum rate of 20%/min. The limiting factor in this economizer
based cycle is the ability of the control system to keep the superheat at the screw compressor injection
port within acceptable limits. This level of flexibility allows use of the heat pump for both demand and
electricity price response, as well as for participation in grid load balancing pools. On a higher level,
based on these results flexible heat pump operation can be considered possible.

A dynamic limitation identified is related to the maximum increase rate of the evaporator water tem
perature. This is considered relevant for all heat pump systems, and concerns condensation in the
compressor suction line. Because the developed model cannot be used for quantification of this prob
lem, this should be addressed in future studies. The same goes for the experimental validation of the
heat pump model. This is considered a valuable next step in demonstrating the flexibility.
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1
Introduction

1.1. Background
Global greenhouse gas emissions in 2020 are drastically reduced due to the COVID19 pandemic.
The average annual greenhouse gas emissions in 2020 are expected to be 7% less than in 2019 [38].
Despite this being welcome news in the battle against climate change, it also provides a worrying per
spective to the Paris Agreement. The Emission Gap Report, which is recently published [71], shows
that in order to reach the goals of the Paris Agreement, global emissions must decrease at a steady
rate of 7.6% each year to 2050. In other words, more than the impact of one COVID19 pandemic is
needed each year for the next 30 years, to reach the Paris Agreement goals [22].

This analogy stresses the importance of continuing and intensifying the battle against greenhouse gas
emissions. The total energy demand of the European industry in 2019 is depicted in figure 1.1. Note
that the majority of the energy, 66%, is used for process heating purposes. No less than 78% of the
process heating energy demand is covered by fossil fuels [20]. As stated by the International Energy
Agency, greater ambition is needed to increase the share of renewables for heat and to improve energy
efficiency [29].

Figure 1.1: Industrial energy consumption in Europe in 2019 [20]

In the light of this ambition, a key technology to improve energy efficiency is by the integration of heat
pump technology. This technology has a large potential in lowering the loss of thermal energy in in
dustrial processes [20]. Note that the applicability of heat pumps does however highly depend on the
desired temperature levels, also included in figure 1.1. Industrial processes with a temperature range

1



2 1. Introduction

up to 100°C can already be supplied with today’s heat pump technology [11]. The socalled high tem
perature industrial heat pump technology, with sink temperatures in the range of 100  200°C, is still
in the development phase. Although pioneering companies have already started commercialising in
dustrial heat pumps with sink temperatures up to 165°C [34], further research is needed to accelerate
widespread integration. Industrial high temperature heat pumps are of particular interest for steam
production. Steam is the preferred heat carrier in many industrial production processes [70]. Typical
industries where steam within the aforementioned temperature range is used is the food, paper and
chemicals industry [11].

One particular barrier limiting widespread integration is the investment case still not being sufficiently
attractive [20]. This barrier can be split into two different aspects. The first aspect is that the capital
expenditure (CAPEX) is still too high. Both the equipment and the integration study are costly. These
costs are correlated with the Technical Readiness Level (TRL), and will go down when the equipment
becomes more mass produced [53]. At this moment in time, customization for every process is still the
norm.

The second aspect that affects the investment case is the operational expenditure. With increasing
cycle efficiency, the investment case will become more interesting. Various research initiatives aim
at improving the cycle efficiency. This for example by applying new refrigerants or advanced cycles
[49][10]. A potential which is not yet unlocked, is the ability to operate industrial heat pumps in a flex
ible manner. Various studies have shown the positive effect of this feature on operational costs [68].
Flexible operation, also called smart operation, allow the hardware to react to the process demand, the
electricity price and to grid congestion.

1.2. Research questions
The focus in this study is on the ability of high temperature industrial heat pumps to operate in a flexible
manner. In order to gain insight to what extent industrial heat pumps can be used for process demand
and electricity price response, a subdivision is made into the following questions. Answers to these
research questions are constructed throughout this report.
1. What is a suitable method to model the individual heat pump components?
2. What is the most suitable control method for flexible heat pump operation?
3. What are the dynamic characteristics of industrial heat pump operation?

1.3. Methodology
Because of practical limitations, as well as the high costs that go together with equipment on the in
dustrial scale, studying the dynamics either by changing the actual design or by trial and error, is not
considered feasible. Therefore, a dynamic model is developed that simulates the dynamics of an in
dustrial heat pump. This also allows for a more thorough investigation of the internal phenomena that
happen during dynamic operation.

A stepwise method is applied in developing the dynamic model. First of all, the individual heat pump
components are modeled separately, using the Modelica objectoriented language [48] and the com
mercial library TIL Suite [66]. Performance data supplied by the manufacturer is used to calibrate the
component models. Extra attention is paid to the development of the compressor model, because of
the relatively complex behaviour.

Next, the individual heat pump component models are assembled. The steady state performance
of the complete heat pump model is validated using a performance analysis based on data supplied by
the heat pump manufacturer.

The most suitable control method is determined by performing a coupling and time delay analysis
between in and outputs. The settings of the selected control method are tuned based on a linearized
system identification at multiple operating conditions. Next, the control method is implemented and the
robustness is analysed. Finally, the dynamic characteristics of the heat pump are investigated using
the model, and the limitations are identified.
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1.4. Scope
The developed dynamic model can be used for the simulation of industrial heat pumps. In this study
the model is applied to the 2 MW closed economizer heat pump developed by Ochsner, as described
in more detail in subsection 2.1.3.

1.5. Outline
An analysis of the problem is presented in chapter two. This chapter covers details of industrial heat
pumps, such as the cycle design and the current state of technology. Also the compressor technology
is analyzed. An analysis of previous work related to heat pump dynamics is presented, followed by an
overview of the experimental facility on which the model is based.

In chapter three, a brief discussion is presented on the different modeling environments available.
Next, the model development of the individual heat pump components is presented; the compressor,
the heat exchangers, the expansion valves and the piping. The chapter is concluded by discussing the
simulation setup. The calibration and validation of the individual heat pump component models is pre
sented in chapter four. Also the steady state validation of the assembled heat pumpmodel is presented.

In chapter five the focus is on the optimization of the heat pump controls for flexibility. First an analysis
is presented from which the most suitable control method follows. Next, the tuning of controllers along
with a robustness test is presented. The second part of this chapter covers the actual investigation
into the dynamic characteristics of the industrial heat pump, for both load level changes as well as for
changes in evaporator water temperature.





2
Problem analysis

In order to gain more insight into the dynamic characteristics of industrial heat pump operation, first
an analysis into the problem is required. In this chapter, the problem is analyzed by focusing on the
industrial heat pump market and the state of technology first. Next, the focus shifts to the component
level, where the compressor technology and modeling are discussed. In the third section, an overview
of previous heat pumpmodeling work is presented. In the final section, the research facility is discussed
that will be used to follow up on the work presented in this study.

2.1. Industrial heat pumps
2.1.1. Market potential
In recent years, various studies investigating the high temperature industrial heat pump market po
tential are published. The majority of these studies focused on identifying the high temperature heat
demand in industry, while neglecting the available waste heat supplies [54]. A study that did include
the available waste heat supply was published by Kosmadakis in 2019 [36]. In this study, the focus is
on heat pumps with sink temperatures in the range of 100  200°C. The value of this work is limited
because of the fact that the technical readiness level is not equal throughout the temperature range. A
study that does include this aspect as well is published recently by Marina et al. [43] This study applies
a bottomup approach and is aimed at providing heat pump manufacturers with a market perspective.
Both the heat demand and the available waste heat are included in this market potential investigation,
in which characteristics such as the temperature level and performance are included as well. Note that
this study focused on the the European Union.

In general, a similar conclusion is found in the different high temperature heat pump market poten
tial studies; namely that a large market potential is identified. As mentioned in the study by Marina
et al. [43], the investment needed to cover the market potential is estimated in the range of €4.60 
€11.5 billion. This market potential only covers the paper, chemical, food and refinery industry, in which
the chemical and paper sector have the biggest share. Because of the bottomup approach, this is a
conservative estimate.

2.1.2. Current state of technology
As mentioned by both Apargaus [11] and Marina et al. [43], industrial high temperature heat pumps in
the range of 100°C to approximately 150°C are made commercially available by a few pioneering com
panies, although further research is needed to strengthen the understanding of the technology. Both
studies also mention that in the higher temperature range of 150  200°C, further research is needed
in order to make the technique ready for adoption by heat pump manufacturers.

A wide variety of cycle designs is applied. As presented in the study by Arpagaus [8], Kobe Steel
is promoting their Kobelco SGH 165 high temperature industrial heat pump as the first of its kind able
to produce steam at a temperature of 165°C. Do note that for this, a source of steam already at 120°C
is needed. The high temperature heat pump HeatBoosterR245fa, commercialised by Viking, has a

5
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maximum heat sink temperature of 150°C. The cycle of this heat pump is based on a single stage
design with an internal heat exchanger (IHX) and a storage vessel. More details related to the cycle
design are covered in subsection 2.1.3.

The Austrian company Ochsner has build two different high temperature industrial heat pumps with
sink temperatures up to 130°C. The IWWDSS R2R3b is a two stage heat pump. The low pressure
stage uses R134a as refrigerant, and in the high pressure stage the by Ochsner developed refrigerant
Öko1, which is based on R245fa, is used. The IWWDS ER3b is a one stage heat pump and uses Öko1
as refrigerant. Both heat pumps use single screw compressors, and the maximum heating capacity is
1.5 MW. A newly developed heat pump is build by Ochsner for research purposes specifically and is
installed at TNO in Petten. This heat pump has a heating capacity of 2 MW at a nominal conditions.
This heat pump is discussed in more detail in subsection 2.4.1.

The lower the sink temperature, the higher the TRL, and consequently the more heat pumps have
become available. At a sink temperature of 120°C, Hybrid Energy offers the highest capacity heat
pump, with a heating capacity of up to 2.5 MW. Combitherm, Mayekawa and Kobelco also offer heat
pumps with a sink temperature up to 120°C, but with significantly lower heating capacities, below 400
kW [11].

The current state of technology is pushed forward by various research initiatives [11]. Most initiatives
are supported by experimental studies. Noteworthy is that the majority of the experimental studies is
focused on heat pumps with heating capacities in the order of tens of kilowatts (labscale), or hundreds
of kilowatts (prototypescale). The main research goals are increasing the heat pump efficiency by test
ing new cycle designs and compression technologies, testing new environmentally friendly refrigerants
and achieving higher sink temperatures.

The refrigerant selection is also highly subject to innovation pushed by the climate crisis. Refriger
ants that were common in refrigeration systems are found to have very high Global Warming Potentials
(GWP). The GWP is a measure of how much heat the gas traps in the atmosphere. To illustrate the
effect of refrigerants; the common R134a has a GWP of 1430, meaning the effect of this medium is
1430 times stronger than CO2 on the greenhouse gas effect. [69] Another aspect relevant to refriger
ants is the Ozone Depletion Potential. As the name suggests, this number quantifies the refrigerant’s
potential to deplete the ozone layer.

Apart from these two characteristics, the influence of the refrigerant type on the high temperature heat
pump cycle efficiency and the heat pump component design is also important. At high temperature
lifts, a high coefficient of performance (COP) is desired as well. This can be challenging, due to the
decreasing enthalpy of vaporization at higher pressures. Also the volumetric heat capacity is of impor
tance, as this influences the heat pump component sizing. Innovative refrigerants that score well in
terms of efficiency, environmental potentials, flammability and toxicity, are R1233zd(E) and R1224yd
[11] [7] [27].

2.1.3. Advanced cycles
As became clear in the previous section, various advanced cycle layouts are implemented by the high
temperature heat pump manufacturers. The goal of these advanced cycles is increasing the perfor
mance of the cycle, either by increasing the temperature lift or by increasing the efficiency. Another
reason for complicating the design is for safety. It must be noted that a compromise needs to be made,
because complicating the cycle design goes hand in hand with an increase in CAPEX. In this section,
the cycle design of the Kobe Steel Kobelco SGH 165 and Viking HeatBooster S4 heat pump will be
touched upon. Also the cycle design of the newly developed Ochsner heat pump is discussed.

The Kobe Steel Kobelco SGH 120/165 is a standard vapor compression heat pump on the bottom cycle,
combined with an open steam compression unit as the top cycle. In the latter, the steam temperature
is raised to 165°C. See figure 2.1. The Viking HeatBooster S4 employs a slightly more advanced cycle,
as visualised in figure 2.2. Both figures are based on Arpagaus [11]. In this cycle, a piston compressor,
a flash tank and an IHX are integrated. The IHX is used to provide superheat after the evaporator.
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For some refrigerants, part of the saturated vapor boundary slope in the pressureenthalpy diagram is
lower than the slope of the constant entropy lines [39], see figure 2.4. The superheat is required to
ensure that during the compression step sufficient margin to the twophase region is available. Liquid
formation in the compressor is undesired and could potentially damage the compressor [49]. From the
study by Moisi et al. [49], it becomes clear that the use of the IHX has a positive effect on both the
heating capacity and the COP.

Figure 2.1: Kobe Steel Kobelco SGH 165 cycle layout Figure 2.2: Viking HeatBooster S4 cycle layout

The recently developed Ochsner heat pump is based upon the closed economizer cycle, as presented
in figure 2.3. The pressure enthalpydiagram is presented in figure 2.4. In this cycle, the condensed
fluid is split into two; the main condensate that flows to the evaporator, and a smaller fraction that will
flow to the injection port of the screw compressor. The main condensate stream is first subcooled by
the injection stream, and consequently expanded before it flows to the evaporator. The flow through
the injection line is first expanded, and then used to subcool the main condensate stream. The heat
is exchanged in the economizer. This cycle is also studied by Moisi et al. [49], and is found to have a
higher efficiency than the cycle applied by Kobe Steel. Note that in this cycle the required superheat
needs to be provided by the evaporator. Both Arpagaus [11] and Moisi et al. [49] present the econo
mizer cycle to be too complicated in comparison to the basic IHX cycle, and therefore not competitive.
This is however not well substantiated, as cost specific analysis is missing.

Figure 2.3: Ochsner economizer cycle layout
Figure 2.4: Pressureenthalpy diagram of the economizer cycle with

constant entropy lines
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2.2. Screw compressors
2.2.1. Technology
Screw and piston compressors are commonly used in high temperature industrial heat pumps. Screw
compressors are the preferred choice for high capacity heat pumps (0.08  6.00 MW) [28]. This is be
cause of the smaller footprint, the more continuous flow rate and the smaller number of moving parts.
The smaller number of moving parts is advantageous from a maintenance point of view. For the same
reason, twin screw compressors are more common than single screw compressors.

Twin screw compressors consist of a male and a female helical shaft, oriented parallel to each other.
See figure 2.5. The shafts are enclosed in the housing, in which the inlet and outlet are situated on
opposite sides. A cavity between the two screws is present, which is reduced over the length of the
screws. The ratio at which this volume is reduced is a geometrical property of the compressor and is
called the internal volume ratio 𝑉𝑖.

Figure 2.5: Oil flooded twinscrew compressor main components [14]

In heat pump applications, it is common to have oil injection into the compression chamber for two
reasons; to seal the builtin clearances between the screws and the housing, and to lubricate the con
tact area between the screws. In oil injected twinscrew compressors, only one of the screws is driven
by the electric motor, and the other screw is fully driven by the contact area. The oil sealing in the
clearances limits refrigerant backflow. A limited amount of oil, in which refrigerant is dissolved, will
flow upstream because of the pressure difference [73].

Due to the built in volume ratio 𝑉𝑖, the design of the screw compressor should be matched accurately
with the operating conditions. If the design and the operating conditions are not well matched, either
under or overcompression occurs [28]. This negatively affects the efficiency. In the case of under
compression, backflow in the discharge port will occur. The effects of under and overcompression
are visualised in figure 2.6, in which the marked area quantifies the additional losses.

Figure 2.6: Indicator diagram for compressors with builtin volume ratio, to illustrate over and undercompression effects [28]
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The capacity of the screw compressor can be controlled in two different ways. First of all, a variable
frequency drive (VFD) can be installed on the electric motor. By varying the frequency and thus the
compressor speed, the capacity is adjusted. The second method is by adjusting the socalled slide
valve position. The slide valve is situated centralised below the two screws. A schematic represen
tation is given in figure 2.7. If the valve slides to the right, a gap occurs through which the the gas
can flow back to the suction line. The further the valve is moved, the larger the gap, and the more the
capacity is reduced. In current screw compressors, the capacity can be reduced by up to 90% using
the slide valve. Slide valve control is often restricted to four fixed positions, but can be stepless as well.
A comparison between a VFD and a slide valve controlled twinscrew compressor is described by the
International Refrigeration Consortium in 2004 [32] and by Shah et al. in 2015 [63]. From the presented
studies capacity control by VFD is found to be more energy efficient compared to slide valve control
below 95% part load. At full load conditions, approximately 3% more energy is consumed in a VFD
controlled compressor due to higher electrical power losses. Taking into account the lower installed
costs of the slide valve in comparison with the VFD, the most suitable control method will be application
dependent.

Figure 2.7: Slide valve capacity control [76]

Screw compressors are an excellent choice for application in economizer heat pump cycles. This
because in contrast to piston compressors, refrigerant can be injected continuously into the screw cav
ity at an intermediate pressure. Note that the same is possible with scroll compressors, because of the
practically identical working principle of of both types. With some refrigerants, an added advantage of
injection is that the already partly compressed refrigerant from the suction line can be cooled slightly.
The screw compressor could therefore start to behave more like a twostage intercooled compressor,
with reduced required compressor work and reduced outlet temperature. This last advantage, the re
duced outlet temperature, is of importance as the compression end temperature is subject to technical
limitations. The compression end temperature should not exceed ±150°C. With today’s technology,
this is the maximum temperature at which lubricity and oil tightness can be ensured [11].
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2.2.2. Modeling
Due to the benefits of refrigerant injection, various studies have focused on developing mathemati
cal models to support performance analysis. Because of the previously mentioned similarity between
both compressor types, models for screw and scroll compressors are interchangeable, and are there
fore both considered. A subdivision can be made between empirical, semiempirical and geometrical
models. The empirical models require a full dataset to describe the compressor performance, and
are especially suitable to implement in complex thermodynamic systems in which no analysis on the
component level is required. If the goal of the model is use in the detailed design phase, they are not
suitable. For this, geometrical models are developed. Semiempirical models are in between, and use
both geometrical and empirical data. A clear overview of the published scroll compressor models is
presented by Byrne in 2014 [15], from which it becomes clear that most models are geometrical. How
ever, even for geometrical models experimental calibration might still be necessary. In the thesis of
Van Bommel [73], a full geometrical model is presented, where experimental calibration is still needed.

For the twinscrew compressor that will be modeled in this study, no detailed geometrical specifica
tions are available. Because insight in the component level behaviour is desired, the semiempirical
technique is the most suitable. As mentioned in the study by Dardenne et al. [19], the only two semi
empirical models that do not require geometrical specifications as input are described by Qiao et al. [59]
and Winandy et al. [79]. A disadvantage of the study by Quai et al. [59] is that correlations derived from
the compressor performance map are required to compute the compressor power input. The model
developed by Winandy et al. [79] is limited as it does not account for frequency variation or injection
mass flow rate prediction. In the study presented by Dardenne et al. [19], the model of Winandy et al.
[79] is adapted to remove these shortcomings. The acquired model shows good accuracy and can be
reliably integrated in a thermodynamic system model.

The model developed by Dardenne et al. [19] divides the compression process into nine steps. This is
more detailed than the model of Winandy et al. [79], in which the injected mass flow was not accounted
for in a separate step, but was combined with the suction mass flow. Also Winandy et al. [79] neglected
internal leakage, heat transfer to the screws, a pressure drop at the suction and discharge port and a
variation in the rotational frequency. In the model by Dardenne et al. [19], only the pressure drop over
the suction and discharge port and the heat transfer to the screws are still ignored. The steps in this
model are visualised in figure 2.8 and are:
1. Heating at the suction side (isobaric)
2. Mixing with the internal leakage flow (isobaric)
3. Compression up to the pressure at which the injection port is uncovered (isentropic)
4. Mixing with the injection flow (isobaric)
5. Compression up to the intermediate pressure (isentropic)
6. Mixing with the injection flow (isobaric)
7. Compression up to the adapted pressure (isentropic)
8. Compression at constant machine volume up to discharge pressure (adiabatic)
9. Cooling at the discharge side (isobaric)

In reality, the injection mass flow is not constant but varies with the orbit angle of the screws. The
injection mass flow is driven by the pressure differential between the compressed cavity and the injec
tion line. During the injection process, the compression volume decreases. Before the injection port is
covered again, the pressure in the cavity might become larger than the injection line pressure. In this
case, backflow will occur. To take this effect into account in the compressor model, two injection steps
are included. The mass flow rate at the second injection step can be either negative or positive. This
effect is clearly described by Dardenne et al. [19] and is illustrated in figure 2.9. This figure shows that
the injection process is simplified, but quantitatively still representative. Both the study by Wu et al.
[81] and Moon et al. [51] give a qualitative insight in the phenomena influencing the cycle performance
when adjusting the injection line pressure. A key finding is that an optimal (system specific) injection
line pressure can be found that maximises the COP. Using the twostage injection model representation
by Dardenne et al. [19], a more accurate estimate of the optimal COP could potentially be achieved.
Such an optimization is out of the scope of this study.
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Figure 2.8: Schematic diagram of the compressor model by Dardenne et al. [19]

Figure 2.9: Mass flow rate of injection (a) and pressure in the compression cavity (b) as a function of the orbiting angle [19]
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2.3. Heat pump dynamics
2.3.1. Previous work
The dynamics of heat pumps have been studied in the past decades by means of modeling and experi
mental studies. The experimental work is primarily used for validation of the modeling efforts made and
based on small scale, domestic heat pumps. The first efforts to develop a full system dynamic model
were made in the 70’s by MacArthur [17]. Over the years, several dynamic models are presented,
as summarised in the literature review presented by Rasmussen [61]. A subdivision in modeling tech
niques can be identified; the black, gray and white box models. The black box models are fully empirical
and therefore system specific. Although suitable for macro analysis, they are not suitable for heat pump
design optimization or detailed analysis of component level behaviour. On the other end of the spec
trum are the white box models. These models are fully described by the physical laws. In practice,
most of the developed models are a mix of both and are therefore called the gray box models.

Even more than for the compressor, as discussed in section 2.2, attention is paid to the modeling
of the heat exchangers [78]. This because of the relatively complex physical phenomena that occur
in the evaporation and condensation process. Three discretization techniques of the heat exchangers
are described in literature; the lumped parameter model, the moving boundary model and the finite
volume model. The lumped parameter model describes the heat exchanger as a single volume, or, in
case both single phase and twophase flow regions are present, into multiple volumes. The moving
boundary model is an extension of the lumped parameter model, where the volume sizes are dynamic
as well. Especially in the early years of heat exchanger model development, these two types of models
were the preferred choice because of the relatively low computational power required. Because of the
same reason, finite volume models are developed much more in recent years. The finite volume model
divides the heat exchanger in many control volumes. This technique is found to be more accurate in
describing startup, shutdown and load change dynamics [17].

The first effort in heat pump modeling made by MacArthur was also based on the finite volume method.
Other models in which the transient behaviour of heat pumps is studied are presented by, among oth
ers, Librado et al. [41], Li et al. [40] and Meesenburg et al. [45]. In the study by Librado et al. [41],
the lumped parameter model is applied. Li et al. [40] implemented the moving boundary model, and
Meesenburg et al. [45] in their more recent study the finite volume model. Note that none of these
dynamic heat pump models, nor the models mentioned in Rasmussen [61], correspond with the cycle
layout studied in this report, as presented in figure 2.3. A more relatable study is presented by Qiao et
al. [59], in which a flash tank economizer cycle with a vapor injection scroll compressor is modeled.

A follow up study, also by Qui et al. [60], describes the experimental validation of the developed
model. In this study, an analysis is presented in which the dynamic behaviour on the component level
is discussed. Apart from the study of Meesenburg [45], none of the aforementioned studies is focused
on industrial sized heat pumps. A recent study by Kobe Steel [34] does focus on the industrial heat
pump discussed in subsection 2.1.3, but is solely experimental.

The PhD thesis by Meesenburg [44] covers the dynamic modeling of an 800 kW heat pump, in com
bination with experimental validation. This ammonia based, low temperature heat pump is used for
district heating. The cycle layout (twostage) differs significantly from the heat pump studied in this
report (single stage). Furthermore, Meesenburg implemented more simple compressor models as no
vapour is injected. The main factor limiting flexible heat pump operation was found by Meesenburg to
be the risk of vapor formation in the piston compressor suction line during load level changes.

2.3.2. Flexible operation
The share of variable renewable energy is rapidly increasing [68]. Because of the intermittent char
acter, a larger imbalance in supply and demand is expected. With this, the electricity price is also
expected to show larger variations. Flexible operation of industrial heat pumps allows to make use of
the varying electricity price, and make operation more cost effective. This is a benefit for the end user,
as well as for the heat pump manufacturer. The heat pump manufacturer profits from this, because an
increasingly interesting investment case will make the heat pump market expand.
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The larger imbalance is a problem for the transmission system operator, who is responsible for the grid
stability. To balance the supply and demand in the Netherlands within one imbalance settlement period
of 15 minutes, the transmission system operator makes use of the automatic Frequency Restoration
Reserve [4]. Operators of equipment with a (combined) electrical power of 1 MW and higher can be
contracted by Tennet, the Dutch transmission system operator, for this reserve. This can be financially
attractive, as mentioned in the whitepaper by Agro Energy [74]. To be contracted, a minimum ramping
rate of 10% per minute, for the power range of 1  4 MW, and 7% per minute for 4 MW and above is
required [3].

2.4. Research facility
2.4.1. Ochsner heat pump
As part of the LowCapex project [1], the previously mentioned steam producing Ochsner industrial heat
pump is installed at TNO in Petten. This heat pump will, in future projects, be used for demonstrating
flexible heat pump operation. The heat pump, with a thermal capacity of 2 MW, is visualised in figure
2.10. The design is based on the economizer cycle as discussed in subsection 2.1.3. Using this heat
pump, steam can be produced up to a temperature of 125°C, from waste heat as low as 40°C. The heat
pump is equipped with a VFD to allow stepless control of the compressor speed. Further specifications
of the heat pump are covered throughout the report.

Figure 2.10: Ochsner 2 MW Heat Pump [67] Figure 2.11: Heat pump test rig [67]

2.4.2. Test rig
For dynamic experiments, the heat pump will be connected to a test rig. This test rig is developed for
the supply of heat and for the uptake of generated steam, and can thus be used to simulate industrial
operation. The test rig consists of a buffer vessel which is partly filled with water. This water is heated
and can be used for the supply of low temperature heat to the evaporator. A second, smaller vessel is
used for the separation of steam and liquid. The liquid is supplied to the refrigerant condenser, and the
generated steam flows back to the separator vessel. The separator after the steam generator is thus
not part of the heat pump itself. The water evaporation temperature in the condenser is controlled by the
pressure in the separator vessel. The steam from the separator vessel flows back to the buffer vessel
and is injected in the liquid. The increase in thermal energy in the buffer vessel is compensated by a
waterglycol cooling circuit which transports the heat to the ambient using air cooled heat exchangers.
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Building further on the presented problem analysis, the development of the heat pump model is pre
sented in this chapter. First, a brief overview of available modeling environments is given. This is
followed by a presentation of the individual heat pump component models. In the concluding section,
the simulation setup is discussed.

3.1. Modeling environments
Several software environments are available for the modeling of thermodynamic systems. The most
commonly used are Aspen Plus, Simulink and Dymola. Aspen Plus is a chemical process simulator,
and therefore not primarily focused on the modeling of refrigerant systems. Simulink is a more generic,
on MATLAB based block diagram environment for model based design. A similar alternative is Dymola,
which is also used for model based design, but based on the Modelica object oriented language.

The model presented in this study is developed using Dymola, in combination with the commercial
TIL library by TLK Thermo [66]. The TIL library is leading in the field of large refrigeration system mod
eling. This is confirmed by the large number of multinational corporations using the library. The models
are ideally suited for the design and optimization of large and complex systems.

3.2. Heat pump model development
In this section, the models of the individual heat pump components are presented. First the compressor
model is discussed, followed by the heat exchanger and piping models. The oil separator is assumed
to have a negligible effect on the heat pump dynamics and is therefore not included in the model. The
calibration and assembling of the component models is discussed in chapter 4.

3.2.1. Compressor
As the TIL library does not include a compressor model with injection, the TIL scroll compressor base
class is used as a starting point. On this the model by Dardenne et al. [19] is built, as presented in
chapter 2. As mentioned in the previous section, scroll compressor models are suitable for screw com
pressor modeling, because of their similar working principle. Note that in both the compressor studied
by Dardenne et al. [19], as well as in the compressor studied in this model, the electric motor is cooled
by the suction gas; a socalled hermetic configuration. This aspect is not integrated in the model by
Dardenne et al. [19]. For simplification, this is also not included in the model presented here. The
isothermal wall is also left out for simplification, see figure 2.8. The heat loss is assumed to occur in
the discharge chamber only, because of the higher temperature. Another difference can be found in
the fact that in contrast to the model by Dardenne et al. [19], the pressure drop at the suction port and
discharge port is implemented in this study. The thermal capacity of the compressor is neglected. This
is common practice in dynamic heat pump modeling, because the dynamic behaviour is hard to predict
without measurement data [44]. A schematic representation of the developed screw compressor model
is visualized in figure 3.1.

15
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Figure 3.1: Schematic representation of the compressor model

The way the equations are coupled also differs from the model by Dardenne et al. [19] In the cur
rent model, the suction and discharge chamber, and the two mixing chambers at the injection ports
are modeled as physical control volumes. The derivation of the mass balance over a single volume is
presented in equation 3.1. The derivative of the mass with respect to time is written as a function of the
pressure and enthalpy. These state variables usually serve as the independent properties in property
routines [59]. The right hand side of the equation accounts for the in and outflow of refrigerant.
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In equation 3.2ad, the derivation of the implemented energy balance over the mixing chambers is
presented. This energy balance is again written as a function of the pressure and enthalpy. The
energy rate balance as presented in Principles of Engineering Thermodynamics is taken as a starting
point (a) [52]. First the kinetic and potential energy are neglected. As a result, the energy in the control
volume equals the total internal energy (b). Taking the partial derivative (c) of the definition of the
internal energy, the equation can be written as presented in (d). Note that the volume of the mixing
chamber volume does not change. Because no work is done by the control volume, the work term can
be excluded.

𝑑𝐸cv
𝑑𝑡 = �̇�cv − �̇�cv +

𝑝

∑
𝑖=1
�̇�𝑖(ℎ𝑖 +

𝑣2𝑖
2 + 𝑔𝑧𝑖) −

𝑞

∑
𝑒=1

�̇�𝑒(ℎ𝑒 +
𝑣2𝑒
2 + 𝑔𝑧𝑒) (3.2a)

𝑑𝑈cv
𝑑𝑡 = �̇�cv + �̇�cv +

𝑝

∑
𝑖=1
�̇�𝑖(ℎ𝑖) −

𝑞

∑
𝑒=1

�̇�𝑒(ℎ𝑒) (3.2b)

𝑑𝑈cv
𝑑𝑡 = 𝑑𝐻

𝑑𝑡 − 𝑝
𝑑V
𝑑𝑡 − V

𝑑𝑝
𝑑𝑡 (3.2c)

𝑑ℎ
𝑑𝑡 =

1
𝜌cvV

(�̇�cv +
𝑝

∑
𝑖=1
�̇�𝑖(ℎ𝑖) −

𝑞

∑
𝑒=1

�̇�𝑒(ℎ𝑒) + V
𝑑𝑝
𝑑𝑡 ) (3.2d)

The properties at the in and outflow of the three compression steps are coupled by the constant en
tropy and by the change in density with respect to the suction chamber. The latter is defined by the
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internal volume ratio 𝑉𝑖. The internal volume ratio of the first compression step, 𝑉𝑖ls, is coupled to
the internal volume ratio of the intermediate compression step, 𝑉𝑖ms. This coupling eliminates one un
known parameter and is also implemented by Dardenne et al. [19], as a function of the swept volumes.
Dardenne et al. [19] defines the swept volume of the mid stage compressor as the average of the swept
volume of the low and high stage compressor. See equation 3.3ac for the implemented relations. See
figure 3.1 for the numbering.

𝑉𝑖ls =
2

1 + 1
𝑉𝑖ms

= �̇�2𝜌1
�̇�1𝜌2

(3.3a)

𝑉𝑖ms =
�̇�3𝜌1
�̇�1𝜌3

(3.3b)

𝑉𝑖hs =
�̇�4𝜌1
�̇�1𝜌4

(3.3c)

For the coupling between the mass flow rates through the suction, discharge, injection and leakage
port and the respective pressure drop, equation 3.4 is used [46]. The flow through the port area 𝐴 is
assumed to be adiabatic and isenthalpic. The effects of viscosity and turbulence are neglected, and
the expansion factor 𝑌 is introduced to account for the compressibility.

�̇� = 𝐴𝑌√2𝜌(𝑝b − 𝑝a) (3.4)

For the calculation of the mass flow rate, the refrigerant is assumed to behave as an ideal gas. This
assumption can not be considered valid. A practical, real gas based equation can be obtained for
subsonic conditions by introducing the compressibility factor 𝑍. However, because deviations caused
by the ideal gas model will be counteracted when fitting the model parameters, this is not included. The
ports are also assumed to have a restricting effect on the flow. This allows to describe the coupling
using the model of SaintVenant and Wantzel, see equation 3.5 [72]. The first equation is applicable
at choked conditions, when the pressure ratio over the port is higher than the critical pressure ratio.
The second equation is used at subsonic conditions. See equation 3.6 for the calculation of the critical
pressure ratio 𝑝∗. More details can be found in [46].

�̇� =

⎧
⎪

⎨
⎪
⎩

𝐴√𝛾𝑝a𝜌𝐴 (
2
𝛾+1)

𝛾+1
𝛾−1 𝑝b

𝑝a
> 𝑝∗

𝐴√2𝜌𝐴𝑝a (
𝛾
𝛾−1) (

𝑝b
𝑝a
)
2
𝛾 − (𝑝b𝑝a )

𝛾+1
𝛾 𝑝b

𝑝a
< 𝑝∗

(3.5)

𝑝∗ = ( 2
𝛾 + 1)

𝛾
𝛾−1

(3.6)

The mechanical friction loss in the compressor is accounted for by assuming the loss to be a function
of the frequency 𝑛. See equation 3.7.

𝑃friction = 𝑐1𝑛𝑐2 (3.7)

3.2.2. Heat exchangers
The heat pump consists of two parallel refrigeration cycles. Both cycles are practically identical and
can be operated individually. For simplification, the model development presented in this study is only
focused on a single refrigeration cycle. In this section, first the evaporator model is presented, followed
by the condenser and the economizer model.

Evaporator
The evaporator implemented in the heat pump is a single pass, counterflow shell and tube heat ex
changer. In this evaporator, the refrigerant is evaporated on the tube side, while the waste heat water
cools down on the shell side. A schematic representation of the model is visualised in figure 3.2. The
heat exchanger is mathematically represented by two thermally connected tubes. One tube represents
the tube bundle, and the other tube the shell. The tube bundle is made up ofm tubes. Two heat trans
fer phenomena are covered in this tube bundle; convective heat transfer at the inner tube wall and
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conductive heat transfer through the tube wall. The second tube model that represents the shell, has
a negligible wall thickness and is used to model the convective heat transfer at the outer tube bundle
wall. As mentioned in subsection 2.3.1, the finite volume method is the most suitable discretization
method. The tube is divided into k different cells in the longitudinal direction. The red arrows show the
thermal coupling between the two tubes. Note that by representing the shell and tube heat exchanger
in this way, the thermal capacity of the shell wall itself is neglected. This is however not considered a
problem, because it will lead to a more conservative determination of the maximum flexibility.

Figure 3.2: Schematic representation of the evaporator model
Figure 3.3: Representation of the
evaporator model in Dymola

Different heat transfer correlations are used, depending on the flow characteristics. Both single phase
and two phase flow can occur in the tubes. For single phase flow, the correlations by Gnielinski, Dittus
and Boelter are used and are readily available. The actual correlation applied in each cell depends
on the Reynolds number, with the inner tube diameter as the characteristic length. The correlation by
Gnielinski is used for the transition region from laminar to turbulent, and part of the turbulent region
itself. The correlation by Dittus & Boelter is used for the turbulent region only. See equation 3.8 [47].

𝑁𝑢 =

⎧
⎪⎪⎪

⎨
⎪⎪⎪
⎩

Laminar flow 3.6568 𝑅𝑒𝐷 < 2.3 ⋅ 103

Gnielinski
( 𝑓8 )(𝑅𝑒𝐷−1000)𝑃𝑟

1+12.7√ 𝑓8 (𝑃𝑟
2
3−1)

2.3 ⋅ 103 < 𝑅𝑒𝐷 < 1 ⋅ 105

𝑓 = (0.790 ln𝑅𝑒𝐷 − 1.64)
−2

Dittus & Boelter 0.023𝑅𝑒𝐷
4
5𝑃𝑟

1
3 𝑅𝑒𝐷 > 1 ⋅ 105

(3.8)

For two phase flow within the tubes, the correlations by Shah and Chen are applied and are readily
implemented [18]. The correlation by Chen is limited to vertical tubes only, while the Shah correlation
covers both convective boiling coefficient prediction for vertical and horizontal tubes. To make a dis
tinction between the two models, the Froude number (𝐹𝑟) is used. This number rates the influence of
the gravitational force. For 𝐹𝑟 < 0.04, the correlation by Shah is applied and vice versa. The hydraulic
diameter is used as the characteristic length. More details behind using this distinction can be found
in [62]. More background information on the correlations can be found in [18].

The heat transfer coefficient on the shell side is harder to predict. This because the coefficient de
pends on various geometrical parameters, such as the tube arrangement and the baffle plate design
[2]. These parameters are unknown. Because the tube side heat transfer coefficient and the conduc
tive properties through the wall are known, the outer tube heat transfer coefficient will be determined
in the calibration step in chapter 4. The order of magnitude of the calibrated heat transfer coefficient is
incorrect, due to the use of the wrong heat transfer area. This is a consequence of the model represen
tation as previously presented in figure 3.2. However, because the mass flow rate will not be altered
on the shell side (only the temperature), this approach can still be applied.

Because the pressure drops over the shell and the tubes are relatively small, these effects are not
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included in the model. This is common practice heat pump modeling [17]. The schematic representa
tion of the model using the TIL Suite library is presented in figure 3.3.

Condenser
Modeling of the condenser requires more creativity. This because of the way the shell and plate heat
exchanger functions. A schematic representation is presented in figure 3.4 below. The refrigerant is
condensed on the plate side. On the shell side, steam is generated. In this steam generator, the shell
side is kept partially filled with water. The water level is actively controlled to keep it constant.

Figure 3.4: Schematic representation of the
condenser model Figure 3.5: Representation of the condenser model in Dymola

Because of this liquid level, it is not possible to use the standard heat exchanger models available
within the TIL library. These models do not take into account the effect of a liquid volume on its be
haviour. An example of such an effect is the thermal capacity of the liquid. This thermal capacity can
have a considerable influence on the dynamics. A solution to describe the behaviour of the shell and
plate heat exchanger using readily available components is schematically visualised in figure 3.5. This
model consists of a separator, a plate heat exchanger and a pump.

In this model, water enters the separator. The liquid volume in the separator represents the liquid vol
ume on the shell side of the heat exchanger. The liquid is pumped through the plate heat exchanger, at
a high rate. As a consequence, the water outlet of the heat exchanger contains only a limited amount
of saturated steam. The two phases flow back to the separator inlet. Within the separator, as the name
suggests, the liquid is separated from the gas phase, and the steam flows to the steam outlet. Note
that because of the liquid volume in the separator, the effect due to the thermal capacity is included
in the model. The model also correctly represents the real system’s behaviour during a decrease in
steam pressure. The condensation of the refrigerant on the plate side is correctly represented by the
plate heat exchanger model. The finite volume method is also applied for the discretization method of
this heat exchanger.

The heat transfer correlations used on the refrigerant side for single phase flow are the Gnielinski
and Dittus & Boelter relation as presented before in equation 3.8 [47]. For two phase refrigerant con
densation on the plate side, the correlation by Shah is used [64]. The plate geometry is also taken into
account. Apart from the heat transfer resistance due to the wall itself, the surface area increase be
cause of the corrugations is taken into account. The area expansion factor because of the corrugations
is calculated using the relation given in the VDI Heat Atlas [2].

On the shell side, the mean liquid flow velocity between the plates due to the inflow of water is es
timated to be in the order of a few mm/s at maximum steam generation capacity. Therefore, the ap
plicable heat transfer correlation is assumed to be based on liquid pool boiling, instead of flow boiling.
The heat transfer rate in this region depends on the excess temperature, as visualised in figure 3.6.
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The definition of the excess temperature Δ𝑇 is also included in the figure.

Figure 3.6: Heat transfer regions in pool boiling [24]

The excess temperature is found to be less than 5°C. In this range only the effects of natural convection
play a role [24]. Because of the specific geometry, it is hard to accurately predict the heat transfer coef
ficient. Therefore, the heat transfer coefficient is calibrated based on the manufacturer data. To predict
the heat transfer coefficient at deviating operating conditions, a correlation is used. The Rayleigh num
ber at the considered operating conditions is larger than 109, meaning the flow is turbulent [47]. For
turbulent natural convection along a vertical plate, the heat transfer coefficient can be described using
equation 3.9a [16]. This equation is rewritten into equation 3.9b, and implemented in the model. Here,
𝑐3 is used for calibration.

𝑁𝑢 = 0.1𝑅𝑎
1
3
𝐿 (3.9a)

ℎ𝑏 = 𝑐3 ⋅ 𝑘 ⋅ (
𝛽(𝑇w − 𝑇bulk))

𝜈2 𝑃𝑟)
1
3

(3.9b)

The fact that the heat transfer coefficient is not a function of flow velocity, makes it possible to use the
model representation with recirculating water, as presented in figure 3.5. The vertical water temper
ature distribution along the plates is assumed to be constant. Also the heat transfer at the top of the
plates, where theoretically the water vapor is superheated, is neglected. This contribution is assumed
negligible in comparison to the total heat transfer. A situation that is hard to accurately account for
in the model without experimental data, is a steam pressure increase. To what extent steam is still
generated from the subcooled liquid, because of local saturation, is hard to predict. This is both for
the model as well as the actual condenser. Because variations in steam pressure are not studied,
as becomes clear in chapter 4, this limitation will not affect the outcomes of this study. Because the
pressure drop over the plates is limited (less than 20mbar), this effect is again not included in themodel.

Economizer
The economizer is a brazed plate single pass heat exchanger. On one side, the refrigerant is single
phase cooled, while on the other side refrigerant is evaporated. The model used to represent this heat
exchanger is the same plate heat exchanger model that is part of the condenser model, see figure 3.5.

The correlations applied to estimate the heat transfer coefficient are described previously. For sin
gle phase flow, the correlations by Gnielinski and Dittus & Boelter as in equation 3.8 are used [47]. For
two phase flow, a distinction is made between evaporation and condensation. For evaporation, the
correlations by Shah and Chen are used [18], depending on the Froude number. For condensation,
the correlation by Shah is used [64]. The pressure drop is again neglected.
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3.2.3. Expansion valves
The expansion process is assumed to be adiabatic. Because no work is done, and the kinetic energy
is assumed to be constant, the expansion process is considered isenthalpic. Also the internal volume
of the valve is neglected, because of the much faster dynamics compared to the other heat pump
components. For an incompressible fluid, the relation as presented in equation 3.10 can be used to
describe the expansion process [46]. Despite the fact that the expanded refrigerant moves into the
twophase region, the incompressibility assumption is still valid. This because the refrigerant after the
valve is not in thermodynamic equilibrium. The formation of bubbles is slightly delayed [66].

�̇� = 𝐶𝐴√2𝜌(𝑝b − 𝑝a) (3.10)

�̇� = 𝐾𝑣
3600

√1000𝜌(𝑝b − 𝑝a)
1 ⋅ 105 (3.11)

Equation 3.11 is often used in practice to describe the expansion process. The coefficients 𝐶 and 𝐾𝑣
are used to account for the viscosity and turbulence effects, as well as for the difference between the
actual and effective flow area. The 𝐾𝑣 value is defined as the mass flow rate of water in m3/h at a
pressure drop of 1 bar and a temperature of 20°C. This coefficient is often supplied by expansion valve
manufacturers to specify the valve characteristics.

3.2.4. Piping
In practice, different pipes are used to connect the previously discussed heat pump components. To
account for the effect of the piping in the heat pump model, the tube model is implemented between
the component models. The tube model is also used in the evaporator model, see figure 3.3. Again,
the finite volume discretization method is applied. Because the piping is well insulated, the heat trans
fer between the tube wall and the environment is neglected. The tube wall material and geometrical
properties of the actual heat pump piping are taken into account.

The heat transfer models used to describe the heat transfer coefficient at the inner tube wall are already
covered: For single phase flow, the correlations by Gnielinski and Dittus & Boelter are used, see equa
tion 3.8 [47]. For evaporation, the correlations by Shah and Chen are used [18], and for condensation
the correlation by Shah is used [64]. The pressure drop over the tubes is again neglected.

3.3. Simulation setup
The Dymola modeling environment translates the equations contained in the component models into
one DifferentialAlgebraic system of Equations (DAE). The algorithm that is used to solve this system
is the Differential Algebraic System SoLver (DASSL). This solver applies the backward differentiation
formula in time [58]. The advantage of using this implicit method is that it is, in contrast to the forward
differentiation formula, not limited to a maximum time step in order to remain stable. The DASSL al
gorithm determines based on the behaviour of the solution the order of the backward differentiation
formula and the timestep. The order can range between 1 and 5. At time t, the system of equations is
solved by using Newton’s method. The DASSL algorithm is considered an efficient solver measured
in the number of evaluations. Another advantage of this mature solver is that it is relatively stable over
a wide range of models. More details related to the DASSL algorithm can be found in [57] and more
details to the implementation can be found in the OpenModelica User’s Guide [55].

The heat pump model makes use of the Refprop thermodynamic property library to evaluate the re
frigerant properties [39]. The property routines used to retrieve the properties rely on solving relatively
complex equations of state. This solving process requires numerical iteration, and is a computation
ally expensive process. The use of the property routines therefore has a major influence on the total
simulation time of the heat pump model [42]. Quantitative details of the simulation times encountered
are briefly mentioned in chapter 5. On average, using a time step of 0.1 s, for 4 seconds of simulation
time 3 seconds of computational time was required. This does depend on several factors, such as the
hardware specifications.





4
Model calibration and validation

In this chapter, the calibration of individual heat pump component models is presented. The compressor
model is discussed first, followed by the heat exchanger models. The performance is calibrated using
data provided by the manufacturers. After calibration, the components are connected using the tube
models and the performance of the full heat pump model is validated.

4.1. Component models
4.1.1. Compressor
The modeled compressor is the Hanbell RC2930B twin screw compressor with injection port. This
compressor has a nominal capacity of 929 m3/h, at 50 Hz. The internal volume ratio 𝑉𝑖 is 3. A set
of the most relevant operating conditions is shared with the manufacturer. For each operating condi
tion, Hanbell either directly or indirectly supplied the suction, injection and discharge mass flow rate,
as well as the discharge temperature and the compressor power consumption when using refrigerant
R1233zd(E). The data supplied by the manufacturer is partly based on experimental results.

The parameters as presented in table 4.1 on page 27 need to be determined to make the compressor
model match the actual compressor performance. A tool developed by TLKThermo GmbH is able to
do this. This tool, ModelFitter [66], is based on an error minimization algorithm. The output parameters
of the compressor model that are matched with the manufacturer data are the suction mass flow rate,
the injection mass flow rate, the discharge temperature and the power consumption. In the first fitting
step, only one single frequency is considered; 50 Hz. A comparison between the manufacturer data
and the simulation output after fitting is presented in figure 4.1 and 4.2 below.

Figure 4.1: Compressor model performance at 𝑛 = 50 Hz  Suction and injection mass flow

23
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Figure 4.2: Compressor model performance at 𝑛 = 50 Hz  Power and discharge temperature

From these figures it follows that two output parameters are not well predicted. The injection mass flow
rate and power consumption show a maximum deviation of 2/+11% and 7/+9%, respectively. The
suction mass flow rate and the discharge temperature are reasonably well predicted, with a maximum
deviation of 3/+6% and 0.4/+1%. Instead of random scatter, a pattern can be found in the graphs.
The result of further investigation into the cause of the power prediction error is presented in figure 4.3
below.

Figure 4.3: Relation between the suction gas temperature and the deviation in the model prediction

From this figure, a trend can be observed between the suction temperature and the power consump
tion. A possible explanation for this behaviour can be found in the semihermetic configuration of the
compressor, in which the electric motor is cooled by the suction gas. When the suction gas temperature
increases, so will the motor temperature. This temperature increase will cause an increased electric
resistance in the motor and therefore a reduction in motor efficiency. It must be noted that because the
electric motor is not included in the compressor model, one should be careful in drawing conclusions
related to the origination of losses. To include the effect of the electric motor efficiency while also taking
into account the influence of the temperature, the compressor model is slightly adjusted, see figure 4.4.
The power consumption, at first defined by 𝑃shaft, is now given by 𝑃electric. The implemented relation is
given in equation 4.2 and is assumed to be linear by approximation. The motor losses are converted
into heat in the suction chamber.

𝑃shaft = 𝜂motor(𝑇suc) ⋅ 𝑃electric (4.1)

𝜂motor(𝑇suc) = 𝑐4 + 𝑐5 ⋅ 𝑇suc (4.2)
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Figure 4.4: Schematic representation of the compressor model with motor losses

The fitting procedure is once more executed, this time by also fitting the coefficients 𝑐4 and 𝑐5 in equa
tion 4.2. The result is presented in figure 4.5 and 4.6 below.

Figure 4.5: Compressor model performance at 𝑛 = 50 Hz  Suction and injection mass flow

Figure 4.6: Compressor model performance at 𝑛 = 50 Hz  Power and discharge temperature
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From this figure it becomes clear that the model prediction improved significantly. Especially the con
sumed power is predicted much better: 4/+2%. The deviation in suction mass flow rate has also
improved to 2/+5%, and in the injection mass flow rate to 3/+7%. The predicted discharge tempera
ture is still very accurate.

The next step in the fitting process is including the manufacturer data of the compressor performance
at a frequency of 25, 33 and 42 Hz. Using the model parameters of the previous fit, the prediction of
the mass flow rates is completely off. No clear correlation such as in figure 4.3 is found that explains
this behaviour. Fitting the parameters at each frequency independently, does give more insight. From
this analysis it follows that:

• The friction loss, as given in equation 3.8 is found to be linear with the frequency. This means
the coefficient 𝑐2, see equation 3.7, is equal to one. An analysis on mechanical friction losses in
a twin screw compressor are presented in [5] and validate this finding.

• The heat loss at the discharge port is found to be negligible. This could be due to the fact that the
compressor has a 175 times larger capacity compared to the compressor studied by Dardenne
et al. [19]. When the capacity increases significantly, the areacapacity ratio decreases. Thus
the relative effect of the heat loss on the discharge temperature is expected to become smaller.
However, in reality some losses are still expected.

• The injection port size should be a function of the frequency in order to obtain an accurate model.
A possible explanation for this behaviour could be found in the way the compressor is modeled.
Although several physical phenomena are included to describe its behaviour, other aspects are
neglected. A relevant phenomena that could be responsible for the found model behaviour is the
effect of fluid dynamics. The refrigerant injection process is in reality relatively complex, and is for
more insight best studied using computational fluid dynamics. The detailed behaviour of the flow,
and thus aspects such as entrainment, might be very different at different frequencies. Again,
the difference in compressor size between this study and the study by Dardenne et al. [19] could
explain why this effect plays a more dominant role in this study.

The final fitted parameters are included in table 4.1. The model prediction performance is presented
in figure 4.7 and 4.8. From these figures, the model can be concluded to be sufficiently accurate for
the analysis focused on in this study. The suction mass flow rate and the injection mass flow rate is
predicted within 3/+5% and 3/+7%, respectively. The power is predicted within 4/+2% and the dis
charge temperature within 0.6/+0.3%. Apart from the reasons discussed previously, deviations can
also be caused by inaccuracies in the manufacturer data on which the fit is based. More (experimental)
research is needed to investigate the origination of errors.

Figure 4.7: Compressor model performance at 𝑛 = 25, 33, 42 and 50 Hz combined  Suction and injection mass flow
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Figure 4.8: Compressor model performance at 𝑛 = 25, 33, 42 and 50 Hz combined  Power and discharge temperature

Parameter Description Value Unit
𝐴𝑠𝑢𝑐 Suction port area 7.75 ∙ 10−3 m2

𝐴𝑑𝑖𝑠 Discharge port area 3.21 ∙ 10−2 m2

𝐴𝑖𝑛𝑗 Injection port area 6.06 ∙ 10−7𝑛 + 1.15 · 10−7 m2

𝐴𝑙𝑒𝑎𝑘 Leakage port area 2.81 ∙ 10−5 m2

𝑉𝑖ms Internal volume ratio midstage
compressor

1.34 

c1 See equation 3.7 2.55 ∙ 102 
c2 See equation 3.7 1.00 
ℎ𝑑 ⋅ 𝐴ht Heat transfer coefficient times

area in discharge chamber
 W/K

c4 See equation 4.2 2.70 ∙ 10−3 
c5 See equation 4.2 1.80 

Table 4.1: Identified model parameters

4.1.2. Heat exchangers
The evaporator model is calibrated using manufacturer data. This data includes the heat transfer coef
ficient at given operating conditions, the refrigerant and water volume, and the general dimensions of
the heat exchanger. An estimate is made on the number of tubes and the tube wall thickness. Apart
from the effect of the wall thickness on the thermal resistance, it also affects the thermal capacity. The
heat transfer coefficient on the shell side is, as discussed in subsection 3.2.2, calibrated. At nominal
conditions, the heat transfer coefficient is found to be in the order of 104 W/m2K. As discussed in chap
ter 3, the fact that the order of magnitude is not realistic is caused by the incorrect heat transfer area.

The condenser and economizer model both use the readily available plate heat exchanger model.
For both heat exchangers the heat transfer coefficient at given operating conditions, the volumes in
the heat exchangers and the number of plates is given. For the economizer the plate dimensions are
also given, while for the condenser model an estimate is made based on the general dimensions. The
plate thickness is calculated to match the plate weight, which is relevant for the thermal capacity. The
wavelength and amplitude are calibrated to match the performance. The shell side heat transfer coef
ficient in the condenser is found to be in the order of 103W/m2K, which can be considered realistic [24].

The volume associated with the water level in the condenser is also given by the manufacturer. The
water volume in the separator is kept at this level using a PI controller, see figure 4.11. The actuated
variable is the inflow of water, and the measured variable is the water level. In practice, small variations
in the liquid level are not expected to affect the heat pump dynamics. The PI controller settings are
optimized for stability. The inflow of water is assumed to be at saturated conditions.
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As discussed in chapter 2, the most suitable discretization method for dynamic modeling of heat ex
changers is the finite volume method. An insufficient number of cells negatively affects the simulation
results. The dependency of the results on the grid refinement is therefore used to find the optimal
number of cells. The heat pump model presented in the next subsection is used for this study. The
model is brought to steady state at reference conditions; 7°C of superheat at both compressor inlets,
a steam pressure of 2 bar(a), a waste heat water temperature of 80°C and a compressor frequency
of 50 Hz. The superheat at the compressor injection port is found to be particularly sensitive to the
number of grid cells. Thus, this parameter is considered suitable to quantify grid refinement effects.
The performed grid independence study entails the transient behaviour as well. Note that the number
of grid cells is kept the same in all the heat exchangers.

The injection line superheat controller is turned off at a given point, and the expansion valve is closed
slightly more in a stepwise manner. The superheat will consequently increase, see figure 4.10. The
rise time and the required computational time are presented in figure 4.9, for a different number of cells.
The rise time is defined as the time it takes for the superheat to increase by 63% of the total increase
measured between the steady states.

Figure 4.9: Effect of grid size on the model behaviour and computational effort

Figure 4.10: Effect of grid size on the system response to a step in the expansion valve flow coefficient

From figure 4.9, it follows that with an increasing number of cells the solution becomes stable. The
figure also shows that the computational effort increases exponentially with the number of grid cells.
Thus, a compromise is needed between the minimum acceptable model accuracy and maximum com
putational effort. An optimal compromise is decided to be a total number of 25 cells per heat exchanger.
Because the effect of the piping grid size is expected to have a smaller effect on the simulation results,
the same grid size is used for these component models.
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4.2. Heat pump model
All the individual heat pump components as presented earlier are assembled into the economizer cycle
layout discussed in subsection 2.1.3. The dynamic heat pump model is presented in figure 4.11 below.
The shell side of the evaporator is connected to a mass flow boundary on the inlet side and a pressure
boundary on the outlet side. The condenser contains the previously discussed controlled mass flow
inlet boundary. The outlet boundary is also a pressure boundary. This pressure boundary represents
the pressure in the steam header to which the heat pump is connected. In practice it is aimed at keeping
this pressure level constant. Because steam systems in industrial facilities are often relatively large,
fluctuations in pressure are limited. The test rig discussed in chapter 2 is able to simulate this.

Figure 4.11: Representation of the dynamic model in Dymola

Note that two more PI controllers are implemented. These controllers are used to keep the super
heat at a constant value of 7°C. This to ensure no liquid enters the compressors. The goal of these
controllers for now is only to bring the system into steady state. Optimization of the control system is
discussed in chapter 5.
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4.2.1. Steady state operation
The steady state performance of the heat pump is first analyzed using the Engineering Equation Solver
(EES) [35]. Both EES and Refprop [39] employ the same reference value for the enthalpy of ℎ0 = 200
kJ/kgK for saturated liquid at T = 0°C. The conditions at the different state points in EES are used for
the initialization of the dynamic model. To compare the model behaviour, the dynamic model is brought
into steady state. The steady state performance of the dynamic model was found to show a large off
set compared to the analysis in EES. See figure 4.12. It is worth noting that in the dynamic model, the
refrigerant is not subcooled after the condenser. This is however required for correct functioning of the
expansion valves.
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Figure 4.12: Cycle comparison between the dynamic model in steady state and the steady state EES analysis

The observed deviation is found to be related to the refrigerant mass in the system. Because the ini
tialization of the enthalpy distribution in the heat exchangers does not fully correspond with the steady
state conditions, the total refrigerant mass in the system deviates. By increasing the refrigerant charge
in the model, the steady state performance can be improved until it completely matches the EES steady
state analysis.

This effect of the refrigerant charge is found to correspond with findings presented in literature. The
subcooling after the condenser is used in practice to adjust the refrigerant charge. In domestic heat
pumps, insufficient condenser subcooling might indicate the presence of a leak, as insufficient refrig
erant is present [21]. Note that the refrigerant charge affects the heating capacity and thus the COP as
well. An optimum COP can be found at a given refrigerant charge. Using less refrigerant, the heating
capacity is reduced, while the compressor power consumption remains nearly constant. When the re
frigerant charge is increased above the optimum, the heating capacity does increase, but the influence
of an increasing compressor power consumption becomes dominant.
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The effect of the refrigerant charge on the steady state performance of the heat pump model is vi
sualised in the figures 4.13 and 4.15 below. The refrigerant charge in the dynamic model is calibrated
to be 90 kg, which corresponds with the charge in the actual heat pump. With this charge, the heat
pump operates at its maximum COP at reference conditions. Note that for offdesign conditions, the
optimal amount of refrigerant alters. From figure 4.13, it follows that with decreasing waste heat water
temperature in the evaporator, the refrigerant charge required to operate at an optimal COP slightly
decreases. This corresponds with the experimental results presented by Fernando [25], see figure
4.14. Note that the study by Fernando [25] is focused on a small capacity heat pump. This could
explain why the optimum refrigerant charge changes more with the evaporator temperature. For the
heat pump model developed in this study, the change in COP is relatively limited when the refrigerant
charge changes. Whether the implementation of equipment to make the refrigerant charge variable is
financially justified, is case dependent and remains out of the scope of this study.

Figure 4.13: Effect of the refrigerant charge on the COP for different evaporator temperatures

Figure 4.14: Effect of the refrigerant charge on the COP for different evaporator temperatures in a small capacity heat pump [25]

The relation between the refrigerant charge and the subcooling after the condenser is visualized in
figure 4.15. From this figure it becomes clear that the subcooling increases with the refrigerant charge.
Note that between a charge of 80 and 100 kg the slope of the line is less steep. A similar behaviour is
observed in refrigeration systems in literature, see figure 4.16 [77]. Below a charge of approximately
80 kg, the system is undercharged. Above this point, sufficient refrigerant is in the system to have
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subcooled refrigerant at the condenser outlet. With a further increase of refrigerant charge, the liq
uid volume in the condenser will increase. In the region above approximately 110 kg, the increase
in pressure in the condenser becomes more significant, causing the degree of subcooling to rapidly
increase.

Figure 4.15: Effect of the refrigerant charge on the subcooling after the condenser for 𝑇water = 70°C and 𝑝steam = 2 bar(a)

Figure 4.16: Effect of the refrigerant charge on the subcooling after the condenser in an R134a based airconditioning system
without accumulator [77]

4.2.2. Dynamic operation
Calibration and validation of the dynamics is not possible without experimental data. More details re
lated to this aspect of the heat pump model development are included in Chapter 6.

Aspects accounted for in the model that affect the dynamic behaviour are the volume and thermal
capacity of the tubes and the heat exchangers. Aspects that must also be included are the physical
timedependent limitations of the controlled components; the electric motor and the expansion valves.
The maximum rate at which the electric motor can ramp up or ramp down is physically limited. In this
study, the maximum ramping rate is assumed to be 1 Hz/second. The compressor would thus be able
to ramp up to full load conditions (50 Hz) within 50 seconds. As this is expected to be an order of
magnitude higher than the overall heat pump dynamics, this is not expected to be a limiting factor. The
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same is true for the expansion valves. The magnetic actuators are relatively fast, with a positioning
time of less than 2 seconds [65]. This limitation is also implemented in the model.

Another limitation of the compressor is the minimum and maximum compressor speed. The maximum
safe compressor speed according to Hanbell is 60 Hz [26]. The minimum safe compressor speed is
25 Hz. Below this frequency, proper lubrication is not guaranteed anymore.





5
Flexible operation of industrial heat

pumps
This chapter is subdivided into two parts. In the first part, the focus is on the optimization of the heat
pump control system. In the second part, the actual characteristics of flexible heat pump operation are
analyzed. Also opportunities for further improvement are identified.

5.1. Control system optimization
5.1.1. Control method
In the actual heat pump, two separate PI controllers are implemented to ensure that the refrigerant gas
flowing into the compressor remains superheated at all times. The location of the controllers can be
found in figure 4.11. The settings of these controllers are conservative. They are focused on stability
and robustness, rather than on responsiveness. Analyzing what the limitations of flexible heat pump
operation are using these controller settings is not considered possible. This means that optimization
of the control system is needed, where the focus is on both responsiveness, stability and robustness.

As described by Meesenburg [44], different heat pump control methodologies can be distinguished.
On/off control is mostly applied in domestic heat pump systems. For larger systems, PID control is
deemed a suitable solution. Often multiple subsystems are present, each having their own PID con
troller. These systems are called SISO control structures (Single Input, Single Output). It depends on
the physical coupling between the subsystems whether this is a viable solution. When the coupling is
too strong, which means that manipulated variables strongly affect measured variables of other control
systems, it might be necessary to adopt more advanced controls. Examples of more advanced control
methods are MIMO control (Multi Input, Multi Ouput) and model predictive control.

As mentioned earlier, both electricity response, as well as steam demand response are interesting
features for high temperature industrial heat pumps. The control system optimization is focused on
steam demand response, because this will also reveal whether electricity price response is possible.

For the studied heat pump cycle, it is unclear to what extent the subsystems are coupled, and thus
if the current control system is the most suitable. The relevant manipulated and measured variables
are given in table 5.1. The variables on the same row are expected to have the strongest coupling.

Manipulated variable Measured variable
𝑢1 Compressor speed 𝑦1 Steam mass flow
𝑢2 Expansion valve evaporator line 𝑦2 Superheat at compressor suction port
𝑢3 Expansion valve injection line 𝑦3 Superheat at compressor injection port

Table 5.1: Manipulated and measured variables

35
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A widely used method to quantify the coupling between subsystems is by calculating the relative gain
array (RGA) Λ [56]. The RGA is twodimensional matrix where the elements represent the ratio between
the openloop gain divided by the closed loop gain [80]. In a dynamic system where all the subsystems
are fully decoupled, calculation of the RGA yields the identity matrix. In this case, SISO controllers are
a suitable solution. The RGA can be calculated using the gain array 𝐺, see equation 5.1 and 5.2. See
table 5.1 for the definitions of 𝑢 and 𝑦 in this study.

𝐺 =

⎡
⎢
⎢
⎢
⎢
⎣

𝐺11 =
Δ𝑦1
Δ𝑢1
|
𝑢2,3
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|
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(5.1)

Λ(𝐺) = 𝐺 × (𝐺−1)𝑇 (5.2)

The gain array 𝐺 can thus be calculated by measuring what happens to an output, when one manipu
lated variable is changed and the other manipulated variables are kept constant. Translated to the heat
pump model, 𝐺21 for example could be calculated by measuring the superheat at the compressor suc
tion port when the compressor speed is changed, and the expansion valve positions are not changed.

Apart from the manipulated and measured variables, there are two disturbance variables; the waste
heat water temperature in the evaporator, and the steam pressure in the condenser. These distur
bance variables could influence to what extent the subsystems are coupled. The gain array, and as a
consequence the RGA, should thus be calculated for different disturbance values. The model as pre
sented in figure 4.11 is brought into steady state, for each possible combination of compressor speed
and disturbance variable value as presented in table 5.2 below.

Waste heat water temperature Steam pressure Compressor speed
60°C 1.25 bar(a) 30 Hz
70°C 1.625 bar(a) 40 Hz
80°C 2 bar(a) 50 Hz

Table 5.2: Considered operating conditions (Total of 3×3×3 combinations)

In steady state, the superheat at the compressor inlets is 7°C. At 1400 seconds, the superheat con
trollers are turned off, and a step on either one of the manipulated variables is performed, while the
others are kept constant. Note that there are 27 possible combinations of operating conditions in table
5.2. Running the model three times per combination, to perform a step on each manipulated variable,
translates into a total number of 81 simulations. The total simulation time for this batch is 11 hr. For
Twater = 70°C, psteam = 1.25 bar(a) and n = 40 Hz, the results are presented in figure 5.1  5.3 below.
The scale on the vertical axis is the same in each graph, to allow for easy comparison.

Figure 5.1: System response to a step change in compressor speed (𝑛 = 40 → 41 Hz)
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Figure 5.2: System response to a step change in evaporator expansion valve (𝐾𝑣evaporator = 3.6678 → 3.6178m3/h)

Figure 5.3: System response to a step change in injection expansion valve (𝐾𝑣injection = 0.2862 → 0.2812m3/h)

From figure 5.1, it follows that the increase in compressor speed strongly affects all the measured vari
ables. In other words; there is a strong coupling. The effect of the evaporator expansion valve on the
steam production is also relatively strong, see figure 5.2. This can be expected, because the majority
of the refrigerant flows through the evaporator. The superheat at the injection port is not much affected
by the evaporator line expansion valve. The expansion valve in the injection line does show a strong
coupling with the superheat at the injection port, see figure 5.3. The relatively small refrigerant mass
flow rate explains why this valve has no significant effect on the superheat after the evaporator.

The RGA is calculated for each combination of operating conditions. The results of all the 81 sim
ulations are presented in figure 5.4 on the next page. The results of each matrix element are presented
in histograms. The most obvious detail is the nearly ideal coupling between the injection line expan
sion valve and the superheat at the injection port. The fact that this subsystem has a nearly perfect
coupling, means that a SISO controller is suitable here. The coupling between the compressor speed
and the steam flow is less distinct. Both the compressor speed and the expansion valve upstream of
the evaporator have a large influence on the refrigerant mass flow through the condenser, and thus
on the steam generation. This explains why the average of the mean topleft and central ondiagonal
elements are not close to unity, but are distributed near the center. At nearly all operating conditions,
the relative gain on the diagonal is slightly higher than the off diagonal elements. Thus the best pairing
of manipulated and measured variables corresponds with the initial hypothesis. In terms of control
implementation, SISO control is at first sight not very suitable for control of the steam flow and the su
perheat at the compressor suction port. This because of the physical coupling between the subsystems.

A second aspect that should be looked at is the coupling in the time domain. For each step response
as presented in the figures 5.1  5.3, the rise time is analyzed. The rise time is again defined as the time
it takes for the measured variable to change by 63% of the total difference between the steady states,
which corresponds to the time constant in first order systems. The results are presented in figure 5.5.
From this figure it follows that the response delay between the steam flow and the compressor speed
is much larger (factor 5) than the delay between the evaporator expansion valve and the evaporator
superheat. Because of this, the implementation of two separate SISO controllers for these two systems
can be considered feasible [56].
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Figure 5.4: Relative Gain Array

Figure 5.5: Rise Time Array
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Because of either physical decoupling, or because of separation in time, the implementation of three
SISO controllers can be considered a suitable solution. The implementation of the three SISO con
trollers is schematically visualized in figure 5.6 below. The most widely applied controllers are the PI
and PID controllers. The mathematical description of the controllers is presented in equation 5.3 [13].
For the PI controller, the value of 𝑇𝑑 is equal to zero. More details behind the working principle, such
as the steady state error elimination by the integral term, are discussed in [13].

𝑢(𝑡) = 𝐾𝑝𝑒⎵
Proportional action

+ 𝐾𝑖∫
𝑡

0
𝑒𝑑𝑡

⎵⎵⎵⎵⎵⎵⎵
Integral action

+ 𝐾𝑑
𝑑𝑒
𝑑𝑡⎵⎵⎵⎵

Derivative action

= 𝐾𝑝 (𝑒 +
1
𝑇𝑖
∫
𝑡

0
𝑒𝑑𝑡 + 𝑇𝑑

𝑑𝑒
𝑑𝑡 ) (5.3)

Whether the derivative action  acting as a kind of brake or dampener on the control effort  is required,
is case dependent. Because the controlled subsystems in the heat pump have a nonintegrating char
acter, a PI controller might satisfy. This is however without taking higher order or nonlinear effects into
account. To be able to select the most suitable controller type, both types will be compared.

Figure 5.6: Representation of the dynamic model in Dymola with SISO control structure
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5.1.2. Controller tuning
In order to use the controllers, the values of the socalled controller settings must be determined. Sev
eral different methods for controller tuning can be applied, which can be categorised in trialanderror,
feature based and analytical methods. Feature based methods are based on features of the process
dynamics that are easy to obtain experimentally [75]. An example of an analytical method is direct pole
placement. Because features of the process dynamics can be easily obtained using the heat pump
model, the feature based method is applied. The most widely known method is the ZieglerNichols
step response method and is developed in 1942. Although a classical method, a disadvantage is the
very aggressive tuning result which often results in the need for further refinement [75].

Nowadays, controller tuning most often relies on more advanced, automated tuning algorithms. The
basic principle is similar to the ZieglesNichols method, but more features are taken into account by
the algorithm, and the user has more control. In this study, the advanced tuning algorithm developed
by MathWorks is used [31]. The control settings need to be optimized for responsiveness, but should
still be conservative.

System identification
In order to apply this tuning method, the process dynamics must be identified. A problem which is not
yet touched upon, is the fact that the system is nonlinear in its nature. The system is not expected to
have unstable equilibrium positions. Also, close to one operating condition, the system is assumed to
behave close to linear. To analyze whether the behaviour can be best described by a first or second
order model, two models are fitted on the step response data presented in subsection 5.1.1. The fitted
models are the socalled First and Second Order Plus Deadtime models (FOPDT & SOPDT). For the
fitting procedure, the MATLAB System Identification Toolbox is used [30]. Because the data obtained
in subsection 5.1.1 is used, the same set of 27 different operating conditions is analyzed.

The system identification on the step response of the superheat at the injection port is presented in
figure 5.7 below. The temperature and time offset are removed. From this figure, it becomes clear that
the model can to a large extent be described by the FOPDT model. However, fitting the SOPDT model
achieves a higher fitting performance for this, as well as the other analyzed step responses. The fact
that the fitting performance is not perfect can be caused by the presence of higher order or nonlinear
effects. Because the systems are best described by the SOPDT model, this description will be used
for the tuning of the controllers. The use of the SOPDT model is in literature described to yield better
PID tuning results for heat exchanger temperature control systems, compared to the use of a FOPDT
model [50].

Figure 5.7: Fitting performance of a FOPDT and SOPDT model on the injection line superheat step response
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Tuning parameters
As mentioned previously, the PID tuning algorithm by MathWorks is used [31]. This tuning algorithm
takes into account the closed loop stability, the robustness and the performance. The robustness is
measured by the gain and phase margin, required to allow for modeling errors and variations in sys
tem dynamics without having the system to become unstable. By default, the phase margin is 60°.
The performance depends on what the goal of the controller is. A distinction can be made between
reference tracking and disturbance rejection. By default a balance between these two goals is sought.
However, for each of the heat pump SISO controllers one specific goal can be identified. The superheat
controllers need to reject any disturbance, while the steam flow controller needs to track the reference
signal. The reference signal is in this case the steam demand.

From the step response analysis presented in subsection 5.1.1, the subsystem behaviour is found
to depend on the operating conditions. Therefore, the controllers are tuned using the aforementioned
settings at each considered operating condition. Both a PI and PID controller are tuned to allow for
comparison. For now, the focus will be on the PID controller type. The ratio between the highest and
lowest found proportional gain 𝐾𝑝 is presented in table 5.3, for the control systems C1, C1 and C1 as
presented in figure 5.6.

C1 C2 C3
max(Kp)
min(Kp)

2.20 8.66 2.76

Table 5.3: Ratio between the highest and lowest proportional gain 𝐾𝑝

Because of the small range in tuning parameters for controller C1 and C3, the mean value of these pa
rameters will be used. For controller C2, this range is relatively large. To make sure the selected tuning
parameters will not cause unstable behaviour at any operating condition, a conservative approach is
required. Looking at the subsystem, the effect of the expansion valve on the evaporator superheat
has a delay. This delay is expected to be related to the evaporator volume and the mass flow rate.
Therefore, for lower compressor speeds the delay is expected to be larger. A larger delay is expected
to have a negative effect on the maximum proportional gain. The effect of the compressor speed on
the proportional gain is analyzed and visualized in figure 5.8 below.

Figure 5.8: Distribution of the proportional gain 𝐾𝑝, sorted by the compressor speed

This figure confirms that the maximum proportional gain is lower at lower speeds. For a conservative
approach, the mean gain of the values at 30 Hz only is selected. The final parameters are presented in
table 5.4. A comparison between the performance of the PI and PID controllers is presented in figure
5.9. In this simulation, the steam flow demand is varied from 0.327 to 0.205 kg/s, which at steady state
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𝐾𝑝 𝑇𝑖 𝑇𝑑 𝐾𝑝 𝑇𝑖 𝑇𝑑
PI C1 6.66 19.5  PID C1 9.21 38.9 0.66

C2 0.00279 4.86  C2 0.00289 4.20 2.61
C3 0.00132 14.8  C3 0.00141 10.6 3.34

Table 5.4: PI and PID tuning parameters

corresponds to a compressor speed of 50 and 30 Hz, respectively. First the demand is reduced over a
period of 200 seconds, while consequently the demand is increased over a period of 60 seconds. The
superheat at the injection and evaporator port are used to compare the effect of the controller type on
the superheat. The superheat at the injection port is found to be affected more by the disturbance, see
figure 5.9. From the figure it becomes clear that the performance of the PID controller exceeds the PI
controller performance. At 820 s, the superheat shows a larger deviation in the PI controlled process.
At 1410 s, the refrigerant state even briefly moves into the twophase region. The performance differ
ence between the controllers can be attributed to the fact that with the introduction of the derivative
term, the use of a more aggressive gain becomes possible, especially for controller C1. See table 5.4.
The use of the derivative term also allows to tune the controller better for a specific goal. This can be
seen by the reference tracking performance of the steam flow, where the PID controlled process shows
almost no overshoot. Summarized, use of the PID controller is the preferred choice. It must be noted
that in practice the PI controller is also used [12]. For this two main reasons are identified:

1. No high disturbance rejection is required; for example in industrial heat pump systems that are
designed to run in steady state only, for prolonged periods of time;

2. The derivative term makes the controller prone to adverse effects caused by measurement noise.
This can however be counteracted by the use of a lowpass filter [13].

Figure 5.9: Comparison between PI and PID control, at 𝑇water = 80°C and 𝑝steam = 2 bar(a)
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5.1.3. Robustness
Although the simulation result presented in figure 5.9 is only valid for one operating condition, it does
give insight in the robustness and stability of the controllers. From this figure, the controllers can be
concluded to operate in a stable fashion up to steam demand increase rate that corresponds with 20
Hz/min. However, this insight is limited to a constant waste heat water temperature. To analyze the
effect of a simultaneous change in waste heat water temperature and steam demand, three cases are
analyzed. The first is a change in steam demand only, the second is a change in waste heat water
temperature only, and the third is a simultaneous change. The injection port superheat during all three
cases is visualised in figure 5.10.

Figure 5.10: Robustness test by varying the steam demand and waste heat water temperature  either independent or
simultaneously  for 𝑝steam = 2 bar(a)

The combination of ramping the waste heat water temperature up and the compressor speed down is
studied, because both decrease the superheat. In the simulation where both effects are combined, the
effects do not amplify each other; the decrease in superheat is less than the sum of the independent
effects. It can thus be concluded that also for a simultaneous change of steam demand and disturbance
variables, the control system shows a robust behaviour.

Looking further into the behaviour of the heat pump, it can be observed that the steam flow demand
tracking capability is still reasonable, see figure 5.11. However, because the PID controller is optimized
for this goal, the disturbance effect of the waste heat water temperature is clearly visible. As to whether
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a more balanced tuning approach is needed depends on the frequency at which waste heat water tem
perature fluctuations will occur in the industrial setting. Note that from approximately 950 s, the steam
flow does not decrease any further. This is caused by the minimum compressor speed of 25 Hz. In
this particular case, the default antiwindup compensation feature of the Modelica Standard Library [23]
PID controller prevents excessive overshoot after saturation of the compressor speed.

Figure 5.11: Steam demand reference tracking during simultaneous change in steam demand and waste heat water
temperature for 𝑝steam = 2 bar(a)

5.1.4. Control system improvement
Despite the proven robustness and performance of the implemented control system, there is still room
for improvement. The most ideal behaviour one could aim for is no disturbance in the superheat, in
dependent of the ramping rate, and a perfect steam flow demand tracking. Three methods to improve
the control system will be discussed, along with a qualitative estimate of the increase in performance.

Gain scheduling
A method to tackle the varying optimal tuning parameters for different operating conditions is socalled
gain scheduling. This technique boils down to making the controller settings a function of the operating
conditions. Because the ratio between the smallest and largest gains is less than ten, gain scheduling
is not expected to yield a significant improvement [66].

Cascade control
Cascade control is a control method which relies on using multiple measured variables for one sys
tem, instead of only one. This method is beneficial when the different sensors have different time
scales. Cascade control is therefore expected to be particularly suitable for the control of superheat.
The amount of superheat is in fact a function of the pressure and temperature. The step response
presented in figure 5.3, is further analyzed in figure 5.12 below.

Figure 5.12: Injection port superheat, pressure and temperature response to a step change in injection expansion valve
(𝑘𝑣injection = 0.2862 → 0.2812m3/h) at Twater = 70°C, psteam = 1.25 bar(a) and n = 40 Hz
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From this figure it becomes clear that the pressure level responds much faster to actuation of the ex
pansion valve than the temperature. The implementation scheme of the cascade control method is
visualized in figure 5.13. Note that in practice implementation of this control method will will not require
the installation of additional equipment, as both a pressure and temperature sensor will already be
present for the calculation of the superheat. More details regarding this technique can be found in [56].

Figure 5.13: Cascade control implementation scheme. Adapted from [37]

Feedforward control
A third considered method is the implementation of feedforward. Feedforward can be implemented in a
PID feedback control system in two different ways; for reference tracking and for disturbance rejection.
The idea of feedforward is that the control system does not wait for a disturbance to affect the mea
sured variable, but the disturbance is forcing a control variable response immediately. As described
in [13], this can improve the controller performance significantly. Note that this control strategy can
be combined with the cascade control structure described previously. Socalled ’ballistic’ feedforward,
where no feedback is used at all, is not considered a suitable solution. The system would not be able to
react to external disturbances, and the disturbance signal would need to become a processed signal it
self based on multiple disturbance variables. The feedforward control system for disturbance rejection,
together with a single loop feedback control system, is visualized in figure 5.14 below. For reference
tracking purposes, instead of a disturbance measurement, the reference signal is used together with
a feed forward gain. Because of the delay in the superheat control systems, implementation of this
technique is considered the best first step in further improving the system performance.

Figure 5.14: Feedforward with feedback control implementation scheme (disturbance rejection). Adapted from [37]

To analyze the potential, the feedforward control structure is implemented on the most limiting injec
tion flow superheat controller. As mentioned previously, disturbance rejection is the main priority of
these controllers. The disturbance variable that is most linearly related to the input signal of the expan
sion valves in steady state is the compressor speed. This can be expected, as the compressor speed
primarily dictates the mass flow rate through the heat pump circuit. The feedforward gain 𝐺ff can be
calculated by dividing the controller output by the compressor speed in steady state, see equation 5.4.

𝐺ff =
𝑢3

𝑛compressor
|
Steady state

(5.4)

The position of the expansion valve in steady state does not purely depend on the compressor speed,
but also on the steam pressure and the waste heat water temperature. These relations are however
not so strong as the relation with the compressor speed. The latter is visualized in figure 5.15.

The feedforward gain is selected to be the mean of the feedforward gains, that follow from all the
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Figure 5.15: Relation between the steady state injection line valve flow coefficient and the compressor speed

considered operating conditions. For a clear performance comparison the same simulation as pre
sented in figure 5.9 is used. The result is presented in figure 5.16.

Figure 5.16: Comparison between PI, PID and PID plus feedforward control, at 𝑇water = 80°C and 𝑝steam = 2 bar(a)

From this figure it follows that there is indeed an immediate response. At 800 s, a significant increase
in controller performance can be observed. The initial increase in superheat can be explained by the
fact that the feedforward gain is not optimized for this specific operating condition, but is the mean of
all. At the relatively fast ramp up at 1300 s, there is still a significant disturbance. Implementing cas
cade control, preferably with gain scheduling, is considered a good next step for further performance
improvement.



5.2. Dynamic characteristics 47

5.2. Dynamic characteristics
In the previous section, the control system of the heat pump is optimized for flexible operation. In this
section, the dynamic characteristics of the heat pump will be further analyzed and quantified. First the
dynamic characteristics related to load level changes are discussed. In the second part, variations in
waste heat water temperature and the associated risk is discussed.

5.2.1. Heat pump load variations
Currently, PI controllers are also used for heat pump control systems. As found in the previous section,
these controllers are not an ideal choice for flexible operation. Despite improved performance of a PID
based control system, the heat pump will still be limited in its ramping rate. This limitation is found to
be caused by a disturbance in superheat during load level changes. Sufficient superheat should be
guaranteed, to avoid damage to the compressor.

To analyze what the maximum ramp rate is, the compressor model is ramped up and down between 30
and 50 Hz in either 1, 2, 3 or 5 minutes. The system response is again analyzed at the same operating
conditions as given in table 5.2. For a conservative approach, the controllers have only PID feedback
capabilities, as optimized in subsection 5.1.2. The performance of the controllers, defined as the rela
tion between the ramping rate and the maximum deviation in superheat, is presented in figure 5.17.

Figure 5.17: Maximum deviation in injection line superheat for different ramping rates

The maximum allowable decrease in superheat from the setpoint is determined to be 2°C. The margin
between saturated conditions is thus 5°C. This margin is to account for the operating case where the
waste heat water temperature increases simultaneously. The margin also allows for modeling errors.
From figure 5.17, the maximum ramping rate follows and is found to be approximately 10 Hz/minute.

During load level changes, the superheat also shows a positive deviation from the setpoint. This affects
the discharge temperature as well. As described in [11], a too high discharge temperature will cause
oil degradation. From the analysis presented in [9], it becomes clear that this is however related to pro
longed periods of operation. Furthermore, the absolute increase in discharge temperature is limited:
at the maximum observed discharge temperature of 136.9°C, the additional increase was found to be
only 2.5°C. The positive deviation in superheat is thus not considered a limiting factor for the maximum
ramping rate.

In terms of reference tracking capabilities for steam demand response, a delay can be observed. The
steam generation lags behind the steam demand by approximately 17 seconds. Note that this lag is
relatively small in comparison to the maximum ramping rate of 10 Hz/minute.
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5.2.2. Evaporator water temperature variations
Apart from variations in load level, the heat pump must ideally also be able to deal with variations in
waste heat water temperature. Looking at the influence of such a variation on the superheat control
system, figure 5.10, this effect can be considered small.

An important aspect, which is not directly related to the superheat control system, is the risk of con
densation in the compressor suction lines. This risk was identified in a study focused on ammonia
heat pumps for district heating by Meesenburg [44], and was related to load level changes. In the heat
pump considered in this study, load level changes at constant waste heat water temperature and the
previously determined maximum ramping rate only lead to a small change in suction gas temperature
of ±2°C. This will thus not lead to condensation.

Rapid variations in waste heat water temperature could however lead to condensation. Whether con
densation in the suction line does occur is not only dependent on the maximum deviation in superheat
from the setpoint. This because in practice, the temperature of the suction tube wall lags behind the
refrigerant bulk temperature. To study this effect in more detail, the waste heat water temperature is
increased from 60°C to 80°C in 2 minutes. The refrigerant bulk temperature as well as the wall tem
perature of the suction tube are presented in figure 5.18 below.

Figure 5.18: Temperature response of the refrigerant and tube wall at the compressor suction line during an increase in waste
heat water temperature, at 𝑝steam = 2 bar(a) and 𝑛 = 50 Hz

From this figure the lag in the suction tube wall temperature follows. The maximum temperature dif
ference between the refrigerant and the tube wall is found to be 10.3°C, which is larger than the 7°C
of superheat. This gives the impression that condensation at the suction tube wall, in the viscous sub
layer, will occur. The model is however not suitable to determine to what extent this is problematic.
This because of the following reasons:

• First of all, the used heat transfer coefficient is a function of the bulk properties. In case conden
sation of refrigerant occurs in the viscous sublayer at the tube wall, the heat transfer model still
assumes single phase cooling. In reality, this is not a valid assumption, as described in [33]. The
deviation between conventional heat transfer modeling and reality is clearly depicted in figure
5.19. Also, the formation of condensate on the tube wall will result in an increased heat transfer
rate to the tube wall, and thus to a reduced tube wall temperature lag. The behaviour presented
in figure 5.18 can thus be considered conservative. In recent years, more attention is paid to the
condensation of refrigerant from the superheated state. In a study by Agarwal and Hrnjak [6], and
Xiao and Hrnjak [82], a model is presented that captures this phenomena as well. Application of
these models is out of the scope of this study.

• Even with the integration of more advanced heat transfer models that do account for condensation
from the superheated region, still no correct representation can be expected. This is caused by
the way the suction tube model is discretized. The bulk region, as well as the tube wall, is only
discretized in the axial direction. Therefore the radial temperature gradient is not representative.
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From these considerations, it follows that further research is needed to quantify the effects of conden
sation. Note that in case the variation in waste heat water temperature is found to be too fast, the
integration of mechanical solutions can be considered. Meesenburg [44] proposed the implementation
of electrical heat tracing or the implementation of an internal heat exchanger. For implementation of the
latter, see figure 2.2. Because both methods introduce an increase in CAPEX, the incentive to imple
ment these solutions might be small. A solution that might sufficiently counteract condensation effects
and is relatively simple, is the use of an internally ribbed or finned suction tube. This will increase the
heat transfer coefficient, and thus reduce the tube wall temperature lag. To what extent this solution
can aid in mitigating condensation requires further investigation and is out of the scope.

Figure 5.19: Comparison between the conventional heat transfer modeling approach and reality. Adapted from [33]





6
Conclusions and Recommendations

In this final chapter, first the conclusions that follow from the presented study are provided. In the
second part, recommendations related to future research opportunities are discussed.

6.1. Conclusions
This study is aimed at making industrial sized heat pump systems amore attractive solution for industrial
heating purposes, by studying the potential of flexible operation. The study demonstrates that flexibil
ity of industrial, high temperature heat pumps can be improved to such an extent, that the equipment
becomes suitable for heat demand response application. At these levels of flexibility, participation in
grid load balancing pools or electricity market response is possible as well, which has financial benefits.

Quantitatively speaking, the high temperature industrial heat pump considered in this report is found
to be able to ramp up and down at a maximum rate of 20%/min. The limiting factor in this economizer
cycle is the ability of the control system to keep the superheat at the screw compressor injection port
within acceptable limits. The steam demand response delay is found to be in the order of 17 s. Relative
to the ramping rate, this can be considered small.

Note that the aforementioned conclusions are related to flexibility in load level changes. When looking
at flexibility in the supply of heat to the heat pump, a risk is identified which can be extrapolated to
other heat pump systems as well. During a relatively fast increase in waste heat water temperature,
there is a risk of condensation in the suction line, as presented in subsection 5.2.2. This does not put
a constraint on the maximum load level ramping rate of the heat pump. Solutions that could solve or
mitigate this problem are implementation of an internal heat exchanger, the application of heat tracing
on the suction tube, or possibly the application of an internally finned suction tube.

The obtained flexibility level can be achieved using the conventional SISO PID control structure. More
over, the identified flexibility limits of the heat pump can be improved further by implementing addi
tional control structures. Structures considered in this study are feedforward, cascade control and gain
scheduling, in decreasing order of expected performance improvement. The fact that the presented
level of flexibility can be achieved without these structures is beneficial, because it might promote the
uptake in industry as no substantial increase in development costs is brought along.

The presented control system tuning approach can be considered generally applicable, either by using
a dynamic model, or by using solely experimental data. This allows for extrapolation of the approach to
other heat pump systems. The same applies to the modeling approach, which is found to be suitable
for the dynamic characterization. Because the model is block diagram based, the component models
can be used for the modeling of other heat pump cycle layouts.
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6.2. Recommendations
Although the presented study provides closure on the main research objectives, new questions are
unveiled as well. In this section, the most relevant questions that should be addressed in future studies
are discussed.

It is first of all recommended to extent this study with experimental validation. The results in this study
are based on calibration and validation using manufacturer data. Although this is accounted for by ap
plying a conservative approach, experimental validation of the model is still recommended to increase
the accuracy of the results. Furthermore, experimental validation will also give more insight. For ex
ample in the origination of losses in the screw compressor, or in the behavior of the heat pump during
variations in steam pressure. This behavior could then be implemented in the model as well.

Another aspect that requires further investigation, is the formation of condensate during a rapid in
crease in waste heat water temperature. Condensate in the compressor suction line poses a risk for
safe operation. Because the developed heat pump model is not sufficiently detailed for a quantitative
condensate analysis, it is recommended to develop a more detailed model of the suction tube. With
this model, advanced heat transfer models can be used to quantify the behavior. Another method that
can be employed to obtain more insight into the condensation process is experimental analysis.

Out of the scope of this study, but considered valuable to promote the availability of flexible indus
trial heat pumps, is a thorough business case analysis. Apart from the theoretical, and in the future
also practical demonstration of flexible operation, it is recommended to quantify the financial benefit
of dynamic operation as well. It is recommended to develop the business case for different types of
operation. A distinction can be made between batch and continuous processes. For the business case
analysis, it is recommended to develop an operational strategy that takes advantage of the energy price
fluctuations.

Of influence on the financial benefits of flexible operation is the cycle performance at offconditions. It
is recommended to investigate to what extent the use of a variable volume ratio compressor increases
the cycle efficiency. In the current configuration, energy losses due to under and overcompression
negatively affect the performance at offconditions.
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