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 A B S T R A C T

This study presents an automated shape optimization method for heat sinks. The computational framework has 
been developed by combining a conjugate heat transfer solver with adjoint capabilities, a CAD parametrization 
tool, and a gradient-based optimizer. The test case considers the design optimization of a water-cooled heat 
sink with pin fins, with the goal of concurrently enhancing heat transfer and minimizing pressure losses. Results 
show that the optimized fin geometry leads to an improvement of the average heat transfer coefficient by 24% 
while the pressure drop is lowered by 19%. The optimal fin array features an unconventional shape with an 
enlarged cross-section at the hub and the top with respect to mid-span, and a variation of the pin profile in 
the streamwise direction. The net effect is a reduction in flow blockage, an increase in fin efficiency, and a 
lower and more uniform temperature distribution in the heat sink base plate.
1. Introduction

The electrification of aircraft propulsion and power systems offers 
a promising solution for reducing carbon emissions in aviation [1]. 
However, to realize the potential of aircraft electrification, challenges 
related to the dissipation of thermal power generated by electric mo-
tors, batteries, and other electronic components must be addressed [2]. 
Thus, effective thermal management systems (TMS) are essential to 
enable the more electric aircraft of the future. The heat exchangers 
and heat sinks in such TMS must, therefore, be designed to handle 
significantly high thermal loads (estimated to be 2–10 kW/m2 for 
batteries and 10–50 kW/m2 for motors) while having minimum drag, 
low weight, and compact footprint [3].

The optimal design of heat exchangers and heat sinks of TMS 
is nowadays supported by high-fidelity numerical simulations, used 
either in parametric analyses or adopted in optimization studies [4]. 
The thermal–hydraulic performance of the components is evaluated 
with conjugate heat transfer (CHT) models, whereby relevant flow 
quantities (e.g., pressure drop, flow maldistribution) and heat transfer 
rates are predicted using three-dimensional RANS modeling [5], while 
the temperature distribution within the solid medium is determined by 
solving the energy equation [6].

Recently, the application of CHT models in parametric studies has 
led to the discovery of unconventional heat sink geometries with su-
perior thermal–hydraulic performance. For example, Ahmadian-Elmi 
et al. [7] investigated the effect of pin fin geometric parameters — 

∗ Corresponding author at: Delft University of Technology, Kluyverweg 1, Delft, 2629HS, The Netherlands.
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such as height, diameter, pitch, and taper angle — on the heat sink 
performance, defined as a function of the overall heat transfer co-
efficient and pressure drop. The results indicated that the fin shape 
has a major influence on the convective heat transfer coefficient and 
the pressure drop. More specifically, tapered pin fins showcased a 
performance improvement of 17% over conventional cylindrical pin 
fins. Similarly, Kim et al. [8] performed a parametric study to identify 
an optimum shape for the fins of the oil cooler of an aero gas-turbine 
engine. The fin geometry leading to the highest performance featured 
a forward-slanted profile that accelerated the flow near the bottom of 
the fin and enhanced local heat transfer. However, parametric studies 
such as the ones documented in Ref. [7,8] are impractical to explore 
comprehensively all the design options.

Optimized designs of heat transfer components can be achieved by 
coupling CHT simulations with an optimization algorithm. Two cou-
pling strategies are generally pursued to limit the computational burden 
of the optimization problem. The first one requires the derivation of a 
surrogate of the CFD or CHT model of the heat transfer device under 
design. The optimization is then performed using a gradient-free evo-
lutionary algorithm. The second strategy consists of directly coupling a 
3D CHT model with a gradient-based optimization algorithm. The first 
approach provides a suitable trade-off between accuracy and computa-
tional cost for optimization problems with a number of design variables 
in the order of 10–20, as the computational time required to generate
https://doi.org/10.1016/j.ijheatmasstransfer.2025.127722
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Nomenclature

Symbols

𝑎 Cross-sectional area [m2]
𝐴 Area [m2]
𝐜 Constraints
𝐶p Specific heat capacity [J∕(kgK)]
d Pin fin diameter of the baseline heat sink [m]
𝐷h Hydraulic diameter of the flow channel [m]
𝐸𝑢 Euler number [–]
𝑓 Fanning friction factor [–]
 Fixed-point iterators
ℎ Heat transfer coefficient [W∕(m2 K)]
ℎ̄ Area averaged heat transfer coefficient 

[W∕(m2 K)]
H Height of the heat sink flow channel [m]
𝐽 Objective function
𝑘 Thermal conductivity [W∕(mK)]
𝑙 Projected length [m]
 Lagrangian function
L Length of the heat sink [m]
 Mesh mapping operator
𝑁 Number of sections [–]
𝑝 Perimeter [m]
𝑃 Pressure [Pa]
pt Pitch of the heat sink fins [m]
𝑞 Heat transfer rate [W]
𝑟 Radius of curvature [m]
𝑡 Thickness distribution [m]
𝑇 Temperature [K]
𝐔 Solution state
 Volume [m3]
𝑉 Velocity [m∕s]
𝑤 Plane perpendicular to the width
W Width of the heat sink [m]
𝐗 Mesh coordinates [m]
𝑥, 𝑦, 𝑧 Cartesian coordinates [m]
𝑦+ Non-dimensional wall distance [–]
Greek letters
𝜶 Design variables
𝝀, 𝜱 Lagrange multipliers / adjoint states
𝛥 Change in quantities
𝜂 Efficiency
𝜇 Viscosity [Pa s]
𝜌 Density [kg∕m3]
𝜃 Metal angle [◦]
𝜉 Stagger angle [◦]
𝜁 Tangent proportion [–]
Subscripts

0 Baseline value
avg Average value
b Bottom heated surface
chord Chord-wise
cht Conjugate heat transfer
f Fluid domain
fin Fin
2 
fr Frontal
g Geometric
𝑖, 𝑗 Index
in Inlet value
l Lower bound
le Leading edge
lg Longitudinal
max Maximum value
mean Mean value
out Outlet value
p Location of pins
s Solid domain
span Span-wise
surf Surface
t Total
te Trailing edge
tv Transverse
u Upper bound
ub Unfinned base surface of the flow channel
vol Volume
𝑥 Component in x-direction
𝑧 Zone

Superscripts

0 Iteration step 0
l Lower
T Transpose
u Upper
* Optimum value
′′ Flux

the dataset for the implementation of the surrogate model significantly 
increases with the number of design variables. Hu et al. [9] optimized 
a 3D heat sink using a gradient-free method based on an evolutionary 
algorithm to reduce pressure drop along with temperature hotspots and 
non-uniformities. More recently, Nguyen et al. [10] utilized a surrogate 
model constructed with the machine-learning algorithm called random 
decision forests to optimize the three-dimensional shape of pin fins. 
The design variables consisted of the radii along the pin span, and 
the optimization resulted in funnel-shaped fins featuring a 20% higher 
heat transfer coefficient compared to the conventional cylindrical pins 
for the same pressure drop. Other studies have employed surrogate 
models based on artificial neural networks to design heat sinks with 
elliptical [11] and diamond-shaped [12] pin fins.

Gradient-based optimization methods with sensitivities obtained 
using the adjoint method are known to be very efficient for large-scale 
design problems with constraints [13]. In the context of shape opti-
mization for conjugate heat transfer problems, Gkaragkounis et al. [14] 
developed a continuous adjoint CHT solver for turbulent flows and 
applied it to perform the 2D and 3D optimization of cooling channels 
of turbine blades and piston engines. Using the same adjoint-based 
computational framework, Gkaragkounis et al. [15] performed the 
multi-objective shape optimization of 3D heat sink fins, minimizing 
pressure drop and temperature hotspots. The result of the numerical 
exercise was a Pareto front constituted by a set of novel fin designs. 
Conversely, Anibal et al. [16] used the discrete adjoint formulation 
to compute the sensitivities and to carry out the optimal design of 
heat sinks for thermal management of electric motors in aerospace 
applications. The results highlighted the importance of modeling the 
thermal interaction between the solid and the fluid with a conjugate 
heat transfer solver, as opposed to approaches modeling the fluid 
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domain only. Similarly, Burghardt et al. [17] developed a discrete 
adjoint methodology for performing shape optimization in conjugate 
heat transfer problems, and implemented it leveraging the open-source 
software SU2. The method was applied to the optimal design of the 
2D profile of a pin fin array and the cooling slots of a turbine blade. 
Recently, He et al. [18] applied discrete adjoint-based shape optimiza-
tion to improve the cooling of battery cells. The CFD model domain 
encompassed an airflow channel and the aluminum casing surrounding 
each cell. To solve the corresponding aerothermal problem, a conjugate 
heat transfer analysis was performed by integrating a finite-volume 
fluid dynamics solver for the fluid domain with a conduction heat 
transfer solver for the solid domain, using the OpenMDAO-based MPhys 
framework. The optimized casing geometry reduces both the pumping 
losses associated with the airflow and the weight of the unit compared 
to the baseline cylindrical design, while still satisfying the constraints 
on the maximum temperature of the battery cells.

In all the aforementioned adjoint-based studies, the design sur-
faces were parametrized using methods based on Free-Form Defor-
mation (FFD) boxes, which provide large design flexibility. However, 
parametrization based on FFD boxes does not easily allow imposing 
geometric constraints, such as those required for manufacturability [19,
20]. In contrast, CAD-based parametrization with NURBS control points 
offers precise control and accurate representation of the design sur-
face to define geometric constraints [21,22]. Yet, limited studies have 
focused on the application of CAD-based adjoint optimization in con-
jugate heat transfer problems. Chávez-Modena et al. [23] utilized a 2D 
parametrization based on control points to design a heat exchanger 
using a framework that sequentially optimizes the layout of the fins 
and then their shape. The optimized geometry was then extruded in 
3D and simulated with a conjugate heat transfer solver, demonstrating 
a performance improvement of more than 10%. Imam-Lawal [24] 
optimized a U-bend internal cooling channel, whose thermal–hydraulic 
performance was computed with a CHT solver and its 3D geometry 
was parametrized by NURBS and rational Bezier curves. In a recent 
work, Pai Raikar et al. [25] proposed a CAD-based adjoint optimiza-
tion framework to concurrently design multiple heat transfer surfaces 
and applied it to the optimal design of bare-tube heat exchangers, 
with the goal of minimizing pressure drop while constraining the 
heat transfer rate. However, the optimization framework in Ref. [25] 
neglected the modeling of the temperature distribution within the solid 
surfaces. In summary, the potential of CHT-based adjoint optimization 
for the optimal design of 3D heat transfer surfaces with CAD-based 
parametrization has not been investigated yet.

This study presents an adjoint-based optimization method relying 
on a conjugate heat transfer solver implemented in the open-source 
CFD software SU2 [26] and a CAD-based parametrization tool [27] 
based on NURBS to identify the optimal 3D shape of heat sinks. The 
objective is achieved by extending the automated design framework 
presented in Ref. [25] to conjugate heat transfer problems. The test 
case considered in this study involves the application of the shape 
optimization method to the design of a heat sink with pin fins, with 
the objective of concurrently maximizing the heat transfer coefficient 
and minimizing total pressure losses.

2. Methodology

The optimization framework integrates the open-source CFD soft-
ware SU2 [26] for conjugate heat transfer simulation and gradient 
calculation with the discrete adjoint method, a mesh deformation algo-
rithm, a CAD-based parametrization tool [27,28], and a gradient-based 
optimizer.

The XDSM diagram as shown in Fig.  1 illustrates the optimization 
framework. The framework is similar to the one reported in Ref. [25], 
with the addition of conjugate heat transfer (CHT) simulation capabil-
ities, leveraging the partitioned approach in SU2, whereby the solid 
and the fluid domains are discretized with two distinct grids. In the 
3 
Table 1
Design variables needed for the three-dimensional parametrization of fin 
surfaces with the camber-thickness approach.
 Variable name Symbol 
 Number of span-wise sections 𝑁span  
 Number of chord-wise sections 𝑁chord  
 Leading edge control points 𝑥le , 𝑧le  
 Leading edge abscissa 𝑦le  
 Trailing edge control points 𝑥te , 𝑧te  
 Stagger angle 𝜉  
 Inlet and exit metal angles 𝜃in , 𝜃out  
 Inlet and exit tangent proportions 𝜁in , 𝜁out  
 Inlet and exit radii of curvature 𝑟in , 𝑟out  
 Upper and lower thickness distributions 𝑡u , 𝑡l  

design chain, the heat transfer design surfaces, such as pin fins, are 
parametrized by a set of design variables (𝜶). The design surfaces 
at the interface of the fluid and solid domain, i.e. 𝐗surf ,f  and 𝐗surf ,s, 
respectively, are updated at each design iteration. The corresponding 
volume meshes (𝐗vol,f ,𝐗vol,s

) are obtained by deforming the initial 
grids, i.e., those generated for meshing the solid and fluid domain. 
CHT simulation is performed with SU2 to compute the values of the 
objective function (𝐽 ) and constraints (𝐜). Next, the adjoint variables 
(

𝜱f ,𝜱s
) are computed using the coupled CHT adjoint solver. Finally, 

the gradient values of the cost functions with respect to the design vari-
ables (𝜶) are computed by applying the chain rule of differentiation, 
described in Section 2.3.

The gradient-based optimizer used in the design chain is the Sparse 
Nonlinear OPTimizer (SNOPT) [29], which is interfaced by means of 
the open-source python package pyOptSparse [30]. Mesh deformation 
is performed for each domain by solving the linear elasticity equa-
tions [31] with the surface displacements of the corresponding design 
surfaces imposed as a Dirichlet boundary condition. For brevity, only 
the methods at the basis of the functional blocks concerning 3D CHT 
problems, namely, the Geometry Modeler, the CHT Solver, and the 
Coupled Adjoint Solver, are described in detail. Further details are 
documented in Ref. [25,27].

2.1. Geometry modeler

The CAD-based parametrization method from Ref. [27] is applied 
to model 3D geometries of heat transfer surfaces such as fins. The 
parametrization method enables the construction of a variety of geome-
tries with NURBS surfaces that satisfy G-2 continuity. Fig.  2 illustrates 
the geometry construction method for an exemplary pin fin: a design 
surface is characterized by two independent thickness distributions im-
posed perpendicular to a camber surface. The camber surface is defined 
as a bi-quartic B-Spline surface [32] defined by a set of control points, 
the number of which can be selected based on the complexity of the ge-
ometry. Likewise, the thickness distributions determine the upper and 
lower profiles built around that camber surface. These profiles are de-
fined using fourth-order B-spline surfaces whose parameters are listed 
in Table  1. The sensitivities of a pin surface with respect to the design 
variables are computed using the second-order accurate complex-step 
method. The equations defining the surfaces parametrized through the 
CAD modeler are documented in Ref. [27]. These analytical expressions 
are also used to compute the values of the geometric constraints (𝐜g)
and their sensitivities 

( d𝐜g
d𝜶

)

. The adopted CAD parametrization method 
is suitable for modeling geometries such as cylindrical, elliptical, and 
tapered fins, as well as unconventional heat transfer surfaces like tear-
drop and airfoil-type profiles, including three-dimensional variations 
of these shapes. However, it should be noted that this method is not 
applicable for parameterizing the geometry of perforated pins, wavy or 
louvered fins, and more complex topological structures such as fractal 
fins.
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Fig. 1. XDSM diagram depicting the inter-dependencies among the blocks of the optimization framework.
Fig. 2. Construction of the 3D geometry of an exemplary pin fin using 
the camber-thickness CAD parametrization approach. The camber surface 
(left) is characterized by the design variables associated with the coordinates 
of its control points, in particular those at the leading and trailing edge 
(𝑥le, 𝑧le, 𝑦le, 𝑥te, 𝑧te). The thickness distributions (𝑡u, 𝑡l) determine the control 
points of the lower and upper pin profiles (middle) that characterize the overall 
design surface (right).

2.2. CHT solver

The conjugate heat transfer analyses are performed leveraging the 
partitioned approach in SU2 for solving coupled solid–fluid problems. 
In this approach, the flow is simulated with incompressible RANS, 
while heat conduction within the solid is computed by solving the en-
ergy equation. At the interface between the fluid and solid domain, the 
coupling conditions are represented by a Dirichlet boundary condition 
in the fluid domain, which prescribes a temperature equal to that of the 
solid at the interface, and the Robin boundary condition in the solid 
domain, which sets a heat flux proportional to a priori heat transfer 
coefficient and a temperature difference between the fluid and solid 
side [33]. The discretized form of the equations is obtained using the 
finite volume method with various numerical schemes available within 
SU2, as reported in Ref. [34]. The CHT solution state 𝐔 =

(

𝐔f ,𝐔s
)

is obtained using the block-Gauss–Sieldel algorithm till convergence is 
reached for the coupled system.
4 
2.3. Coupled adjoint solver

The gradient computation is performed by using a discrete adjoint 
method for the coupled system, developed using the reverse mode of 
the open-source algorithmic differentiation tool CoDiPack [35]. The 
adjoint equations are solved using the same discretization schemes as 
those used in the primal solver, and their solutions exhibit similar 
convergence behavior as that of the flow equations.

To compute the sensitivities of the cost functions (𝐽 , 𝐜) with respect 
to the design variables (𝜶), the optimization problem can be expressed 
(similar to Ref. [36,37]) in the Lagrangian formulation as

(𝜶,𝐗vol,f ,𝐗vol,s,𝐔f ,𝐔s,𝝀f ,𝝀s,𝜱f ,𝜱s) = 𝐽 (𝐗vol,f ,𝐗vol,s,𝐔f ,𝐔s)

+𝝀Tf [f (𝐗vol,f ,𝐔f ,𝐔s) − 𝐔f ] + 𝝀Ts [s(𝐗vol,s,𝐔f ,𝐔s) − 𝐔s]

+𝜱T
f [f (𝜶) − 𝐗vol,f ] +𝜱T

s [s(𝜶) − 𝐗vol,s], (1)

where 𝐔 = (𝐔f ,𝐔s) represents the solution state defined by the fixed-
point iterators f  and s, f  and s are the mesh mapping operators. 
Finally, the Lagrange multipliers (adjoint states) are represented by 
𝝀f ,𝝀s,𝜱f ,𝜱s, where the subscript denotes the zone index.

By following the derivation approach documented in Ref. [36] and 
differentiating the Lagrangian function () with respect to its variables, 
the adjoint equations can be derived as 

𝝀T𝑗 = 𝜕𝐽
𝜕𝐔𝑗

+
∑

𝑖=f ,s
𝝀T𝑖

𝜕𝑖
𝜕𝐔𝑗

for 𝑗 = f , s, (2)

𝜱T
𝑗 = 𝜕𝐽

𝜕𝐗vol,𝑗
+ 𝝀T𝑗

𝜕𝑗
𝜕𝐗vol,𝑗

for 𝑗 = f , s, (3)

where the adjoint states account for the coupling of physics in the fluid 
and solid domains. The solution to Eq. (2) can be obtained by following 
the iterative approach documented in Refs. [17,37]. The gradient of the 
objective function with respect to the design variables is obtained by 
d𝐽
d𝜶

= 𝜱T
f
df
d𝜶

+𝜱T
s
ds
d𝜶

. (4)

The total derivative of the mesh mapping operator for each zone with 
respect to the design variables can be calculated using the chain rule 
as 
d
d𝜶

=
d𝐗vol
d𝐗surf

⋅
d𝐗surf
d𝜶

, (5)

where d𝐗vol
d𝐗surf

 is the sensitivity of the volume mesh coordinates with 
respect to the surface coordinates and d𝐗surf

d𝜶  represents the sensitivity of 
the surface coordinates with respect to the design variables. Thus, the 
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Fig. 3. Computational domain (with boundary markers and geometry param-
eters) corresponding to the baseline design.

Table 2
Geometry parameters defining the configuration of the heat sink.
 Parameter Description Value [×10−3 m] 
 d Pin fin diameter 4.0  
 H Height 20.0  
 W Width 20.0  
 L Length 100.0  
 pt lg Longitudinal pitch 13.0  
 pt tv Transverse pitch 7.0  

sensitivity of the objective function with respect to the design variables 
can be computed as 
d𝐽
d𝜶

= 𝜱f ⋅
d𝐗vol,f

d𝐗surf ,f
⋅
d𝐗surf ,f

d𝜶
+𝜱s ⋅

d𝐗vol,s

d𝐗surf ,s
⋅
d𝐗surf ,s

d𝜶
. (6)

3. Case study

The automated design framework is applied to the shape optimiza-
tion of a heat sink with pin fins. This case study is inspired by Ref. [10], 
where pin fin shapes are optimized to enhance the thermal–hydraulic 
performance of a water-cooled heat sink subjected to a uniform heat 
flux at its bottom plate.

3.1. Heat sink geometry

The baseline geometry of the heat sink consists of two rows of cylin-
drical pin fins in a staggered arrangement, with each row consisting of 
7 pins. Fig.  3 illustrates the heat sink geometry, and its dimensions are 
listed in Table  2.

3.2. Numerical model

Conjugate heat transfer simulation is performed on the compu-
tational domain shown in Fig.  3. A uniform velocity of 0.13 m/s 
and a temperature of 300 K are prescribed at the inlet boundary of 
the fluid domain. A gauge pressure of 0 Pa is imposed at the outlet 
boundary, implying atmospheric pressure conditions. No-slip condition 
is prescribed at the interface between the fluid and the solid domain 
through the CHT coupling described in Section 2.2. A uniform heat flux 
(𝑞′′b ) of 50,000 W/m2 is applied to the bottom heated surface, which 
corresponds to an overall heat load of 100 W. The rest of the walls 
5 
Fig. 4. Variation of performance parameters with mesh density.

are modeled as adiabatic surfaces. The material properties of water in 
the fluid domain and aluminum in the solid domain are assumed to be 
constant and are reported in Table  3.

The flow conditions correspond to a Reynolds number of about 
3050, considering the hydraulic diameter of the flow channel 

𝐷h =
4WH

2(W + H)
, (7)

as the characteristic length. The turbulence is modeled using the one-
equation Spalart–Allmaras model, which has a proven accuracy for heat 
transfer problems in internal flows [38].

The convective fluxes were reconstructed using the Flux-Difference-
Splitting scheme with the MUSCL approach for second-order accuracy 
in the discretized form of the flow equations. The scalar upwind method 
was used for the convective fluxes of the turbulent equations. The 
Green–Gauss method was used to compute the spatial gradients for both 
solid and fluid domains. The steady-state solutions were obtained using 
a time-marching method using the Euler implicit time integration, with 
a CFL of 40. The linearized governing equations of the coupled system 
were solved using the FGMRES method with ILU preconditioning [34]. 
The maximum number of iterations per cycle of the linear solver for 
the fluid domain was 10 with a convergence tolerance of 10−4, while 
for the solid domain, their values were 5 and 10−15. To obtain the 
coupled solutions using the block-Gauss–Seidel algorithm, 12000 iter-
ations were performed. This setup achieved a residual reduction of 10 
orders of magnitude for the pressure and velocity state variables, and 
5 orders of magnitude for the temperature variables in both fluid and 
solid domains. Although further residual reduction could be obtained 
with additional iterations, the limit of 12000 iterations was chosen as a 
trade-off between computational cost and solution accuracy. With this 
setting, a Cauchy convergence criterion of 10−7 was satisfied for all 
relevant thermal–hydraulic quantities.

3.3. Grid independence study and model validation

To perform the grid independence study, three hybrid unstructured 
meshes, consisting of hexahedral and prismatic elements, were gen-
erated using a commercial meshing tool [39]. The 3D meshes were 
generated by extruding 2D meshed surfaces along the height of the 
domain following a non-uniform progression as shown in Fig.  5. In the 
fluid domain, the hexahedral elements are clustered around the walls to 
ensure 𝑦+ values of less than 1. The mesh refinement was performed by 
following a consistent approach that led to approximately doubling the 
total number of mesh elements across different meshes while keeping 
the inflation layer thickness and its progression fixed.

The variation of the relevant thermal–hydraulic quantities — tem-
perature increase (𝛥𝑇 ) and pressure drop (𝛥𝑃 ) — with mesh density was 
investigated in the grid independence study. The temperature increase 
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Table 3
Thermo-physical properties of water and aluminum.
 Material Density (𝜌) Specific heat (𝐶p) Viscosity (𝜇) Thermal conductivity (𝑘) 
 [kg∕m3] [J∕(kgK)] [Pa s] [W∕(mK)]  
 Water 997 4182 0.85 × 10−3 0.6  
 Aluminum 2700 897 – 237  
Fig. 5. Discretized computational domain selected from the grid independence study. The side view illustrates the height-wise progression of the extruded 2D 
mesh shown in the top view. The labels correspond to the pin index as well as the locations of the cross-sections used for data visualization.
(𝛥𝑇 ) is computed as the difference between the average temperature of 
the heated surface (𝑇avg) and the free-stream fluid temperature and is 
given by 

𝛥𝑇 = 𝑇avg − 𝑇in, (8)

where 𝑇in is the water temperature at the inlet, and it approximates the 
free-stream temperature since the increase in water temperature in the 
flow domain is rather limited. Hence, 𝛥𝑇  can be related to the average 
heat transfer coefficient of the heat sink when applying constant heat 
flux. Lower values of 𝛥𝑇  and 𝑇avg correspond to a higher convective 
heat transfer coefficient. Furthermore, the so-called pumping losses are 
estimated from the pressure drop computed by 

𝛥𝑃 = 𝑃in − 𝑃out . (9)

The variation of 𝛥𝑇  and 𝛥𝑃  is depicted in Fig.  4, which shows 
a monotonic convergence of their values with the increase in mesh 
density. It can be observed that the mesh consisting of 5.1 million 
elements resulted in a deviation of approximately 0.18% and 0.03% in 
𝛥𝑃  and 𝛥𝑇  values, compared to the finest mesh. Therefore, the mesh of 
5.1 million elements (shown in Fig.  5) was selected for the optimization 
study.

Additionally, the values of 𝛥𝑃  and 𝛥𝑇  obtained using the grid-
independent mesh were compared with the experimental results de-
rived from Ref. [40]. The comparison showed good agreement, with 
the results from the numerical model falling within the experimental 
uncertainty band of 4%.

3.4. Optimization problem

The goal of the optimization study is to simultaneously increase 
the heat transfer coefficient and reduce the pumping losses. Thus, the 
optimization objective is expressed in terms of minimization of the 
temperature increase and the pressure drop across the heat sink. The 
optimization problem can then be formulated as

min 0.8
𝛥𝑇 (𝜶)

+ 0.2
𝛥𝑃 (𝜶)

, (10)

𝜶 𝛥𝑇0 𝛥𝑃0

6 
subject to 𝜶l ≤ 𝜶 ≤ 𝜶u, (11)

where 𝜶 represents the design variables, 𝛥𝑃  and 𝛥𝑇  are calculated 
using Eqs. (8) and (9) respectively, and the subscript 0 represents their 
values obtained with the baseline geometry. The values of the weights 
in the objective function were selected according to Ref. [10]. This 
choice was validated through a preliminary parametric study which 
revealed that to achieve a balanced improvement in both thermal and 
hydraulic performance, a higher weighting factor for 𝛥𝑇  is necessary.

The design variables (𝜶) are the CAD parameters of the geometry of 
the fins that define the thickness distributions around the camber sur-
face (𝑡u, 𝑡l) and x-coordinates of the leading and trailing edges (𝑥le, 𝑥te). 
The verification of the gradient of the objective function with respect to 
the design variables is documented in Appendix  A. Bounds are imposed 
on the design variables such that the variation of the design surface is 
within a radial distance of 1 to 3 × 10−3 m from the center of the 
cylindrical pins of the baseline geometry. Specifically, the bounds on 
𝑡u, 𝑡l are 

[

d
4 ,

3d
4

]

, and those on 𝑥le, 𝑥te are 
[

𝑥0 −
0.45d
2 , 𝑥0 +

0.45d
2

]

, where 
𝑥0 denotes their corresponding baseline values and d is the pin fin 
diameter (see Table  1). These bounds on the design variables reflect 
minimum wall thickness constraints and are also informed by the limi-
tations of the mesh deformation algorithm in maintaining acceptable 
mesh quality. To obtain fins with identical shapes, the sensitivities 
of the design variables corresponding to different pins were averaged 
using the CP-AS approach documented in Ref. [25]. Additionally, geo-
metric symmetry of the fins was ensured by averaging the sensitivities 
corresponding to the design variables of the upper and lower thickness 
distributions, as also done in Ref. [25].

4. Results

Fig.  6 depicts the evolution of the objective function with the design 
iterations. The optimization leads to ∼20% reduction in the value of the 
objective function in 37 design steps. This performance improvement is 
achieved by a simultaneous reduction in pressure drop and a reduction 
in the average temperature of the bottom part of the heat sink. In 
particular, the optimized geometry features an 18.8% lower pressure 
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Fig. 6. Evolution of the normalized objective function and performance pa-
rameters with design iterations. The design iterations that led to a divergence 
of the CHT solver due to poor mesh quality are indicated by  in the 
optimization history.

Table 4
Comparison of average heat transfer coefficient (ℎ̄), Fanning friction factor (𝑓 ) 
and fin efficiency (𝜂fin) estimated for the baseline and optimized geometries.
 Units Baseline Optimized 
 ℎ̄ W∕(m2 K) 2133 2647  
 𝑓 – 0.26 0.21  
 𝜂fin – 0.37 0.44  
 𝐴surf,t m2 0.00352 0.00347  
 𝐴ub m2 0.00182 0.00165  

drop with a 3 K lower average temperature of the heated surface (cor-
responding to 20.5% lower 𝛥𝑇  defined by Eq. (8)). The optimization 
process reduced the optimality, defined as the degree of satisfaction of 
the first-order Karush–Kuhn–Tucker conditions computed by SNOPT, 
by 2 orders of magnitude and the L2 norm of the gradient by 78%. 
Each primal and adjoint evaluation required ∼2 hours with 222 cores 
and 444 GB of memory on a high-performance computing platform 
equipped with Intel Xeon E5-2680v4 having 2.8 GHz clockspeed.

The average heat transfer coefficient (ℎ̄) and Fanning friction fac-
tor (𝑓 ) corresponding to the baseline and optimized geometries are 
reported in Table  4. The average heat transfer coefficients for the finned 
heat sinks are computed using 

ℎ̄ =
𝑞′′b 𝐴b

(𝐴ub + 𝜂f in𝐴surf ,t )𝛥𝑇
, (12)

where 𝐴b is the area of the bottom heated surface, 𝐴ub is the unfinned 
area of the base exposed to convection, 𝐴surf ,t is the total surface 
area of all the fins, and 𝜂f in is the fin efficiency. To compute the fin 
efficiency for the two designs, additional simulations were performed 
with isothermal boundary conditions set on the bottom plate of the heat 
sink. The imposed temperature corresponds to the value of 𝑇in+𝛥𝑇0 (see 
Eq. (8)). Subsequently, the fin efficiency was computed as 

𝜂f in =
𝑞f in,cht
𝑞f in,max

, (13)

where 𝑞f in,cht is the heat transfer rate across the fins obtained from CHT 
simulations and 𝑞f in,max is the heat transfer rate with the fin surfaces at 
the same temperature of the bottom plate.

The Fanning friction factor can be computed using 

𝑓 = 𝛥𝑃
1
2𝜌𝑉

2
mean

⋅
𝐷h
4L

, (14)

where 𝑉mean is the mean velocity in the channel, 𝐷h is the hydraulic 
diameter of the channel and L is the length of the heat sink. Table  4 
shows a 24.1% increase in the heat transfer coefficient and an 18.8% 
7 
decrease in friction factor, in analogy with the obtained reductions of 
𝛥𝑃  and 𝛥𝑇 .

The analysis of the thermo-hydraulic performance of the heat sink 
designs is presented as follows. Firstly, the obtained 3D heat sink 
geometry, along with the temperature fields, is documented. Then, the 
shape of the optimized fin is compared to the baseline in terms of 
various geometric properties. Next, the performance achieved with the 
optimized heat sink geometry is analyzed and compared to that of the 
baseline design through heatmaps depicting the local heat transfer rates 
and heat transfer coefficients. The hydraulic performance is thereafter 
examined in terms of normalized pressure drop. The thermal–hydraulic 
analysis is first supported by 2D contours and then corroborated with 
line plots of the flow properties.

The 3D temperature fields in the solid domains of the baseline and 
optimized designs are presented in Fig.  7. Additionally, Fig.  7 depicts 
the velocity contours at representative horizontal (𝑧0.5) and vertical 
planes (𝑤𝑝′ ) in the flow domain. It can be noted that the optimized 
design leads to a temperature decrease at the bottom solid plate, in 
particular in correspondence to the root of the fins. Moreover, it can 
be observed in Fig.  7 that the optimized design features fins with a 
larger base but a slender profile in the central bulk-flow region (around 
𝑧
H = 0.5).
The shape of the baseline cylindrical fin and the optimized fin are 

compared in Fig.  8. Additionally, Fig.  8 depicts the variation of geomet-
ric properties, such as the cross-sectional area (𝑎), perimeter (𝑝), and 
projected frontal length (𝑙f r), with the height of the fin/channel. The 
optimized fin geometry features a cross-sectional area at the bottom 
of the fin that is twice that of the baseline cylindrical geometry (see 
𝑎
𝑎0

 subplot in Fig.  8). This increase in the base area results in more 
heat conduction through the fins given the applied uniform heat flux 
at the heat sink bottom plate. Moreover, the increased wetted surface 
of the pin in the bottom region (approximately 40% larger than in the 
baseline geometry) is beneficial for increasing convective heat transfer. 
Additionally, the enlarged fin root warrants a higher fin efficiency. 
Furthermore, the optimized fin exhibits a reduced frontal area (𝐴f r), 
resulting in less blockage to the flow. This reduction in blockage is 
most significant around the fin midspan (about 𝑧 = 0.4 H), where 
𝑙fr , the maximum width of the fin projected normal to the streamwise 
direction, is about 40% smaller than the baseline.

The fin volume (), surface area (𝐴surf ), and frontal area (𝐴f r) for 
the optimized geometry are reduced by 10%, 2%, and 14%, respec-
tively, compared to the original cylindrical fin.

Fig.  9 presents the heat transfer rate distribution along the height 
of the fins through so-called heatmaps. The heatmaps are obtained 
by dividing the fins into four zones along the span and determining 
the heat transfer rate in each zone. The optimized geometry achieves 
a higher heat transfer rate than the baseline in all zones below fin 
midspan, i.e., below 𝑧0.5. Conversely, for the region above 𝑧0.75, the 
baseline geometry has a higher heat transfer rate, while for the zone 
between 𝑧0.5 and 𝑧0.75, the optimized geometry has a higher heat 
transfer rate only in the first four fins. The reason is that the bluff-body 
profile of the upper part of the optimized fins promotes a redistribution 
of the coolant flow (see Fig.  12 at 𝑤0.5) towards the heated plate 
(0.2 < 𝑧

H < 0.5), at the expense of a reduction in heat transfer in the 
upper zones of the fins.

The variation of the local heat transfer coefficient along the fin 
height is displayed by means of heatmaps generated by averaging the 
local heat transfer coefficient across the four zones into which the fins 
are subdivided. The zone-wise heat transfer coefficient is computed by 

ℎ̄𝑧 =
1

𝐴surf ,𝑧 ∫𝐴surf ,𝑧

𝑞′′

𝑇 − 𝑇in
d𝐴surf , (15)

where 𝑞′′, 𝑇  are local heat flux and temperature values, and 𝐴surf ,𝑧 is the 
surface area corresponding to each zone. Note that the computation of 
the heat transfer coefficients is performed with the heat flux estimated 
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Fig. 7. 3D temperature field contours in the solid domains of the baseline (left) and the optimized (right) designs, with 2D velocity contours at the planes 𝑧0.5
and 𝑤𝑝′  in the fluid domains. The plane at 𝑧0.5 is a horizontal cross-section at half the height of the fin, i.e. 𝑧

H
= 0.5, while the plane 𝑤𝑝′  is a vertical slice passing 

through the center of the odd-numbered pins (see Fig.  5).
Fig. 8. Variation of the cross-sectional area (𝑎), perimeter (𝑝), projected 
frontal length (𝑙f r) of the optimized fin along the height, normalized by the 
baseline values (subscript 0). The integrals of these geometrical quantities 
over the height correspond to the fin volume (), surface area (𝐴surf ), and 
frontal area (𝐴fr), respectively. The side view of the baseline and optimized 
fin geometries is shown on the right.

by means of the simulations with isothermal solid surface used for 
the computation of 𝑞f in,max in Eq. (13). This approach ensures the 
accuracy of the estimation of the heat transfer coefficient since the 
effect of fin efficiency is explicitly excluded from the computation. The 
optimum geometry features higher heat transfer coefficient values than 
the baseline one in most of the zones below the fin midspan, i.e., below 
𝑧0.5, except in correspondence to the initial pins. Additionally, the heat 
transfer coefficient at the unfinned base plate is higher than in the 
baseline design. Since the heat transfer coefficients are higher in the 
region near the heat source, the heat dissipation is enhanced with the 
optimized design.

The effect of enhanced heat dissipation is reflected in the tem-
perature distributions presented in Fig.  11. It can be seen from the 
temperature contours at the bottom heat sink surface (the plane in-
dicated as 𝑧b in the figure) that the optimized design results into a 
lower average temperature at the base along with a more uniform 
temperature distribution. The improved performance can be attributed 
to the following flow features observable in the velocity contours in
8 
Fig.  11. Firstly, in correspondence to the central bulk-flow region 
(0.25 < 𝑧

H < 0.75), the slender shape of the optimized fin allows the 
flow to remain attached over a larger extent of the fin profile than in 
the baseline design (see in Fig.  11 the velocity field at 𝑧0.5), ultimately 
enhancing the local heat transfer coefficient. Furthermore, the larger 
hub profile of the pin leads to more pronounced recirculation zones 
near the bottom heated region (illustrated by Fig.  11 at 𝑧0.1). The net 
effect is the enhancement in flow mixing (see Appendix  B), which in 
turn results in higher heat transfer rates in the bottom part of the pins 
and a higher heat transfer coefficient along the unfinned part of the 
base plate (see Figs.  9 and 10). The recirculation zones are also present 
near the top wall of the channel, as the fin features a bluff-body profile 
in the aft part. A key benefit of such unconventional pin geometry is 
the promotion of flow redistribution towards the higher temperature 
regions (see Fig.  12 at 𝑤0.5). Finally, the optimized fins are leaned in 
the 𝑧-direction (see the side view in Fig.  8 and 𝑤𝑝 in Fig.  12). This leads 
to a decrease in the frontal area and the associated flow blockage for 
the same pin wetted area (see also 8).

Hydraulic performance is investigated by computing viscous dis-
sipation across each pin, expressed in terms of non-dimensionalized 
Euler number (𝐸𝑢), and comparing it for the two designs in Fig.  13. 
𝐸𝑢 corresponding to each pin 𝑖 is computed by 

𝐸𝑢𝑖 =
𝛥𝑃t,𝑖

1
2𝜌𝑉

2
mean

, (16)

where 𝛥𝑃t,𝑖 is the total pressure drop across the 𝑖th pin, 𝜌 is the density 
of water and 𝑉mean is the mean velocity in the channel. The total 
pressure drop (𝛥𝑃t) across any pin, for example, Pin 11 (see Fig.  5), 
is computed as 

𝛥𝑃t,11 = 𝑃(a) +
1
2
𝜌𝑉 2

mean,(a) − 𝑃(b) −
1
2
𝜌𝑉 2

mean,(b), (17)

which denotes the difference in average static and dynamic pressure 
between locations (a) and (b) defined by the cross-sectional planes 
at the centers of preceding and succeeding pins. Across all pins, the 
𝐸𝑢 number for the optimized design is consistently lower than that 
calculated for the baseline geometry, thus indicating lower viscous 
dissipation. The reduction in pressure drop achieved with the optimized 
design results from the lower blockage to the flow caused by the fins 
in the bulk-flow region (around 0.25 < 𝑧

H < 0.75, see 𝑙f r
𝑙f r0

 subplot in 
Fig.  8). Furthermore, due to the slender profiles, the flow separation 
is delayed (see Fig.  12 at 𝑤0.5), leading to a smaller recirculation zone 
and, thus, lower mixing losses.
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Fig. 9. Comparison of heat transfer rate between the baseline and optimized designs. The heatmaps depict the heat transfer rate along the vertical axis of the 
fins for both design solutions. Four zones are considered along the fin height. Their extension is defined by the distance between the normalized heights 𝑧

H
 of 0, 

0.25, 0.5, 0.75, and 1. The heat transfer rate across the base plate (‘ub’) is also displayed.
Fig. 10. Comparison of heat transfer coefficients estimated for the baseline and optimized designs along each fin height. The extension of the four zones in which 
the fins are subdivided is defined by the distance between the normalized heights 𝑧

H
 of 0, 0.25, 0.5, 0.75, and 1. The average heat transfer coefficient at the base 

plate (‘ub’) is also displayed.
The trend in the 𝐸𝑢 number and the improved thermal–hydraulic 
performance of the optimized design is further corroborated by plotting 
specific flow properties along the heat sink. The variation of gauge 
pressure in the streamwise direction is illustrated in Fig.  14. Apart from 
the inlet region where the entrance effects (∼ 𝑥

L < 0.2) are prominent, 
the pressure along the main flow direction features a steady decline, 
with the optimized design exhibiting a more gradual decrease as a 
consequence of the better aerodynamic profile of the fins.

The temperature variation along the length of the heat sink at 
the center of the bottom heated surface is shown in Fig.  14. The 
optimized design features a more uniform temperature distribution 
on the heat sink base plate. In contrast, for the baseline design, the 
temperature rises monotonically along the streamwise direction. The 
analysis of the temperature variation on the bottom heated surface 
along an axis passing through the center of the pins (see Fig.  5) reveals 
that the temperature has large fluctuations, whose period is equal to the 
longitudinal pin pitch. Notably, the local minima in the temperature 
distribution correspond to the positions of the pins. Moreover, the 
fluctuations are more pronounced for the baseline design. In the first 
pin rows (∼ 𝑥 < 0.3), the temperature at the base of the baseline pins 
L

9 
is lower than in the case of the optimized design. This is due to the 
higher average heat transfer coefficient established in the initial part 
of the heat sink (see Fig.  10), as a result of larger flow accelerations.

Fig.  15 shows the variation of the temperature of the heated surface 
along the line (a) indicated in Fig.  5, namely along the width of 
the channel in correspondence to fin 10. At this distance from the 
entrance, the flow is fully developed for both designs. The temperature 
of the base plate at location (a) varies in a range of 13 K for the 
baseline geometry while in an interval of about 7.5 K for the optimized 
geometry. The lower temperature variation is a consequence of the 
more uniform temperature distribution achieved with the optimized fin 
shape.

The plots in Fig.  15 also present the variation of the streamwise ve-
locity component (𝑉𝑥) along the channel width and at the fin midspan 
(𝑧0.5) in correspondence to the line (a) in Fig.  5. The reduction in 𝑉𝑥
observed around 𝑦

W ∼ 0.66 is associated with the location of Pin 9 
and its wake. In the case of the baseline design, the velocity becomes 
negative at 𝑦

W ∼ 0.66. This indicates that the wake region of Pin 9, and, 
in general, of all the cylindrical fins, extends further in the streamwise 
direction than in the case of the optimized fins. Moreover, for the 
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Fig. 11. Comparison of the velocity contours in the fluid domain at selected spanwise cross-sections and the temperature contours in the solid domain at the 
bottom heated surface (𝑧b) for the baseline (left) and the optimized (right) designs. The horizontal slices in the fluid domain are taken at normalized heights 𝑧

H
of 0.9, 0.5, and 0.1.
Fig. 12. Comparison of the velocity contours in the fluid domain and the temperature contours in the solid domain at selected vertical cross-sections for the 
baseline (left) and the optimized (right) designs. The vertical cross-sections are taken at half the channel width (𝑤0.5), as well as at a plane 𝑤𝑝 passing through 
the center of the even-numbered pins (see Fig.  5).
Fig. 13. Comparison of Euler number between the baseline and optimized 
designs.

optimal design, the average velocity magnitude along the line (a) is 
higher. This is particularly noticeable near Pin 10, i.e. in the interval 
0.2 < 𝑦 < 0.5. The reason for this difference in the velocity magnitude 
W

10 
is twofold. First, the optimized fin features a smaller frontal area at 
midspan. Second, the coolant mass flow rate is higher at the center of 
the channel (see Fig.  12 at 𝑤0.5).

Finally, the temperature distributions along the vertical axis of 
Pin 2 and Pin 10 are presented in Fig.  16. The plot shows that the 
temperature distribution in the fins differs only marginally from Pin 
2 to Pin 10 for the optimized design, while for the baseline design, the 
average temperature of the pins increases significantly passing from Pin 
2 to Pin 10.

Overall, the optimized fins allow for a lower and more uniform tem-
perature in the heat sink base plate thanks to the higher heat transfer 
coefficients in the lower half of the fins. This results from a reduction 
of the fin wake in the bulk-flow region, larger recirculation zones, and 
then flow mixing near the bottom heated plate, as well as higher flow 
rates in the lower part of the heat sink. The reduction in pressure drop 
is due to reduced blockage and delayed separation in the bulk-flow 
region. In addition, a wider fin base leads to increased fin efficiency. 
The findings of this study demonstrate that significant improvement 
in the thermal–hydraulic performance of heat sinks can be achieved 
with reasonable computational cost using a method that combines 
adjoint-based shape optimization with CAD-based parametrization.
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Fig. 14. Pressure and temperature variation along the streamwise direction at specific locations in the fluid and solid domains, respectively. The top plot shows 
the pressure distribution along a line positioned at mid-height and mid-width of the fluid domain, while the bottom plot presents the temperature distribution at 
the bottom heated surface at half the width of the channel (𝑤0.5), and along a line 𝑤𝑝 passing through the centers of even-numbered pins (see Fig.  5).
Fig. 15. Velocity and temperature distributions at lines normal to the stream-
wise direction in the fluid and solid domains at the location of Pin 10 (see line 
(a) in Fig.  5). The velocity distribution is sampled at 𝑧0.5 while the temperature 
distribution corresponds to the bottom heated surface 𝑧b.

Fig. 16. Temperature distributions along the vertical axis of Pin 10 and Pin 2 
(see Fig.  5).
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5. Conclusions

The research work documented in this paper focused on the de-
velopment of a method to perform shape optimization for conju-
gate heat transfer problems using the adjoint method and CAD-based 
parametrization. The design framework, comprising the open-source 
CFD software SU2 [26] with adjoint capabilities and a CAD-based 
parametrization tool [27] was applied to optimize the shape of the fins 
of a water-cooled heat sink.

The main conclusions of the work can be summarized as follows.

1. The optimization resulted in an unconventional fin geometry, 
enabling an increase in the average heat transfer coefficient by 
23.3% while reducing the pressure drop by 18.8%, compared to 
the original cylindrical fins.

2. The optimized fins feature a larger cross-section at the hub, 
leading to more heat conduction through the pins, and a slender 
profile in the 25%–75% range of the span, enhancing convective 
heat transfer and minimizing flow blockage.

3. The improvement in the thermo-hydraulic performance of the 
heat sink is achieved also through a redistribution of the flow 
towards the heated base plate.

4. Though the design method proved to be robust and enabled the 
attainment of unconventional fin shapes, further improvements 
can be envisaged if the current limitations of the adopted mesh 
deformation method to handle large grid displacements will be 
addressed.

This study demonstrates the capability of the method in generating 
innovative designs for fins. Future work will focus on incorporating a 
more sophisticated mesh deformation based on radial basis functions 
and applying the design framework to cases with non-uniform heat flux. 
In addition, the use of local sensitivities to optimize the individual fin 
shapes will be explored.
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Appendix A. Gradient verification

The gradients obtained using the design chain with the adjoint 
(ADJ) method are verified by comparing their values with those ob-
tained by the finite-difference (FD) method. The approach for gradient 
verification was similar to the one in Ref. [25], properly adapted to 
account for the 3D parametrization and multi-zone domains. The gra-
dient verification was performed for a reduced set of design variables 
due to the high computational cost associated with the 3D CHT simula-
tions. Among the randomly selected 50 design variables were thickness 
parameters defining the pin profile in both the freestream flow in the 
wake regions. Based on a preliminary parametric study, two FD step 
sizes, 0.1% and 0.05%, were selected for the computation of gradients 
using FD. Fig.  A.17 presents the comparison of the values of the 
gradient of the objective function computed using the adjoint methods 
and the FD step size that resulted in the best quantitative agreement. 
Using this approach, the average deviation obtained for most variables 
was less than 5%. For the purpose of the optimization case study, the 
extent of the deviations observed in Fig.  A.17 is considered adequate.

Fig. A.17. Gradient verification plot for the design variables of the case study.

Appendix B. Quantification of mixing in recirculation zones

The mixing in recirculation zones near the heated bottom plate in 
the optimized design is quantified in terms of standard deviation and 
coefficient of variance of temperature. Lower values of these quantities 
indicate a more homogeneous temperature field in the fluid caused 
12 
Fig. B.18. Representation of the control volume selected for quantification 
of mixing in the wake corresponding to Pin 10 (see Fig.  5) along with its 
temperature distribution. The control volume spans from the bottom heated 
surface 𝑧b to 𝑧0.1.

Table B.5
Comparison of volume-averaged temperature (𝑇̄ ), standard deviation (𝜎𝑇 ), and 
coefficient of variation (𝐶𝑂𝑉𝑇 ) in the wake regions behind the Pin 2 and Pin 
10 for the baseline and optimized geometries.
 Metric Baseline Optimized

 Pin 2 Pin 10 Pin 2 Pin 10 
 𝑇̄ [K] 302.39 303.12 302.10 302.11 
 𝜎𝑇 [K] 8.59 8.58 2.38 2.05  
 𝐶𝑂𝑉𝑇 0.0284 0.0283 0.0079 0.0068 

by improved mixing. The coefficient of variation of temperature in a 
control volume is given by: 

𝐶𝑂𝑉𝑇 =
𝜎𝑇
𝑇̄

, (B.1)

where 𝑇̄  is the volume-average temperature and 𝜎𝑇  is standard devia-
tion computed by 

𝜎𝑇 =

√

1
𝑉 ∫𝑉

(𝑇 − 𝑇̄ )2 d𝑉 . (B.2)

To analyze the mixing associated with the recirculation zones near 
the heated bottom plate (depicted by the velocity contours in Fig.  11 
at 𝑧0.1), control volumes are selected in the wake of Pin 2 and Pin 10. 
The control volumes, represented in Fig.  B.18, span from the bottom 
heated surface (𝑧b) to 𝑧0.1. The computed parameters corresponding to 
the baseline and optimized designs are reported in Table  B.5.

The optimized geometry leads to more than ∼60% reduction in 𝜎𝑇
and 𝐶𝑂𝑉𝑇  values compared to the baseline design. This is because the 
optimized design promotes mixing and leads to more homogeneous 
fluid temperatures in the analyzed region.

Data availability

Data will be made available on request.
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