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Executive summary

In October 2023 congestion is issued in the HIC Rotterdam. As a result businesses can no longer
establish, expand or electrify. A potential solution to free up grid capacity is that of an energy hub.
This study evaluates future scenarios for the development of an industrial energy hub by utilising the
EMA method. A study is done on the details of the congestion problem in the HIC Rotterdam in order
to distinguish possible solutions. By exploring technologies applicable in an energy hub and applying
exclusion criteria the potential for energy hub integration in the HIC Rotterdam is assessed. Based on
the outcomes of a data inquiry a choice is made on an industrial cluster to model. Factors influencing the
cluster’s development in the future are drafted and scenarios are designed that describe the potential
evolution of the cluster. The electricity system of the industrial cluster is modelled and its data analysed.
Themodel of the electricity system is translated into amodel that generates future states of the industrial
cluster. Through EMA these scenarios are evaluated.

The congestion problems faced in the HIC will last until project ’Loadpocket Simonshaven’ is com-
missioned in 2027-2029. Until then, energy hubs might be valuable in creating grid capacity. Making
shared use of an electricity connection can already create some extra capacity, however the implemen-
tation of large electrification projects is most influenced by the availability of additional grid capacity. As
becomes clear from the simulation results. In addition, a promising integration option is the inclusion
of an electricity generation unit in the energy hub of which multiple exist in the HIC Rotterdam.
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1
Background

1.1. Introduction
With emission reduction targets coming closer, industries are more and more transitioning towards
sustainable use of energy. The transition to a sustainable energy system is believed to develop along
four pillars; efficiency improvements, electrification, a switch to green molecules and carbon capture
[33]. These pathways all follow different timelines. The transition to green molecules and use of carbon
capture are still in their early stages and not yet matured sufficiently to service entire industries. On
the other hand, efficiency has shown to follow continued improvements in the last decades. Up to
the point where the Netherlands’ energy consumption is currently lower than it was in 1990 [39]. The
second pathway, electrification, is picking up speed. Different sectors show varying progress as the
Netherlands is second only to Australia concerning solar panels per capita and one of the global leaders
in realising charging infrastructure for electric transport. Industry is starting its electrification process
as companies are moving away from natural gas and building electrolysers and e-boilers. Many of
the electrification efforts have been further accelerated by the high gas prices resulting from the war in
Ukraine. This acceleration is well illustrated by the projected growth in electricity use in the Rotterdam
port area; the growth originally anticipated from 2020 to 2030, has already been requested in the years
between 2020 and 2022 [69]. Accelerated growth in combination with the mismatch between lead times
for electrification projects and grid expansion projects, where grid expansion typically takes years longer
to complete, has cascaded to congestion being issued in almost every part of the Netherlands.

To tackle the problem of grid congestion solutions are structured along three pillars; faster expansion,
better use of the available infrastructure and the development of flex capacity. The latter solution can
be developed through various concepts of which the energy hub is a new and innovative example. The
problem of grid congestion is caused by an accumulation of factors regarding multiple stakeholders.
An energy hub requires cooperation between multiple players. Therefore, an overarching organisation
is quintessential in the success of this solution. For the HIC Rotterdam the Port of Rotterdam is well-
positioned to guide this process.

The proposed research project will employ a mixed-method approach featuring an explanatory design
aimed at finding characteristics for an industrial cluster that help the implementation of an energy hub.
This challenge involves both technological components in the optimal planning of energy hub operation
as well as financial and governance components. This makes it highly complex, which is further exag-
gerated by the number of stakeholders needed to successfully realise an energy hub. This research
however will focus on the technological aspects and touch upon other aspects whenever these might
be influential. The results of this research will be beneficial to the port authority and industries located
in the HIC, as well as grid operators. Energy hubs can be utilised to reach climate goals and industries
can benefit from improved efficiency and lowered costs. The thesis project is carried out in close co-
operation with the Port of Rotterdam, the port authority responsible for exploiting the largest harbour
industrial complex in Europe. By using representative data and considering actual use-cases it allows
for the research to learn from and be directly applicable to real-world situations.

1
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The topic of grid congestion is relatively new in the Dutch public debate, with an even newer addition
being the concept of the energy hub. This background chapter serves to shed light on the complexity of
the congestion issue, relevance of this research and help the reader to better understand the contents
of this report. An outline of the Dutch electricity grid is provided in Section 1.2. Subsequently, the
concept of an energy hub is explored to establish the necessary framework for the thesis in Section
1.3. Lastly, Section 1.4 provides an introduction to the Port of Rotterdam, since this will be the area of
focus for this research.

1.2. Dutch electricity grid
The first public electricity supply in the Netherlands was commissioned over a century ago. Over this
time it has developed to its current state. Currently, the grid and its operators are under societal pres-
sure to quickly reform to swift changes in demand. Changing electricity needs and how these result
in grid congestion are presented in this section. Grid congestion is one of the main reasons for start-
ing this research. To better understand the motivation behind this research, grid congestion is further
elaborated. Solutions to grid congestion are presented as well. Lastly, a discussion on the continued
need for flexible electricity use is presented. An extension on the background on the Dutch electricity
grid including its historical development and grid issues resulting from the energy transition other than
grid congestion, please refer to Appendix A.

1.2.1. Energy system in transition
A prerequisite for facilitating these market freedoms is an abundance in grid infrastructure. A recent
surge in electricity demand caused by electrification efforts challenges this infrastructure abundance,
putting the ’copper-plate’ principle to the test. The electrification efforts originate from the ambitions ex-
pressed in the various climate agreements. In 2015 the Paris Agreement was adopted as a successor
to the Kyoto Protocol from 1997. The Paris Agreement introduced judicial support for limiting global
warming to a 2°C increase. It also required member states to set nationally determined contributions
(NDCs) and describes the expectation of developed countries to financially support emissions reduction
efforts of developing countries. To align European policy with the set ambitions, the Fit for 55 package
is constructed. This package presents a roadmap to reduce greenhouse gas (GHG) emissions in the
EU by 55% in 2030, compared to 1990 emissions levels. The Netherlands, as EU member state, are
thus striving for a 55% reduction as well. Apart from reducing and reusing energy, and switching to al-
ternative fuels, transforming electricity generation and electrification will contribute largely to emissions
reduction.

The electricity demand is projected to grow from 120 TWh/y currently to approximately 200 TWh/y in
2030 [162]. The industry in the Netherlands, the largest consumer of energy, is estimated to increase
its electricity demand by 80-130 TWh in 2050, compared to current consumption. This amounts to
three to four times its current electricity consumption. This means that in addition to the replacement
of fossil energy generation, the generation capacity needs to scale up as well.

Until now, power grids have operated as a load-driven system. The basic idea behind this is that
loads are predictable, even though only in a statistical sense. Thanks to this statistical prediction,
generation is scheduled. The error in predictions are compensated by peaker plants. Such an approach
is possible, assuming that generation is fully controllable and concentrated in large power plants, so
that the scheduling problem is solvable. In the new scenario, we are moving more and more towards
a generation-driven power system, where generation leads and the rest of the system follows. This is
due to the intermittent characteristic of wind and solar power. With an increasing role of dynamics and
the need to operate grids closer to their limit, this new scenario is creating the need for new solutions
and technologies.

1.2.2. Issues resulting from the energy transition
Though the transition to a renewable generation-driven power system is theoretically possible, it is
complicated by multiple factors. One of the main challenges grid operators are facing is the mismatch
between the speed in which the energy system is developing and the lead times necessary for grid
reinforcement projects. On the consumer side examples of projects are the installation of heat pumps,
solar PV or electrification of industrial process, which respectively take months, a year and about four
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years to complete. Grid reinforcements projects for these respective projects however require a year,
three years or up to 10 years to complete [134, 144].

This mismatch requires grid operators to think ahead in terms of grid planning and to finance pre-
investments into grid reinforcements. Yet, in the years leading up to the energy transition the investment
policy of the grid operators remained overly focused on cost efficiency. This policy, which was sustained
by the lack of incentive provided by supervisory authority ACM, led up to a false start for the energy
transition in the Netherlands as concluded by [63, 120, 168].

In the 20’s of the 21st century the efforts needed to make the energy transition a success started
to be recognised. Grid operators now doubled their annual investments compared to 2019. Though
this financial boost helps in facing the transition challenge, scarcity in terms of personnel, equipment
and physical space to build cables and stations limits progress [85]. Consequences of this delayed
transformation of the power system is a congested electricity grid with severe consequences for society
as a result, as described by the Dutch Minister for Climate and Energy Policy Rob Jetten in his letter
to the President of the House of Representatives after TenneT published congestion studies for the
regions Utrecht, Gelderland, Flevopolder and the HIC Rotterdam [73].

Initially, congestion occurred when supplying the grid with electricity in rural areas with distributed elec-
tricity generation (DER), such as wind and solar farms. These DER systems differ significantly from tra-
ditional centralised energy generation methods, such as gas turbines and nuclear power plants, which
have historically supplied our energy needs. Unlike these centralised sources, RES are inherently de-
centralised. This decentralisation introduces a challenge, as the existing electrical grid infrastructure
was originally designed to accommodate the efficient transmission of energy from large power plants
through robust power cables to various industrial and urban centres. In contrast, onshore wind and
solar farms are often situated in rural areas that lack adequate electricity infrastructure. In addition to
the expanding adoption of solar PV systems and onshore wind farms, the Dutch government is driving
the development of offshore wind farms in the North Sea. The target for 2023 is to establish a minimum
offshore wind power capacity of 4.5 GW. Looking further into the future, the government has set ambi-
tious objectives. Currently, the government is working to achieve 21 GW by 2030 and aspires to reach
70 GW by the year 2050 [72]. Consequently, the grid’s historical configuration has become ill-suited to
accommodate the changing landscape of decentralised energy generation.

In 2022 energy prices skyrocketed as a result of sanctions against Russia following its invasion of
Ukraine. Suddenly, electrification of processes that were previously deemed too expensive became a
fitting solution to cope with high fuel prices. The industrial sector, already looking for decarbonisation
options to adhere to increasingly strict emissions legislation, seized the opportunity to accelerate de-
carbonisation by switching to electrically driven processes. As a result, in 2050 an estimated 60% of
the energy need from the industry will be electric. Towards 2050 the annual dutch industrial electricity
demand will grow by 80-130 TWh just from electrification alone. This means that between 2021 and
2050 the industrial electricity demand will grow 3 to 4 times in size [126]. Without sufficient mitigation
strategies the ’copper-plate’ principle will be pushed to, and at times possibly over, its limits.

1.2.3. Grid congestion
The term grid congestion is a hot topic in the Netherlands at the time this report is written. An increasing
amount of projects throughout the country are getting delayed or postponed indefinitely due to grid
congestion. The state of the congestion problem in the Netherlands is displayed at the Capacity Map
which is provided by the grid operators and can be found at [116]. During the conduct of this research
the map has become increasingly red, until the point where the majority of the Netherlands is labelled
as congestion area. In this report the term is mentioned multiple times already as it formed the reason
for starting this research by the Port of Rotterdam. To increase the understanding of the subject and
better understand the context of this research an explanation on the topic is provided.

Congestion can best be explained by an analogy on traffic. The road network resembles the electricity
grid and cars on the roads resemble electricity. Most of the day cars can travel from A to B without
any problems. During peak hours however too many cars need to pass over a certain road surpassing
the road’s transport limits, causing a traffic jam. This traffic jam is similar to what happens during
grid congestion, more electricity needs to pass certain infrastructure elements than what their limits
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allow. A crucial difference between traffic and electricity is that cars will be delayed following a traffic
jam, however due to electricity’s inherent characteristic where it is consumed instantly, in the case of
congestion the surplus electricity is simply not delivered.

It is important to understand that congestion is not caused by a deficit in electricity production but
rather a shortage of grid infrastructure to transport electricity from point A to B. Grid infrastructure en-
compasses all infrastructure necessary to transmit electricity, such as power cables and transformers.
Contrarily, imbalance is the phenomenon where production does not equal consumption. While flex-
ibility in electricity demand can also be used to mitigate imbalance it is a different application than
congestion management. More so, activation of balancing services can actually increase congestion
problems. As an example, imagine the case where a power plant in the East of the Netherlands sud-
denly fails. Since the Netherlands is not subdivided in bidding zones a power plant in Rotterdam can
increase its production capacity to meet the deficit in power caused by the failing power plant. How-
ever if the power cable between these two locations was already operating near maximum capacity,
the extra transmission of the necessary balancing power will cause a congested power cable.

It is argued by some that the electricity grid in the Netherlands currently is not congested, but rather
faces a deficit in transmission capacity. This is technically accurate, as currently power cables in the
Netherlands do not see any failure do to overloads. The term congested is intended to indicate the
likeliness of overloads if all demand projections are to be realised. Current capacity would then be in-
sufficient to transmit the necessary electricity volumes. The way grid operators make predictions about
the future state of the electricity system is based on a few factors. Currently measured electricity load,
autonomous growth assumptions and new connection requests. If the combination of these factors
result in capacity limits being reached before expansion projects can be realised, congestion is issued
by the grid operators.

1.2.4. System solutions
In a response to the issued congestion by grid operator TenneT in multiple parts of the country, the
Dutch Minister for Climate and Energy Policy has proposed a set of solutions [73]. When applied to the
industrial sector these solutions align with the three main objectives of the National Grid Congestion
Action Program (LAN in Dutch) [85]; build faster, better utilisation of the power grid and flexible use of
the grid.

Build faster
As described in both documents the expansion of the grid is a ’no-regret-option’. Grid expansion typi-
cally takes seven years which, due to the high demand of connection requests, causes accumulation
of parties on grid operators’ waiting list. A large part of this lead time is however wasted on acquiring
the necessary land and permits. The Ministry aims to facilitate in this process by taking charge of the
land acquisition and permit process.

Better utilisation of the power grid
Making better use of the grid is the next solution presented by the Ministry. Important to note is that
congestion is a temporal phenomenon. Due to the inherent properties of the electricity grid overloads
can cause immediate faults, however congestion typically only occurs for a few hours throughout the
year. The power grid must therefore be dimensioned to handle peak demand. Congestion manage-
ment is a prominent solution facilitating better use of the available capacity. Congestion management
is the reimbursement by grid operators for companies altering their operation schedule. Companies
who are able to apply demand side response (DSR) strategies like peak shaving, load shifting, load cur-
tailment or valley filling can receive compensation for their efforts in order to alleviate the grid. Multiple
forms of flexibility contracts exist that provide economic incentives for flexible use of the grid. Individ-
ual Connection and Transmission Agreements (ATO in Dutch) can in the future be replaced by Group
Transmission Agreements (GTO in Dutch) or non-firm ATOs; contract forms still being developed that
help in balancing electricity consumption locally [117]. These are all solutions that come with a price.
Aforementioned solutions are economic options, there are however certain cost-free technical solu-
tions available to alleviate grid congestion [47]. Examples are the modification of the system topology,
installing transformer taps, installation and application of various types of controllers, e.g. FACTS, or
capacitor banks, dynamic line rating (DLR) or strategically utilising buffer capacity [173, 34].
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Flexible use of the grid
The first two solutions describe efforts that can be taken by the grid operators. The third solution, ’cre-
ate flexibility in electricity demand’, looks at industries to help combat the problem. A solution that is
often suggested by literature and business papers is to include flexibility in the form of Battery Energy
Storage Systems (BESS). These systems can rapidly and reliably inject or withdraw power through
electrochemical conversion, allowing them to participate in imbalance markets. However, employing a
BESS in imbalance markets aggravates the congestion issue. Considering both the advantages and
disadvantages, this multi-functionality leads TenneT to regard BESSs as ’net-neutral’ in their calcula-
tions (personal communication, 2023).

More promising solutions regarding flexibility are found in the utilisation of demand side response (DSR).
Heavy electricity loads can potentially be rescheduled thereby providing flexibility to the grid. The grid
can then be locally alleviated to allow for increased use on moments of lower demand. A rather new
concept creating flexibility that is being explored is the energy hub. In the letter to the President of
the Dutch House of Representatives, Minister for Climate and Energy Policy Rob Jetten mentions an
incentive program worth €166 million will be made available for the development of energy hubs in the
Netherlands.

1.2.5. Future need for flexibility
Though investments in flex capacity or energy system integration are often expensive enterprises that
might seem troublesome for individual businesses, flexible system solutions are not only desired on
short-term. The need for flexibility is urgent, however the dependency on unpredictable intermittent
energy sources makes flex capacity required in the future as well. The increased electricity demand
in combination with large shares of landfall from offshore wind complemented by solar farms in the
Netherlands makes that flexibility will remain a desired asset in the future. The integration of energy
systems into energy hubs will therefore have its added value both on the short and long term, increasing
its value.

1.3. Concept of an energy hub
It is not yet clear what the exact definition is of the type of energy hub for which the Ministry has made
subsidy available, as the term ’energy hub’ can be used for a variety of applications. In academic
literature it is described as an energy system that contains production, conversion, storage and con-
sumption. A diagram showing a general structure of an energy hub is shown in Figure 1.1. In this
section the reason for starting an energy hub and finally the definition adopted for this research are de-
scribed. Additional information on the concept of an energy hub including its origin, technical features,
scope, control systems and concepts similar to that of an energy hub are described in Appendix A.

1.3.1. Benefits and challenges
To understand the concept of an energy hub, the goal behind one should be understood as it is fun-
damental to its creation. Without an intended purpose, an energy hub will never originate. A list of
reasons to develop an energy hub is given below [136]:

1. Align with sustainability targets
2. Facilitate electrification initiatives
3. Reduce necessary investments in grid reinforcements
4. Cut electricity costs through reduced demand and system services (flex/balancing)
5. Leverage economies of scale in infrastructure investments
6. Make optimal use of RES
7. Recycle waste streams (e.g. residual heat)
8. Security of energy supply
9. Increase certainty in investment decisions by having ownership of energy supply and demand
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Figure 1.1: Diagram of a general energy hub configuration [188]

Each of the aforementioned motives can be a reason to research the possibility for an energy hub. Of-
ten, a combination of several of these motives form the catalyst to start a feasibility study. Unfortunately,
there’s no such thing as free lunch. The realisation of an energy hub presents a host of challenges,
across various disciplines, all of which need to be overcome to ensure successful implementation [127].

Conflicts between parties might arise in the design phase; when negotiating on the parameters to be
optimised one party might want to focus purely on minimising operational costs while an other might
want to focus on emissions reduction due to enforced climate targets. Moreover, difficulties might arise
when discussing the financial commitments each party will make. In a flexible interconnected system
it might not be clear who benefits from the investments by how much. Therefore agreeing on invest-
ment responsibilities can be a tedious discussion. The same holds for ambiguous revenue streams
such as direct sales, reduced operational costs, subsidies or emission permits. These imbalances and
dependencies make deciding on a governance structure a complex task [61]. Companies themselves
name a lack of cases and business models together with regulations on functionalities and operation
as barriers to start an energy hub.

Capital intensive infrastructure is required to connect and convert energy flows between companies
[113]. Control systems needed to regulate the energy flows are complex due to the uncertain behaviour
of RES and subsequently market prices [101]. On top of that, companies are hesitant to share data
necessary for the control of the energy hub with their neighbour as data might be market-sensitive [82].

Even when an energy hub is successfully established, challenges remain. One of the problems is
the vulnerability imposed by the integration of the energy systems. When a company falls out of a
collaboration, other parties might be left with a gap in their supply chain [91]. To keep the interconnected
system in balance a company with a similar industrial process needs to take its spot. This creates a
tight window for the site to negotiate with interested parties. If the presence of this barrier results in older
industries being favoured over emerging clean industries seeking to establish themselves, it raises the
question of whether the system integration itself may be hindering innovation [25].

Further drawbacks from an energy hub concerns grid operators. Currently, grid operators perform load
flow calculations based on measured loads, assumptions on autonomous growth and new connection
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requests as explained in Subsection 1.2.3. An important parameter in this calculation is the coincidence
factor. This factor is described in 1956 to indicate the simultaneity between peak loads and is introduced
to account for the fact that connected customers do not require peak capacity at the same time during
the day [128]. The formula for the coincidence factor is presented in Equation 1.1. For industry parties
a value around 0.8 is generally chosen. The inclusion of this factor makes that more capacity can be
issued than can theoretically be transmitted. The problem that arises when companies start to balance
their loads in an energy hub is that their simultaneity changes.

gn =
Pmax,n

Σn
i=1Pmax(i)

(1.1)

1.3.2. Adopted definition
Different concepts regarding system integration get labelled with the term ’energy hub’, examples are
discussed in Appendix A. To place this research in the right context the adopted definition for an energy
hub in this research is as follows:

A smart energy system enabling actors to locally coordinate the production, conversion, storage and
consumption of multiple energy carriers

1.4. Port of Rotterdam
The Port of Rotterdam is the port authority for the HIC Rotterdam. In this area the port accommodates
approximately 120 industrial companies representing diverse sectors and activities. An overview of the
different industrial activities in the port is shown in Figure 1.2.

Where the primary goals of the seaport used to be focused on growth the Port authority sees a shift in
ambitions over the last years. The Port of Rotterdam’s purpose statement reads:

’Connecting the world. Building tomorrow’s sustainable port.’

highlighting the focus on sustainability. The purpose statement is enforced by the large amount of
innovative projects in the port. The utilisation of waste heat, carbon capture and storage, hydrogen
infrastructure, wind energy landfall, an electrolyser park, biorefineries and shorepower are some of the
innovative projects that help transform the port to a sustainable industry cluster.

Some of these innovative projects are currently facing challenges due to limited electricity supply in
the area. Especially projects with a high electricity demand such as shore power are hampered by
congestion issues. The wide diversity of industries located in the HIC, and with them a variety of
energy flows, makes the area highly suitable for smart flexible energy system solutions. Innovative
energy system integration solutions can pose solutions to the current congestion problem as well as
be valuable knowledge development for the design of our future energy system.

Figure 1.2: Map of industrial activities in the Rotterdam port



2
Literature review

In the previous chapter a background is presented on the topics that are fundamental to this research.
The goal of this chapter is to explain the knowledge gap that will be supplemented by this research
and the search that led to this knowledge gap. Section 2.1, dives into the themes within the topic
of energy hubs relevant to this research. To extend the knowledge gained from literature with recent
updates from the industry business reports are consulted as well. Especially on the topic of energy
hub developments in recent years in the Netherlands as well as globally. The review on academic and
business literature results in the identification of a gap in knowledge. This knowledge gap is discussed
in Section 2.2, together with this research’ contribution to the literature and research questions following
from the identified knowledge gap.

2.1. Literature discussion
Chapter 1 provided an extensive introduction on the energy hub concept. The motivation for this re-
search comes from the grid congestion problem faced in the HIC Rotterdam. Therefore, the literature
review focuses on congestion management through the implementation of an energy hub. A search
string is developed to find articles that apply an energy hub or related energy system integration solu-
tions to find an answer to grid congestion.

There are multiple approaches that can be adopted when designing future systems. One of these is
exploratory modelling. The literature reviews was extended by articles applying robust decision making
under deep uncertainty to the energy hub concept. The different topics that logically followed from the
literature search are shown in Table 2.1. Clear is that a gap exists in literature that includes uncertainties
regarding the system environment when testing solutions for congestion relief.

Table 2.1: Comparison of reviewed literature

Article Energy hub Congestion Changing
energy sector

[49, 7, 48, 78, 99, 92, 146, 95, 189, 74,
185, 157, 98, 175, 94, 41, 153, 135, 140] ✓

[64, 8] ✓
[148, 190, 186, 191, 67, 45, 71, 96, 56,

164, 24, 165, 152] ✓ ✓

[106, 76, 4, 111] ✓ ✓
Proposed research ✓ ✓ ✓

8
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2.1.1. Literature themes
From the reviewed literature there seem to be three main motives that drive the research on energy
hubs. The first one is the integration of distributed energy resources (DER), which focuses on optimal
utilisation of the RES and hereby often reducing emissions. The second motive is economic efficiency,
which is achieved by optimal utilisation of the available assets. The third motive is the deployment of
energy hubs to mitigate congestion, either in the gas or electricity grid. The objective of this thesis
project corresponds to the application of energy hubs to alleviate congestion in the electricity grid. This
review is therefore focused on this last application. While performing the literature review answers
resulted in new questions in a step-wise manner. This process, which eventually led to a gap in the
academic literature as well as practical knowledge is described below.

Energy hubs
The concept of an energy hub has been first defined in the VOFEN project by Geidl et al. [50]. Before
this project scientific studies used to investigate future scenarios based on boundary conditions given
by today’s structures. Although these studies provide valuable insights, they often result in solutions
that comply with the existing systems; possibly interesting and more long-term oriented solutions are
hidden, as they lie beyond system-given boundaries. To break with this tradition the “Vision of Future
Energy Networks”-project (VOFEN) was initiated at ETH Zurich. It aimed at a greenfield approach for
future power systems, applying a horizon of 30-50 years. In 2006 they published their research titled
’Energy Hubs for the Future’ sparking the start of energy system integration.

Initially, applications of an energy hub focused on improving system efficiency in a fossil-fuel based
generation system. With the introduction of DER the energy hub found a renewed purpose. Patterns
of production and consumption not aligning results in renewable energy being curtailed at times and
supplemented by the grid at others. Especially wind and solar energy tend to cause congestion, ac-
cording to Hobbie et al. [64]. The majority of literature is thus focused on increasing renewable energy
generation utilisation [92, 146, 95, 189, 74, 185, 157, 148, 190, 186]. Minimal CO2 emissions through
the use of renewable energy generation is researched in [98, 175, 94, 24, 41], among others.

Innovations in energy system technology lead to an increasingly diverse energy generation portfolio.
Creating flexibility that can not only be exploited for minimum curtailment of DER, but for general eco-
nomic efficiency within energy systems as well. [153] publishes the innovative idea to use the natural
gas grid as storage medium for excess electricity. A combination of electrolysis, forming substitute nat-
ural gas (SNG), and a gas turbine created bidirectional energy coupling. Such a system is able to utilise
whichever energy carrier is most easily available [135]. Currently, market forces push businesses to
make optimal use of the available energy grids. Paving the way for a flexible industrial sector.

Congestion
As this research focuses on evaluating the energy hub concept as a solution to grid congestion the
literature review was narrowed to energy hubs applied in a congested grid. Congestion is generally
defined as a situation where the transmission systems are operated at or beyond their transfer limits [8].
Many articles discussing the integration of DER or efficiency improvements through energy hubs do
not include constraints on electricity supply. While the grid used to be perceived as a ’copper-plate’ its
compromised state makes that grid constraints need to be taken into account fur future system planning.
A research that focuses on the effects of system integration on grid congestion is presented in [56]. This
project compromised resolution by applying a cellular approach in order to model the grids as accurately
as possible within a reasonable computational time. [164] focuses onmitigating branch overloading and
bus-voltage limits using P2G storage and compressed air energy storage (CAES). The study concludes
that P2G and CAES pose viable solutions in relieving grid congestion. What aforementioned articles
have in common is that they operate from the grid operators’ perspective. The focus of this thesis
project is different however as the aim is to open up grid capacity to support industrial activity in the
context of a congested electricity grid. A similar approach on grid congestion is used in [111] where
a consumer-oriented optimisation is applied. Mittelviefhaus et al. state that such an optimisation can
guide consumers’ decision making, which in turn is crucial for effective climate change mitigation. The
belief that consumers are instrumental to a successful energy transition is shared and thus a similar
orientation is adopted. A method to apply this perspective on congestion in an industrial context is
developed throughout this research. Where Mittelviefhaus et al. capture the uncertainty of a changing
energy sector by testing four different scenarios, this research adopts a more holistic approach.
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Changing energy sector
In the field of energy system planning the importance of robust decision-making has grown as a result
of the energy transition. While the ’copper-plate’ principle used to be the foundation of our grid policy it
is becoming less obvious, reinforcing the need for robust energy policy. A policy method that is tailored
for robust decision-making is exploratory modelling and analysis (EMA) due to its ability to assist in
reasoning about systems with significant uncertainty. Problems may arise when a model is built by
consolidating estimations on future behaviour into a single package and then assuming it as a reliable
image of a target system, this can be called predictive modelling. Exploratory modelling in contrast is
the use of series of such computational experiments to explore the implications of varying assumptions
and hypotheses. Bankes described this method of policy analysis in 1993 [14].

Seldom do articles discuss the effect of uncertainties related to the future energy grid configuration, let
alone how to ensure robust planning decisions. An example that does is presented in [106], where
effects of a changing environment on costs for DER are examined by introducing probabilistic model
parameters. Articles on stochastic programming mention it is often difficult to obtain probability distribu-
tions for uncertainties [86]. Another downside to this predictive approach is that due to long lead times
and the system’s changing environment, parameters that influenced the investment decision might
have changed by the time the project is finished. Hereby risking the chance of building infrastructure
that does not meet future needs.

An even bigger limitation of predictive modelling arises when a ’best-guess’ of the future system state
can no longer be made. This is the case in an uncertain future where multiple plausible futures might
exist. Uncertain drivers concerning climate, technological or political change might result in distinct
futures for which no probabilities can be assigned or even ranked. When designing scenarios for a
future system associated with deep uncertainty such as the energy system a different approach that
does not depend on probabilities is needed. Consideration of multiple plausible futures can be done
through the use of a scenario approach [100].

An example of a project that has adopted an approach where a scenario space is constructed in order
to develop a robust adaptive planning strategy is the Gridmaster project, performed in collaboration with
the Port of Rotterdam [184]. In this project the entire HIC Rotterdam was included in the scope. This
research adopts a finer scope in the hope to develop a faster design process with even better traceable
outcomes while still producing valuable results. Furthermore, in contrast to the regularly applied grid
operators’ perspective a consumer-oriented optimisation is applied, similarly to [111], though now in an
industrial context.

2.1.2. Current state of energy hubs
Many articles on energy hubs research theoretical energy hubs in order to determine potential economic
or environmental benefits. In these cases empirical data is used on, for example, wind speeds for power
generation by wind parks, conversion efficiencies and demand patterns. Little knowledge is yet gained
on the resulting increased capacity within a congested area when implementing an energy hub. To
be able to construct a model that can help in evaluating planning strategies in a real-life context the
current state of energy hubs worldwide and especially in the Netherlands is researched as final part of
the literature review. It should be mentioned that most of this information comes from business reports
or news articles rather than academic articles.

Energy hubs worldwide
The fact that little knowledge is yet gained on energy hub implementation can be partly attributed to the
little amount of energy hubs yet developed in the world. The VOFEN project by Geidl et al., where the
energy hub concept originated, inspired a municipal utility company in Switzerland. The Regionalwerke
AG Baden pioneered the implementation of an energy hub by building an installation that obtained both
natural gas and heat from burning wood chips. The natural gas could be pumped into the gas grid or
converted into electricity through a cogeneration unit (CHP-system) and integrated into the electrical
grid [36]. This example remains one of the few energy hubs mentioned in literature as is affirmed in
[138], describing a knowledge gap regarding the impact of utilising energy hubs.

When stretching the term ’energy hub’ beyond the identified scope of this research to include examples
of industrial symbiosis, virtual power plants or other closely related concepts, integrated energy systems
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seem to pick up interest worldwide. More examples of multi-energy systems are found in Switzerland,
Australia, the United States and England though most of these focus on residential or commercial
applications. Examples of industrial symbiosis are described in [142] showcasing 20 industrial clusters
in various stages of development. Location, market access and access to renewable or low carbon
energy are described as three prerequisites for a successful operation, properties that can all be fulfilled
in an industrial cluster. Moreover, it is stated that decarbonisation goals in particular are more easily
achievable in a collaborative environment. An organisation that can take a neutral lead is essential in
the development of such a collaboration, as well as political support. Interestingly, 17 out of 20 clusters
are port-anchored, suggesting port authorities are well suited to take on this vital role in the development
of collaborative industrial clusters. The Port of Rotterdam is not described in this report though it does
feature multiple forms of industrial symbiosis which are extensively discussed in academic literature
[11, 9, 12, 10]. Interconnections between plants exchanging steam, electricity or chemicals can be
found on multiple locations throughout the HIC.

Energy Hubs in the Netherlands
When searching for developed energy hubs in the Netherlands the same conclusions can be drawn
as on a global scale, they remain relatively scarce. Therefore, the research is extended to include
other forms like industrial symbiosis, which shares similarities but is not identical to an energy hub.
The three major DSOs in the Netherlands are all engaged in pilot projects developing energy hubs.
Liander initiated the first Dutch energy hub pilot at the Schiphol Trade Park, testing a virtual grid. While
the project is branded as an energy hub it exhibits the closest similarity to a VPP (see Section 1.3),
as companies are not physically interconnected and only cooperate on their electricity use. Stedin
is involved in a pilot project in Tholen, where experience is gained on collaborative agreements to
formulate a contract for a shared grid connection [155]. This project most resembles a microgrid. A
few more similar projects can be found at other DSO’s.

All energy hubs mentioned here are labelled as ’pilot projects’ and are used as learning projects. Organ-
isational structures, legal frameworks and technicalities are currently researched in order to develop
the concept. Examples of these developments are the legal frameworks that are currently being devel-
oped by the National Grid Congestion Action Plan (LAN in Dutch). Some of the pilot projects are used
to experiment with frameworks [75]. Another project that is currently in development is a roadmap for
establishing an energy hub [18]. Meant to form a comprehensive set of steps for a cluster to follow
in the implementation of an energy hub. These are a few of multiple tools needed to progress the
implementation of energy hubs nationwide as solution to grid congestion. With the congestion map
of the Netherlands becoming increasingly red it becomes clear that an effective large-scale approach
must be adopted [116]. In addition to stimulating entrepreneurial energy prosumers to provide flexibility
and developing frameworks, a national top-down approach can help boost the development of pilot
projects, as expressed by the Dutch Ministry of Economic Affairs and Climate Policy [109]. Getting in-
sights into what infrastructure, type of organisations or industry might be beneficial in the development
of an energy hub can help identify priority regions where energy hubs can optimise the utilisation of en-
ergy resources and thereby alleviate grid congestion. Furthermore, applying these insights to identify
priority regions in the HIC Rotterdam will provide valuable guidance for the Port of Rotterdam in driving
energy hub implementation.

2.2. Knowledge gap
Through an extensive literature search supplemented by conversations with experts from the Port of
Rotterdam on infrastructure and energy in the HIC, a gap in academic understanding and practical
knowledge on energy hubs has been identified.

After reviewing academic discussion it can be concluded that many studies have contributed to the
development of the energy hub concept. Part of these studies incorporate the effect of energy hubs
on grid congestion, the subject of interest for this thesis. Nearly all of these studies evaluate the effect
on grid stability, thereby adopting the grid operator’s perspective. A reversed approach analysing the
effect of congestion on the operation of an energy hub is seldomly studied. The amount of literature on
energy hub pilots in the Netherlands exemplifies little practical knowledge has yet been gained. The role
energy hubs can play in the facilitation of the energy transition is emphasised by both businesses and
government discussing energy hub implementation in the Netherlands [109]. Therefore, a preliminary
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exploration will be performed to find indicators of potential energy hub implementation for industries in
the HIC Rotterdam.

For businesses to invest in such an energy hub solution, thereby accelerating the concept’s evolution,
it is necessary for a strategy to be resilient towards the future. The uncertain character of the energy
system makes that a robust strategy needs to proliferate in a wide variety of future scenarios. This is
where the academic discussion is particularly lacking. Though studies have explored the performance
of many types of energy hubs through various methods there is still little knowledge on the development
of robust adaptive strategies for industrial energy systems. While robustness has been examined in
a one-dimensional uncertainty analysis in Kasivisvanathan et al. [76], the causality between multiple
external factors influencing the energy transition calls for a multi-dimensional scenario set to properly
assess robustness. Furthermore, a consumer-oriented approach is rarely adopted in research exam-
ining energy hubs in congested systems, despite businesses playing a pivotal role in maintaining a
stable grid as highlighted by the Dutch government in the LAN [85]. Mittelviefhaus et al. [111] adopt
a consumer-oriented approach on grid congestion for the mobility sector. The rhetoric for the adopted
approach inspired this research, though here it will be applied in an industrial context. The study by
Mittelviefhaus et al. encompasses multiple decades in the decision-making process for strategic plan-
ning purposes, an aspect that will be adopted in this research for the exact same reason. Another
example of an adaptive robust model for examining energy systems is described in [3], however only
for worst-case optimisation. A project that does include a long-term multi-dimensional scenario set
combined with an adaptive modelling method in an industrial context is the Gridmaster project. The
knowledge gained from this project will be expanded in this thesis by applying a finer scope in the hope
to develop a faster design process while still achieving traceable outcomes. The Gridmaster method is
further altered by a different perspective as the method adopts a grid operator’s perspective while the
industry is the problem owner in this research. To conclude, this research aims to add knowledge on
robust decision making under deep uncertainty for the energy system of a carefully selected industrial
cluster by simulating a plethora of possible scenarios and analysing what external factors drive certain
parameters.

2.2.1. Contribution and research questions
This research can be used for early stages in strategic planning of industrial energy hubs. The research
distinguishes itself from previous work by:

• developing a preliminary set of indicators that help identify brownfield locations with high potential
for energy hub integration

• adopting a business-oriented approach that aims to make optimal use of the grid capacity still
available in a congested area

• designing a robust adaptive model for a brownfield energy hub to account for uncertainty regard-
ing future changes in the energy system and be able to anticipate on these changes

• optimising over a multi-dimensional scenario set in order to capture causal relations between
external factors that influence the operation of the energy system

From the identified knowledge gap a main research question emerges:

How can a robust adaptive strategy be developed for an energy hub that enables industrial activities
within the congested HIC Rotterdam in a changing energy system?

A set of sub-questions gives structure to the research that aims to answer the main research question:

1. What are the primary factors contributing to grid congestion in the HIC and how do these factors
interact to create grid congestion?

2. What types of energy hub are applicable in the HIC Rotterdam?
3. What uncertain energy system developments might influence the integration of an industrial clus-

ter into an energy hub within the HIC?
4. How can the effects of an energy hub on changing energy use in a congested area be modelled?
5. What factors influence the success of the implementation of an energy hub in the HIC in an

evolving energy landscape?



3
Methodology

In the pursuit of answering the research question presented in the previous chapter, a suitable method-
ology is of great importance. This chapter serves as a roadmap that describes the systematic approach
undertaken to answer the sub-questions in subsequent order. Both qualitative and quantitative meth-
ods will be adopted to conduct this research. The research flow that illustrates the systematic approach
adopted in this research is presented in Section 3.1. Methods to gather data that will help understand
the congestion problem faced in the HIC are described in Section 3.2, as well as methods to gather
data for further stages in the research. The procedure that guides the search for a representative in-
dustrial cluster is described in Section 3.3. The analysis on electricity load profiles of companies that
provided data is then described in Section 3.4. The process and outcome of designing scenarios that
describe the cluster’s evolution pathways over time are presented in Section 3.5. Then, the modelling
and simulation approach are discussed in Section 3.6. The method used to evaluate the simulation
results and develop a robust adaptive strategy is described in Section 3.7. Lastly, the motivation for
the adopted research approach is discussed in Section 3.8. For each research phase limitations on
the adopted method are discussed.

3.1. Research flow
A structured overview of the research process flow is presented in Figure 3.1. A logical flow of activities
is shown, where the output of one project phase forms input for the next phase. The first four chapters
provide an introduction on the subject and describe the adopted approach in this research. Chapters 4
until 9 give answer to the five sub-questions. The main research question is then answered in Chapter
11. Figure 3.1 shows for each research phase the topics that are covered in the thesis, together with
the method(s) used for each phase, the phase’s output and which sub-question is answered.

3.2. Data gathering methods
During the execution of this researchmultiple data gatheringmethods are used. Much of the information
presented is gathered from literature sources. These sources are in some cases supplemented by
interviews held with experts in the field. After the cluster selection, data needs to be obtained from
industry parties. Lastly, a workshop is held to aid in the scenario design for the chosen industrial
cluster, which will be modelled later on in this research.

3.2.1. Literature review
From the research process flowchart in Figure 3.1 it becomes clear that reviewing literature is an impor-
tant method to acquire knowledge for this research. In most chapters literature is reviewed to gather
information that helps to answer the sub-questions. For Chapters 1 and 2, the research comprises
solely of a literature review. Chapter 1 describes the motivation for this research and provides back-
ground knowledge on the subject. The aim of Chapter 2 is to find a gap in the academic literature on
energy hubs. In order to find this gap the following sequential steps are followed:

13



3.2. Data gathering methods 14

Figure 3.1: Research process flowchart
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1. Use key words to find appropriate literature
2. Explore additional literature from references
3. Collect relevant literature
4. Find common topics in literature
5. Decide on topic(s) of interest
6. Gather all relevant literature available on topic(s) of interest
7. Find academic knowledge gap

It should be noted that for step six the search is limited by the availability of articles. The databases
accessed for this review were Scopus and Web of Science. For some academic literature in these
databases no access could be gained, these are therefore not included in the literature search.

When conducting a literature review by consulting only two databases, there is a potential risk of ob-
taining an incomplete perspective on the entire academic discourse. To mitigate the limitation of a
narrow view, an effort is made to broaden the search by consulting Google Scholar on topics of inter-
est. Since Google Scholar uses a different algorithm compared to Scopus and Web of Science, the
review was extended with additional studies in some occasions. Regarding the search string, the risk
exists of constructing a string with limited or biased results. To mitigate this risk the search is extended
in different stages by snowballing from highly regarded studies. Literature search results for which no
access could be gained an effort was made to find a study with similar focus and scope. Lastly, the bias
of publication can skew the conclusions drawn from literature reviews. Since the topic is rather new
articles that publish positive results will gain more attention compared to negative outcomes, possibly
resulting in an opportunistic view of the potential of energy hubs in the energy system of the future. It
is therefore of great importance to be critical towards potential possible outcomes of this research and
strictly evaluate if studies used for validation operate in similar circumstances. Moreover, a sensitivity
analysis will be essential to properly value the results of this research.

3.2.2. Interviews
For the first step of the research, understanding the problem of grid congestion, a study into published
reports by TenneT and Stedin will be conducted and databases will be reviewed. From this study, new
questions will arise. The goal is to get a complete understanding of the scope of the problem and con-
crete barriers to overcome. Interviews with experts on the grid in the HIC from both TenneT and Stedin
will extend this understanding. In the following chapter, selection criteria are compiled to distinguish
industrial clusters with a potential for energy hub integration. A literature study on academic papers
and papers from parties experienced in setting up an energy hub will help identify potential synergies
to exploit. Nevertheless, while some synergies might be theoretically possible with capabilities present
in the HIC, practicalities might prevent certain configurations from materialising. Interviews with experi-
enced parties will help in building a sound list of criteria that will isolate one or multiple configuration(s)
for an industrial cluster. Furthermore, in the scenario design part of the research, expert interviews
will help guide the creation of the investment paths and scenario space. This will be supplemented
by the outcomes of a workshop. Furthermore, modelling expertise on energy hubs might improve the
effectiveness of the model and ascertain its applicability to real-life situations. Lastly, consultation with
experts can help verify results in the later stages of the research where the model is tested and ef-
fects on the industrial cluster are analysed. The interviews conducted in this project are meant to add
knowledge where publicly available sources are limited. As the exact answers from interviews will not
directly form inputs for this research no transcript of the interviews will be presented in this report.

Limitations of expert interviews might arise from the over representation of certain groups, impacting
the objectiveness of the provided input. Especially the view of the port authority might be disproportion-
ately included in the study. Subjectivity might also arise as a result of misinterpretation of statements by
the researcher. Additionally, the objectivity of the interviews is already constraint by the subjective con-
struction of interview questions by the researcher. These limitations are mitigated by gathering insights
from different stakeholders on the subject by including opinions from grid operators, industry players
and the port authority who all have conflicting interests. Biases from the researcher are mitigated by
seeking feedback on results and the documentation thereof by supervisors.
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3.2.3. Data requests
Following the cluster selection phase data will need to be gathered from cluster types that have been
selected. Based on the outcome of this phase certain companies will be approached to ask for their
participation in this research. Electricity load profiles in particular are needed as input for the energy sys-
tem model load parameters. Depending on the outcomes of Chapter 4 a certain scope, resolution and
period are required. The broad network of the Port of Rotterdam hopefully helps in finding companies
willing to participate. Preferably, multiple datasets can be obtained in order to validate outcomes. The
validation can be improved if more industrial electricity load profiles can be found to compare results.

A significant risk for the successful execution of this research is associated with the acquisition of elec-
tricity load data from industry parties. As it relies on the willingness of companies to participate, it is first
of all beneficial to establish contact with as many companies as soon as possible. Grid operators might
also be able to provide the required data. Given that load profiles may contain sensitive information,
companies might be hesitant to share such data. To address this sensitivity, various measures can be
implemented. These include anonymising the data, modifying it to conceal specific characteristics, or
placing the thesis under embargo for a certain period before publishing. If no company is found willing
to participate, a public search will need to be done on industrial electricity load profiles. Preferably, from
industries with similar characteristics as the industrial cluster selected in Chapter 5. Alternatively, data
can be fabricated using assumptions on operation. These assumptions could be based on descriptions
of energy use from product specifications or reports on companies’ operation.

3.2.4. Workshop
A workshop will be held in the scenario design phase to expand and simultaneously limit the proposed
scenario set. Similarly to the cluster selection, ideas inspired by theory will become more robust when
validated with practical knowledge. An efficient way to test the proposed ideas will be to set up an
afternoon dedicated to discussing the relevant factors influencing the energy hub, input parameters of
the model, their concrete values and future pathways that will be interesting to evaluate. The workshop
will be structured along these topics. From the data acquisition a number of companies will be chosen
to model. Experts on these industries from the Port of Rotterdam will be invited to participate in the
workshop as well as operators from the companies if data can be gathered.

Similar limitations are associated with a workshop compared to an interview where subjectivity arises
due to the selection of participants and interpretation or preparations by the researcher. The aim of the
research will therefore be to invite experts from different stakeholders. Again, the subjectivity of the
researcher will be mitigated by seeking feedback from the supervisory committee.

3.3. Cluster selection
With a clear overview of the congestion problem, clusters with high potential to alleviate congestion
now need to be selected. The process for selecting configurations for potential energy hubs in the HIC
involves several steps:

1. Explore potential energy hub input, output, conversion and storage components
2. Apply exclusion criteria to list of potential components
3. Apply criteria particular to HIC
4. Define potential cluster compositions
5. Establish boundary conditions for energy hub integration
6. Perform a mapping exercise in the HIC
7. Design an energy hub configuration based on obtained load profiles

Initially, an exploration is conducted to identify the potential input, output, conversion and storage com-
ponents that could make up an energy hub. This involves reviewing academic journals, reports, and
articles to gain a comprehensive understanding of potential energy hub components.

Now that a full list of possible components is drafted it will be subjected to a set of exclusion crite-
ria. Refinement of the list involves applying criteria such as Technology Readiness Level (TRL) and
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capacity. Specifications and additional criteria are derived from the insights presented in Chapter 4,
complemented by information gathered through stakeholder interviews.

Next, an investigation into the energy flows within the HIC will be carried out to determine the available
inputs, outputs, conversion and storage technologies. An analysis will be performed to match the
required inputs for conversion and storage technologies to the available energy inputs and outputs in the
HIC. A focus should be placed on the availability of conversion technologies. As the area houses a wide
variety of industries with various forms of energy flowing through, it is worth assessing if different energy
carriers can be utilised to help meet the increasing electricity demand. It should bementioned that some
of the exclusion criteria in this step might not be as strict as in the previous step as developments in
the HIC might result in certain criteria being assessed differently in a few years time.

After the complete list is narrowed down by applying the exclusion criteria different technologies can be
combined to make up a number of compositions. A composition describes the set of components that
make up the energy hub. Depending on the input or output energy carriers that are required for the
respective conversion and storage technologies certain energy hub compositions can be designed.

Before an energy hub can be established certain prerequisites might need to be met. Research into
legislation, financial or other boundary conditions will complete the list of actions necessary to start an
energy hub.

To find a cluster meeting the necessary requirements a mapping exercise is performed in the industrial
cluster, guided by the developed compositions for energy hubs. Sites meeting the specified require-
ments are approached to gather information on their operation.

Depending on the data that will be obtained a design can be made for the energy hub configuration that
will serve as case study for this research project. In this final configuration components can be added
that can improve the energy hub’s performance.

The goal of this phase is to find a scalable industrial cluster. Since, in order to alleviate grid conges-
tion in the area, and possibly other areas as well, multiple clusters need to provide flexibility to the
grid. Two possible approaches can be adopted. Either a single energy hub design is found that repre-
sents multiple industrial clusters in the HIC. For this approach a configuration under normal operation
is then compared with alternative configurations including varying degrees of energy system integra-
tion. This approach allows different types of system integration to be compared. Another approach
that can be adopted is when multiple energy hub designs are found that represent different types of
industrial clusters present in the HIC. For each configuration a model can be constructed that includes
energy system integration. The second approach allows different industrial clusters to be compared
in order to gain maximum impact from the energy system integration efforts. Which approach will be
pursued depends partly on the outcome of the mapping exercise and partly on the availability of data
on industries’ operation.

As with the other phases of this research, the chosen process of selecting an industrial cluster to work
on for the rest of the research has its downsides. To begin with, the list that will be composed including
all possible components that potentially can be implemented in an energy hub will not be exhaustive.
Partly, because the search is limited to three databases; Scopus, Web of Science and Google Scholar.
Partly, because not all components that theoretically could be included will be discussed extensively in
literature already. This does not have to be troublesome as these technologies will often be in the early
stages of development. Since the research focuses on solutions that can be implemented immediately,
due to the urgent congestion problem, these technologies will most likely not pass the eligibility test.
Another risk of applying this method is the researcher’s bias that will influence the outcome of the
selection process. Support from supervisors will help mitigate this bias and secure that all components
which might prove beneficial to the energy hub will be researched.

3.4. Data analysis
Assuming the necessary electricity load profiles will be obtained the next part of the research will be
dedicated to a data analysis on the load profiles. This analysis will be performed in Python and will look
into the companies’ load profile with the aim to gain understanding on the companies’ operation. A clear
understanding is required to be able to design future scenarios for the cluster in the next research phase.
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Furthermore, the data can potentially provide premature conclusions on benefits of pooling electricity
connections. Additionally, sizing calculations will be performed for potential energy system solutions.
These will be based on optimal ratios for each technology according to literature. The outcome of this
chapter will highly depend on the load data that will be obtained.

3.5. Scenario design
After the components are sized, the next step is to design scenarios describing how the various energy
systems might behave in the future. The way this is done is derived from the method used in the
Gridmaster project [184]. Here an exploratory modelling and analysis approach is applied. The concept
of exploratory modelling and analysis is described in 1993 by Bankes [14]. Exploratory modelling allows
decision-makers to test hypotheses over a wide range of future scenarios, in contrast to predictive
modelling where a target system is used to describe future behaviour. An open source library dedicated
to this type of modelling is the Exploratory Modelling Workbench. This workbench makes use of the
XLRM framework to structure the modelling problem. This framework is used to group elements of the
analysis into four categories, in order to come up with a wide range of future scenarios. External factors
’X’ are factors that are outside of the control of decision-makers, nonetheless may prove important
drivers for change. For this research external factors will be chosen that directly impact the cluster for
the sake of simplicity and interpretability. For example an external factor like the development of the
hydrogen economy therefore needs to be broken down to a scope in which the effect on the cluster
can directly be estimated. Policy levers ’L’ are actions that comprise the investment strategy of the
decision-makers. An example can be the installation of an e-boiler. Relationships ’R’ describe the way
the energy system behaves, in this research the relations ’R’ are described according to the energy hub
model method by Geidl et al. Finally, metrics ’M’ are outcome measures that decision-makers can use
to draw their conclusions [90]. This research is interested in the effect of developments in the cluster’s
operation on its electricity use, especially in relation to the allowed transmission capacities. Therefore,
the overload on the cluster’s grid connection will be the metric to evaluate the scenarios on.

In the next step, which will be performed after the model has been constructed, each external factor will
be quantified. The effect of each external factor is described by a set of parameters which will take on
different values depending on the range of projections for the future outlook of the development. To give
an example, the completion of a grid expansion project will result in an increased capacity for the grid
connection. The size of the scenario set scales exponentially since each scenario corresponding to an
external factor can be matched with every scenario of another external factor. In the case ten external
factors are drafted, with each 4 different parameter values, the size of the scenario set will amount to
410 = 1 million different scenarios. Drawback of such a large scenario set is the computational effort
it requires. To keep the required computational time within reasonable limits different solvers can be
tested on their speed. If it seems that all solvers require a significant amount of time to compute
outcomes, or require more computational power than is available, sampling might help to generate
representative datasets from the complete scenario set. The EMA workbench that will be used for the
analysis uses Latin hypercube sampling by default, a method that aims to extract a representative set
of scenarios from the complete scenario set [83].

3.6. Energy hub modelling
The next phase of the research intends to model the behaviour of the selected industrial cluster. A
simplified explanation of the approach will be provided here. For a more elaborate explanation on
the complete modelling procedure can be referred to section 8. The first step towards simulating future
cluster scenarios is modelling the cluster’s electricity system. A focus on the electricity system is chosen
since the research is interested in finding desirable scenarios for the cluster’s operation in relation to
the electricity transmission capacity, as the area is currently labelled as congestion area. For the next
step this model is transformed to a model that is able to match the electricity loads to the capacity
of input electricity for every scenario. Finally, an analysis is done on the outcomes of the scenarios.
Both models will be built in Python. For the second model the EMA workbench will help in generating
scenarios and performing simulations. Also, modules from the EMA workbench can be utilised to
perform analyses on the simulation results. A brief description of the modelling and simulation steps is
given below. In Chapter 8 the modelling techniques will be discussed in more detail.
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Figure 3.2: Structured overview of modelling approach

3.6.1. Electricity load model
The electricity load model will consist of a concatenation of the loads of the different components in
operation at the cluster’s companies’ sites. Every company in the HIC has a set of components located
on its site that together make up the electricity demand. Depending on the type of companies that will be
selected in Chapter 5 these components might range from distillation columns to steam turbines, cranes
or pumps. The sum of the load of every active component at every timestamp will form the cluster’s
load profile, calculating this for 35,040 timesteps simulates the cluster’s quarterly load profile over a
year. Each component’s load characteristic can be programmed in a Python script. The electricity load
profiles acquired from industry parties will initially be used to draw inspiration from for the design of
the cluster’s operation. After the construction of the model the industry load profiles can be used to
validate the load profiles generated by the electricity models and possibly tune parameters.

3.6.2. Simulation model
The calculation of the load profile of the cluster using the electricity load model can be seen as the
calculation of a single scenario. In Chapter 7 the scenario space will be designed. The output of
this chapter will be a matrix of scenarios in which a list of factors can be expressed using a list of
values. The EMA workbench from J.H. Kwakkel [83] can be applied to input the scenario space into
the electricity model. In this electricity system model the load is matched to the electricity input capacity
for each scenario, similar to the energy hub modelling method by Geidl et al. In Figure 3.3 this method
is visualised, where the output power vector described the loads, the coupling matrix the conversion
steps and the input power vector the required input electricity to meet the demand. The overload in
every scenario will then be the metric used to evaluate the scenarios.

Figure 3.3: Method for modelling an energy hub as proposed by Geidl et al. [50]
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3.7. Analysis and strategy development
After the electricity system model is run to calculate the overloads in all scenarios the EMA workbench
can be utilised to conduct analyses on the results. Similar to the Gridmaster project the Patient Rule
Induction Method (PRIM) can be used to find parameters that have a more significant effect on the
outcome than others. Drivers for negative outcomes can be identified as well as for positive outcomes.
This allows for the design of desirable future pathways. Different future scenarios can also be tested
using the EMA workbench and the two models to evaluate what would happen if, for example, certain
climate policies would materialise. Combining all this acquired knowledge on future developments of
the industrial cluster and its surrounding energy system enables the development of robust adaptive in-
vestment strategies for the selected industrial cluster. The depth of the acquired datasets will determine
whether strategies can be extended to apply to other industrial clusters in the HIC.

3.8. Motivation for approach and reflection
There are various reasons for adopting this research approach. Traditionally, in the context of mod-
elling future system developments an estimate was made on the ’most-likely’ version of the future. The
problem with predictive models for the future is that they are based on guesses at future details and
mechanisms. The uncertainty surrounding the future state of the energy system makes it impossible
to correctly estimate its characteristics. These uncertainties encompass factors such as technological
breakthroughs, the dynamic nature of the industry, and the constantly evolving energy policies. More-
over, various stakeholders, including the electricity market and potentially emerging spot markets for
hydrogen or methanol, can exert a significant influence on the system’s behaviour. Hence, the resulting
model cannot be taken as a reliable image of the target system. Exploratory modelling is a method that
focuses on exploring the implications of varying assumptions, rather than modelling a ’most-likely’ but
hardly accurate version of the future [14].

These factors that might influence the development of the industrial cluster are the building blocks of
the scenarios. EMA is used to offer computational decision support for Robust Decision Making (RDM)
under deep uncertainty. RDM is a set of concepts, processes, and tools that use computation, not
to make better predictions, but to yield better decisions under conditions of deep uncertainty. EMA is
used to describe how plans perform in a range of plausible futures, and then to identify policy-relevant
scenarios and robust adaptive strategies [105, 89]. The evaluation of the system’s future performance
is the final goal of this research, answering the main research question. In order to get to this final
evaluation the process steps as described in Figure 3.2 are followed.

For the project’s stakeholders, which include the Port of Rotterdam, industry parties and grid operators
the precise numerical values and results may not be of great importance as the method is not de-
signed to find an ’ideal’ energy hub configuration. Rather, the benefit lies in identifying future pathways
and possibly no-regret investment decisions with the most substantial impact. This model in combina-
tion with the scenario set might serve as a tool wherein companies can implement their own system
characteristics and beliefs for future scenarios allowing them to investigate the implications of system
integration options.

The interpretation of these results should keep in mind the limitations of this modelling approach. The
first one being the complexity of it. This research hopes to get traceable outcomes by applying the
method on a simple case, a single cluster, as well as decrease complexity in the modelling design. Next
to the smaller scope this research differs from the Gridmaster project in the business-oriented approach
it adopts. The risk that comes with this approach is that grid congestion might be worsened instead of
improved if clusters increase their consumption by creating smart hubs. Due to the complexity of the
grid’s structure in the HIC it is not possible to evaluate the effects of integrating a cluster on congestion
within the scope of this research. An effort will be made however to assess the effect of an energy hub
on the cluster’s coincidence factor in the data analysis phase. This factor indicates the load on the grid
by estimating the aggregated load of the companies in the cluster.



4
Congestion problem in the HIC

Rotterdam

This chapter aims to answer the first sub-question by discussing the nature of grid congestion in the HIC
Rotterdam and its implications for companies located in the area. The analysis on the current status
and factors contributing to the current problem are largely based on the congestion study performed
by TenneT that was published on October 18th 2023 [160].

A quantification of the congestion problem in the HIC Rotterdam is presented in 4.1. Following the prob-
lem description Section 4.2 discusses the possibility of applying congestion management. Congestion
problems that remain after applying congestion management are described in Section 4.3.

4.1. Magnitude of the problem
In 2022, the port emitted 22.5 million tons of CO2, accounting for 15% of all CO2 emissions in the
Netherlands [55]. The port authority recognises its responsibility in reducing emissions and has set
targets in line with the 55% emissions reduction by 2030 of the Fit for 55 package and 0% emissions
target in 2050 by the EU. As with other decarbonisation efforts, a crucial part of the energy transition
in the HIC Rotterdam is realised by electrification of processes now depending on fossil fuels. 2.5
Mton CO2 reduction can be achieved by 2030 through electrification alone. Electrification however
is hindered by the inability to install new grid connections. TenneT mentions rapid developments in
growing electricity demand including industrial electrification, expansion and new business as causes
for the congestion [160].

Load flow calculations conducted by TenneT revealed that the 150 kV connections betweenMaasvlakte-
Europoort and Botlek-Geervliet will form significant bottlenecks. These connections are shown in the
map on Figure 4.1. These high-voltage power lines, operated by TenneT, are the primary limiting
factors in the area. To refer back to the traffic analogy from Subsection 1.2.3, the electricity highways
are congested at times. Consequently, all subordinate power levels are affected by the constraints in
the high-voltage grid. Therefore, even if Stedin-owned power lines and substations at a lower voltage
level have sufficient capacity, transmitting additional power is not possible due to these high-voltage
grid constraints. The effect on congestion for the HIC Rotterdam is shown in Figure 4.2.

The load flow calculations indicate a total available transmission capacity of 570 MVA for the area. With
the help of power electronics this can equal an active power capacity of 570 MW. Next to the available
transmission capacity the congestion research calculated the required and requested transmission
capacity. These are elaborated on in the subsections below Figure 4.3. No new requests could be
made from the moment congestion was announced in the advance notice in November 2022. At that
moment the queue amounted to 426 MW. The results of the congestion report are visualised in Figure
4.3. It is evident that already in 2023 the available transmission capacity falls short of both the required
and requested capacities. This deficiency only increases towards 2029.

21



4.1. Magnitude of the problem 22

Figure 4.1: 150 kV power lines in South-Holland (per 1-1-2024), bottlenecks are highlighted in orange [125]

Figure 4.2: Map of congested areas in the HIC Rotterdam, red indicates no capacity, yellow indicates limited capacity [116]
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Figure 4.3: Results from the congestion report from TenneT show a lack of transmission capacity in the coming years1

How remaining capacity is calculated differs per situation and is therefore not transparent to third par-
ties. This sometimes makes it difficult for connected parties to understand why there is ”suddenly” no
transport capacity available somewhere and it is difficult to estimate what possible solutions might be.

4.1.1. Available transmission capacity
As the calculations showed, the current available transmission capacity for demand is 570 MW. Deter-
mining this capacity in TenneT’s meshed grid, however, is not straightforward. Although the technical
transmission capacity of individual network elements is known, the available transmission capacity is
not a simple addition of these values. For instance, the extent of overload is greatly influenced by local
generation and consumption, as these influence the direction and intensity of currents in the grid. Ad-
ditionally, the intermediate voltage grid interconnections between the Oudeland and Vondelingenweg
substations and the 150 kV RotterdamWaalhaven substation contribute to overload issues. The phase
shifter2 at Europoort, which can adjust power, further impacts load flow. This makes it complex to un-
ambiguously determine the available transmission capacity. The transmission capacity was therefore
determined by analysing the power flows in this part of the grid based on measurements. A situation
is taken into account relevant for the congestion and calculated at a typical load on the grid.

From these measurements the main bottlenecks in the network appeared to be the connections be-
tween Maasvlakte-Europoort and Botlek-Geervliet. The available capacity is calculated using the char-
acteristics of the Maasvlakte-Europoort connection. Applying the N-1 criterion to the loadflow calcula-
tions resulted in a transmission capacity of 570 MW.

As is shown in Figure 4.3 the transmission capacity increases in 2026. This is the result of a capac-
ity expansion project at substation Europoort150 which relieves the previously constraint connection
Maasvlakte-Europoort. The available transmission capacity in the entire port area hereby increases to
658 MW. The congestion study focuses on the congestion problem until 2029 as project ’Loadpocket
Simonshaven’ is expected to be commissioned at the latest by 2030. With the realisation of this project
the available transmission capacity will increase to 2000 MW. Available transmission capacity will then
again be sufficient to meet the future requested transmission capacity.

1The commissioning date of the expanded Europoort150 substation is adjusted based on the ’Investeringsplan Net op Land
2022-2031’ published after the congestion study

2An explanation on the operation of the phase shifter and how its applied is provided in Section 4.2.2.



4.2. Congestion management 24

4.1.2. Required transmission capacity
The required transmission capacity is composed of three parts. It is the sum of the transmission de-
mand of connected parties, the transmission demand of connections not yet established but already
contracted, and the transmission demand as a result of autonomous growth. As with the available
transmission capacity this is not a simple addition due to the irregular and unpredictable consumption
behaviour of connected customers, and uncertain demand of connections not yet in operation.

Transmission demand of connected parties
Due to the irregular consumption pattern various measurements, calculations and models are used to
estimate how much capacity is demanded by the connected parties. Simultaneity of new and existing
customer requests is hereby taken into account. The coincidence factor expresses simultaneity and
is determined by the grid operator based on measurements. This factor gives an indication of how
much the peaks of the parties connecting to the same substation overlap. By multiplying the sum of all
connections by the coincidence factor, the grid operator gets a better picture of the actual demanded
transport capacity. Parties do have a right to the full capacity, so the grid operator calculates with safety
margins and remains in discussion with the parties about their expected energy profile. For instance, if
a party has a large connection that it rarely fully utilises, the grid operator will take this into account when
determining the demanded connection capacity. For these reasons, the grid operator usually assumes
that the total sum of connections at a substation can be larger than the capacity of the substation [42].
The new Gridcode even stipulates that due to simultaneity grid operators may connect 110% of the
transmission capacity, and up to 150% if congestion management is applied3.

Transmission demand of contracts issued
The estimated demand of connections still under construction also inhibits uncertainties. First, there is
an uncertainty regarding the construction speed of the connection. Then, the moment at which electric-
ity will be consumed remains uncertain, depending on the pace of construction of the associated facility.
Lastly, the demand pattern needs to be predicted. Here simultaneity with both new and connection in
operation is accounted for. With the contracts signed before November 2022 estimates are made to be
able to construct the timelines depicting capacity demand, which are presented in Figure 4.3. Sudden
spikes result from the projected connection of issued contracts.

Autonomous growth
Lastly, the autonomous growth of all connections combined is estimated and added to calculate the
required transmission capacity. Each customer has a certain Contracted Transmission Capacity (GTV
in Dutch) that it is allowed to use. Typically, when a party requests a connection it would do so with
future growth in mind. This practice stems from the historical availability of ample grid capacity at
a relatively low cost. Parties would secure electric capacity, allowing for potential expansion if they
had such plans. In Figure 4.3 a steady rise in required transmission capacity is included because
of autonomous growth. It is not specified what the individual contributions are of the three types of
demand. Altogether, a required transmission capacity of 888 MW is estimated for 2029.

4.1.3. Requested transmission capacity
The requested transmission capacity consists of the required transmission capacity supplemented by
the waiting list for connection to the grid by customers of either TenneT or Stedin. All requests that
were made after November 2022 were placed on a waiting list. The Contracted Transmission Capacity
on the waiting list as of September 2023 was used for the calculation of the requested transmission
capacity. At this moment the waiting list added up to 426 MW of transmission capacity. Adding this to
the required transmission capacity results in 1314 MW requested transmission capacity.

4.2. Congestion management
The Gridcode Electricity describes the conditions relating to how grid operators and customers should
act with regard to the operation of grids, the provision of a connection to the grid and the performance
of the transmission of electricity over the grid [118]. In case a new request exceeds the available
transmission capacity the grid operator is obliged with the responsibility to find a solution. Grid operators
can then resort to mitigation efforts as described in Section 1.2.4. In case these solutions are not

3See Section 4.2 for an elaboration on congestion management
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sufficient to meet the required connection capacity or do not fit the proposed timeline of the connection,
congestion is issued in the area. Article 9.10(1) describes that for an area for which the grid operator
has issued an advance notice, the grid operator shall investigate the possibilities of applying congestion
management.

The research into the possibility for congestion management is composed of three analyses. A market
consultation identifying the flexibility available for congestion management. With the available flexibility
known, analyses are conducted on the technical and financial limit as the grid code obliges grid oper-
ators to apply congestion management up until these limits. An elaboration on the available flexibility
and the applicable limits for the case of the HIC Rotterdam is provided in this section.

4.2.1. Market consultation
Through a consultation with industry players an inventory is made on the amount of flexibility available
for congestion management. This was done through two parallel paths. Companies were attended on
the role they could play in the mitigation of congestion, after which they could register their available
flexibility. Additionally, grid operators TenneT and Stedin conducted interviews with about a dozen
companies they believed to be able to make a significant contribution.

TenneT analysed that 322 connections in the area are greater than 1 MW. Via the consultation process
responses from 23 of these were gathered. The analysis and consultation show that relatively few cus-
tomers can provide flexibility, resulting in a limited amount of controllable power available. Reason for
this is that most industrial processes are optimised to produce full-time. Generally, the only processes
that can theoretically increase their electricity production are CHP-systems of which half operate at
maximum capacity already [21]. Only few companies can reduce their electricity consumption but in
those cases only slightly. Substantially reducing demand would require a total shutdown of production
processes, which comes with high costs.

Determining the amount of available controllable power involves an analysis of the capacity made avail-
able at the substation when congestion management contracts are initiated with customers or Conges-
tion Service Providers. The total potential controllable power is determined at 185 MW. However, it is
crucial to note that this figure represents the offered capacity by companies and does not accurately
reflect the controllable power available for deployment. The discrepancy arises primarily due to a signif-
icant portion of controllable power originating from a single customer at a specific location. Generally,
flexibility can only resolve congestion if it can be employed in the same grid zone. While this control-
lable power has the capacity to alleviate bottlenecks in one area, it may worsen bottlenecks elsewhere
if not applied carefully. The grid zones of the HIC Rotterdam are meshed based on their voltage level.
A detailed overview of the grid zones for the 150 kV level, where bottlenecks develop, are shown in
Appendix B. Furthermore, flexible capacity can only be employed if it is available at times of peak de-
mand. Consequently, the defined threshold for available controllable power, which can be deployed
without adverse effects, is set at 35 MW.

The available transmission capacity in the congestion period needs to be split into two phases, before
and after the commissioning of the Europoort150 substation in 2025. Prior to the commissioning, the
available transmission capacity stands at 570 MW, while post-commissioning, it increases to 658 MW,
as previously indicated. Incorporating the identified controllable power of 35MW increases the technical
limits from 110% to 116% and 115% of the available transmission capacity for the periods before and
after 2025, respectively.

4.2.2. Technical limit
Congestion can originate from either limitations posed by transformers or power lines. For the HIC
Rotterdam, power lines are the limiting factor, specifically the 150 kV connections. As mentioned ear-
lier, the grid operator is obliged to apply congestion management up until the technical or financial limit.
The technical limit is specified at 110% of the available transmission capacity added by the controllable
power for the area. The grid can be over-dimensioned due to assumptions on simultaneity, [42]. The
technical limit for the HIC is 116% and 115% before and after 2025 respectively, as mentioned in the
previous paragraph. The first step of the technical analysis however is verifying if the maximum tech-
nical limit of 150% is not breached. If the limit is surpassed the grid operator is no longer obliged to
apply congestion management to facilitate transmission capacity [118].
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Power system analysis calculations show an overload on the Botlek-Geervliet connection of 171%.
Optimising the phase shifter present in the port grid reduces the overload beneath 150%. The technical
upper bound of 150% is therefore not a limitation in this part of the grid. The remaining overload needs
to be further reduced below the technical limit. This can be done by utilising the controllable power
or other technical measures. The available controllable power is determined only at 35 MW, which is
insufficient to reduce the overload below 115/116%. Technical measures should therefore be employed.

In academic literature multiple forms of technical measures for congestion management can be found,
some of which are discussed in Appendix A. Methods for congestion alleviation are often divided in
market-based and non-market based measures. The latter often comprises of technical measures.
Some of these might already be applied by the grid operators for regular operations. For congestion
alleviation in the HIC Rotterdam there are three technical measures available; employing a capacitor
bank in the Botlek region, a phase shifter in the Europoort-Theemsweg connection or grid reconfigura-
tion [160]. An explanation on the functioning of these measures can be found in Appendix A.

4.2.3. Financial compensation
If requested transmission capacity exceeds available transmission capacity, connecting additional ca-
pacity leads to congestion. This can be expressed as an annual volume of congestion (in MWh) when
connecting a certain amount of additional capacity (in MW). As part of the financial analysis, an esti-
mate is made of the costs of implementing congestion management (€/MWh). This can then be used to
calculate the expected costs of connecting a certain amount of additional capacity. The analysis then
calculates how much power transmission capacity can be added until the financial limit is exceeded.
This constitutes an upper limit to the power to be added by applying congestion management.

The financial limit is €1.02 per MWh of the amount of electricity that can be transmitted with the available
transmission capacity in the congestion area during the period for which the congestion has been
issued. The available transmission capacity was set at 570 MW until 2025 and 658 MW after 2026.
The available transmission capacity is thus multiplied by the number of hours per year (8760) and the
financial limit set in the Grid Code. Annual financial limits of €5.1 million and €5.9 million for 2023-2025
and 2026-2029 are calculated respectively. Cumulatively, the financial limit adds up to €38.8 million.

To determine how much congestion management can be applied based on the financial limit, it is
necessary to estimate the expected costs of implementing congestion management. This estimate is
based on the expected congestion volume, the expected cost per unit of control volume and factors for
the efficiency of procurement and redispatch. The cost estimate depends on assumptions based on
analyses of redispatch applied in the past. An overview of the estimated utilisation of the congestion
budget is presented in Table 4.1.

Table 4.1: Overview utilisation congestion budget

Year ’23 ’24 ’25 ’26 ’27 ’28 ’29
Estimated cost per year (in mln €) 0,0 0,1 5,6 1,2 9,7 25,5 23,4

Cumulative costs (in mln €) 0,0 0,1 5,6 6,8 16,5 42,0 65,4
Utilisation of congestion budget 0% 0% 14% 18% 42% 108% 169%

Table 4.1 shows facilitating the total transmission capacity required through congestion management
may exceed the financial limit if the Loadpocket Simonshaven project is commissioned after Q3-2028.
However, a shorter congestion period also leads to a lower financial limit. If more flexibility becomes
available, it should be examined whether the expected costs would fit within the financial limit, taking
the current project planning into account.

4.3. Remaining problem and reflection
Based on the performed analyses by TenneT and Stedin the required transmission capacity including
connections currently in construction or already issued and the autonomous growth of smaller con-
sumers can be facilitated when congestion management is applied.

Calculations on the effect of employing technical measures show that overload is reduced on the con-
nections Botlek-Geervliet and Maasvlakte-Europoort from 171% to below the 150% limit. When in
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addition controllable power is employed, overload is further reduced so that the grid can safely be oper-
ated for the required transmission capacity. However, the overload is not reduced below the 110% limit,
leaving no possibility for connection requests on the waiting list to be issued. Connection requests accu-
mulating to 426 MWwill therefore remain on the waiting list until further flexibility or alternative solutions
are found in the HIC. For the congestion management necessary to facilitate the required transmission
capacity the financial limit should be closely monitored. The financial limit currently in force may be
exceeded in Q3 of 2028. In case new flexibility options or alternative solutions are found the technical
and financial limits should be reevaluated in order to verify the possibility of implementing them.

Without the adoption of new solutions, companies on the waiting list will have to wait on the completion
of the project ’Loadpocket Simonshaven’. This reality is disastrous for both the business climate as well
as sustainability ambitions in the HIC Rotterdam. The HIC Rotterdam contributes substantially to the
Dutch economy. However, the business climate will deteriorate in the coming years if grid congestion
persists. This not only hampers electrification plans of existing companies but also poses a hurdle
to expansion initiatives. Additionally, prospective businesses aiming to establish themselves in HIC
Rotterdam will face setbacks as the unavailability of new grid connections impedes the realisation of
their business plans. Victor van der Chijs, President of the HIC’s business association Deltalinqs, warns
for a delay in the energy transition due to grid congestion. Consequently, he foresees that the climate
targets for 2030 will be impossible to meet when businesses are not able to electrify. To prevent such
consequences he urges grid operators and the government to take drastic measures. Furthermore,
businesses can contribute by providing flex capacity and create energy hubs [27].

On the grid operator’s side steps can be taken towards finding promising solutions to combat grid
congestion. The congestion study indicates the grid in the HIC Rotterdam will reach its limits in the
upcoming years. What remains uncertain however is the specific locations and timing of these peak
loads. This is however a crucial part in applying congestion management. It is the responsibility of
grid operators to describe clearly when congestion will be reached, at what times and for how long,
according to the ACM [60]. The complexity of the power grid’s structure in the HIC Rotterdam, coupled
with the unpredictable behaviour of customers makes it difficult for grid operators to gain useful insights.
As an example, for the built environment the electricity demand profile typically shows peaks before
and after a regular workday. For the industry such generalisations can not be made since every site
has its own characteristics, which are often influenced by market forces rather than the conventional
working hours. Furthermore, confidentiality surrounding the intended use of connection requests and
investment strategies by the industry also hamper grid operators to make sound predictions on the
state of the electricity grid in the HIC. Clear is that limits will be reached sooner than expansion projects
will be finished, the exact modelling outcomes presented in the congestion study should however be
interpreted as a call for action rather than accurate predictions on the future state of the electricity grid.

Another unknown is the exact execution of congestion management. The application of congestion
management at the scale in which it is currently required is new to all users of the electricity grid.
This high demand leads to new forms of congestion management to be developed that will allow for a
more tailored approach based on companies’ operation. Contracts for a group transmission agreement
(’Groeps-TO’ in Dutch) and collective capacity limiting contract (’C-CBC’ in Dutch) are under develop-
ment at the time this research is conducted. Other forms of alternative transmission agreements are
being developed as well. This means that companies that might be able to provide flex capacity are
not yet able to complete all contractual agreements as of now. When these agreements are published
over the course of 2024 a surge in companies providing flex capacity might unfold.

On the industry side, the unavailability of useful insights from the grid operator’s perspective makes it
hard to propose solutions to the HIC’s congestion problem. While the congested power grid creates
problems for the industry it is not its primary concern. The problems that are experienced by the industry
in the HIC Rotterdam is not the overload of power cables, rather the limits on electricity supply arising
from the overloads. Since companies have multiple reasons to electrify their operation, as established
in Section 1.2, it becomes increasingly valuable to look for solutions that open up capacity within the
limits of the congested grid in the HIC Rotterdam. Though these solutions will not reduce overloads on
the power cables, they will help companies to execute their expansion or electrification plans. As the
research question describes, the latter is the problem that is focused on in this research. A business-
perspective is thus adopted in the pursuit of solutions for capacity within a congested electricity grid.



5
Potential for energy hubs in the HIC

Rotterdam

This chapter outlines the process leading to the ultimate selection of an industrial cluster. Following
the outcomes of this chapter, companies can be approached that fit the cluster characteristics in order
to obtain data which will guide the conduct of the subsequent research phases. As the methodology
describes in Chapter 3, the cluster selection procedure follows a few steps.

Initially, energy carriers are evaluated on their applicability in an energy hub in Section 5.1, along with
the corresponding technologies for conversion or storage. The set of all inputs, outputs, conversion
and storage technologies forms the basis for the selection process. This set is exposed to exclusion
criteria in Section 5.2. Additionally, available energy carriers for the area of interest are researched.
Technologies not conforming to these energy carriers are excluded. In the next Section, 5.3, the re-
maining technologies are compared and a discussion on potential compositions is provided. This is
based on both academic literature and interviews with industrial parties in order to validate and enhance
the derived conclusions. Next, a mapping exercise is executed in the HIC Rotterdam area to identify
locations where energy hubs could possibly be established. This is outlined in Section 5.4. These
locations are contacted in order to obtain data on their electricity consumption pattern. Based on the
outcome of the mapping exercise and the available load profiles, configurations are constructed. These
configurations, that are described in Section 5.5, will form the foundation for the subsequent chapters.

5.1. Possible energy hub technologies
To eventually select an industrial cluster to model, first all possible building blocks are explored. As
explained in Section 1.3 there are four distinctive features in an energy hub: production, conversion,
storage and consumption utilities. According to the methodology described in the Section 3.3 the first
step of the selection procedure is to explore energy carriers, conversion, and storage technologies
that can possibly be used. An overview of the possible building blocks per feature is shown below. A
complete overview of all components found to be eligible in energy hub integration are listed in Appendix
C. This complete selection is narrowed by grouping technologies that show many similarities.

5.1.1. Energy input
Traditionally, fossil fuels have fueled our society. With depleting sources and increasing concerns for
the effects of greenhouse gas emissions other forms of energy have seen an increase in their utilisation.
For example, biomass-based fuels and renewables are increasingly used to meet our energy demand.
An overview of energy inputs described in literature is given in Table 5.1. Some of the listed energy
inputs might seem redundant, for example, electricity and solar PV as this generates electricity as well.
They do however bring specific requirements and characteristics in the context of energy hub design,
which is why they are listed separately. The term ’electricity’ refers in this case to the electricity grid,
which is able to supply a constant amount of electricity contrary to renewable energy sources.
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Table 5.1: Energy hub inputs according to literature and their use

Energy input Currently used by
Electricity All industries
Hydrogen All industries
Steam All industries
Heat All industries
Cooling Refineries, chemical, biofuels industry
Flue gas Refineries, chemical, biofuels industry
Syngas Refineries, chemical, biofuels industry
Crude oil Refineries
Biogas Biofuels industry
Methanol Chemical, biofuels industry
Biomass Power utilities, chemical, biofuels industry
Natural gas Power utilities, chemical industry
Coal Power utilities
Wind Power utilities
Solar PV Power utilities
Nuclear Power utilities
Hydro Power utilities
Geothermal Power utilities
Solar thermal collector Power utilities

5.1.2. Energy output
Similar to the previous paragraph on energy input the energy output carriers see a change in utilisation
over the last few decades. Table 5.2 displays a list of these produced energy carriers. Again, some
listed outputs might seem redundant, such as natural gas and biogas. However, since the necessary
inputs and production processes are different they are listed separately.

Table 5.2: Energy hub outputs according to literature and their use

Energy output Industrial user example
Natural gas All industries
Steam All industries
Heat All industries
Flue gas Refineries, chemical, biofuels industry
Syngas Refineries, chemical, biofuels industry
Hydrogen Refineries, chemical, biofuels industry
Water Refineries, chemical, biofuels industry
Cooling Power utilities
Electricity Power utilities
Biogas Waste management
Methanol Chemical industry
Oxygen Chemical industry

5.1.3. Energy conversion
The next step in the exploration of energy hub components is a review on conversion technologies; a
crucial building block of an energy hub as it provides the energy hub its flexibility to employ different
energy in- or outputs. Specific conversion technologies are categorised in types based on their oper-
ational characteristics. The contents of Table 5.3 are gathered from academic literature and industry
documents.
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Table 5.3: Conversion technologies used in energy hubs and their estimated capacity in the
HIC Rotterdam

Type Conversion technology Input Output

Rotary engines
Steam turbine FF, B, SG, RH E, H
Gas turbine FF, H2 E, H
ICE b FF, BF, SG E, H

Fuelled heating Boiler FF, B, H2 Sa

Biogas production Pyrolysis B BF
Anaerobic digestion B BF

Mechanical Piezoelectric generator ME E

Fuel cell (FC)

Solid oxide FC H2, O2 E, H2O
PEM FC c H2, O2 E, H2O
Alkaline FC H2, O2 E, H2O
Molten carbonate FC H2, O2 E, H2O
Posphoric acid FC H2, O2 E, H2O

H2 production

Electric Haber-Bosch H2, E NH3
Alkaline electrolyser E H2
PEM electrolyser c E H2
Gasification FF, B SG
TWSC d H, H2O H2, O2
SMR e FF, H2O SG

Power-to-heat
Electrode boiler E H
Electric boiler E H
Heat pump E H

Heat-to-power
Low-heat ORCf H E
High-heat ORCf H E
RTGg H E

B = Biomass, BF = Biofuel, E = Electricity, FF = Fossil fuel, H = Heat, H2
= Hydrogen, H2O = Water, ME = Mechanical energy, O2 = Oxygen, RH =
Residual heat, S = Steam, SG = Synthesis gas

a Steam generation for a boiler is similar to heat generation, the only differ-
ence being that heated water vapour is emitted instead of air

b ICE = Internal Combustion Engine
c PEM = Proton Exchange Membrane
d TWSC = Thermochemical Water Splitting Cycle
e SMR = Steam Methane Reforming
f ORC = Organic Rankine Cycle
g RTG = Radioisotope Thermoelectric Generator

5.1.4. Energy storage
After conversion technologies, storage technologies are now explored. The storage component forms
an integral part of an energy hub as it provides flexibility over time. If power supply is insecure a storage
component allows a system to continue operating continuously. In combination with energy generation
it can even create self-sufficiency. Table 5.4 shows a list of energy hub storage technologies mentioned
in literature, categorised on storage principles. [121]

Types describe the scientific principle that allows the energy to be stored. Latent heat is energy re-
leased or absorbed by a material during a phase transition, while maintaining the same temperature.
Sensible heat is energy that is added or extracted from a source which causes it to change temperature.
Thermochemical heat works through a chemical reaction that absorbs or releases heat as opposed to
chemical energy storage which is simply storage of a chemical. In electrochemical energy storage
electrons are absorbed or released as the result of a chemical process. For electric energy storage
electrons are stored through capacitance. Electromechanical is a form energy storage where electricity
is used to generate motion or displacement, which can be reversed at a later time. Finally, electromag-
netic energy storage describes technologies that create an electric or magnetic field using electricity.



5.2. Exclusion criteria 31

Table 5.4: Storage technologies used in energy hubs and their estimated capacity in the HIC Rotterdam

Type Storage technology In-/output Storage medium

Latent heat Ice storage C H2O
Cryogenic air H A

Sensible heat
Molten salt H S
Hot water H H2O
Rock cavern H Rocks

Thermochemical heat Adsorption H Sorbent
Salt hydrate H Salt

Chemical
H2-tank H2 H2
Salt cavern H2 H2
NH3-tank H2 NH3

Electrochemical
Electric vehicle E Ch
Li-ion battery E Ch
Redox-flow battery E Ch

Electrical Supercapacitor E EC

Electromechanical
Flywheel E ME
Pumped hydro E ME
CAESa E ME

Electromagnetic SMESb E EF, MF
A = Air, C = Cooling, Ch = Chemical, E = Electricity, EC = Electric capacity, EF =
Electric field, H = Heat, H2 = Hydrogen, H2O = Water, ME = Mechanical energy,
MF = Magnetic field, NH3 = Ammonia

a CAES = Compressed air energy storage
b SMES = Superconducting magnetic energy storage

5.2. Exclusion criteria
First energy in- and outputs are tested on their availability within the HIC and their applicability in an
energy hub. Then, the lists of potential conversion and storage components are filtered based on a set
of exclusion criteria. The used criteria are compiled in collaboration with the Port of Rotterdam. The
exclusion criteria are presented in Table 5.5 below, where ’Y/N’ is a pass or fail criterion. Efficiency
does not have a strict exclusion limit, but is regarded as a soft criterion. An explanation for the use of
every criterion is provided below. The conversion and storage components are tested on the criteria
after which some are excluded. The excluded technologies are listed at the end of every criterion’s
description.

Table 5.5: Exclusion criteria

Criteria Limit
Electricity input Y/N
Electricity output Y/N

TRL > 8
Capacity > 1 MW

Applicability in HIC Y/N
Efficiency

Electricity input
The first exclusion criterion is based on the analysis done in Chapter 4. Here, the problem of limited
grid capacity is described, concluding that no additional grid connections can be built before 20301.
Therefore, the inclusion of new components in the energy hub that require electricity as energy input
is restricted.

1No additional connections can be installed before the commissioning of project ’Loadpocket Simonshaven’, which is projected
to happen in 2030
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Electricity output
In the context of an energy hub all energy carriers could possibly be integrated to improve flexibility.
The question for this research is which energy carriers and corresponding conversion and storage
technologies can be combined to form an energy hub that helps alleviate grid congestion. The aim
therefore is to create flexibility so that demand of electricity from the grid connection can be reduced.
For companies with a single electricity input, the electricity grid, it becomes necessary to realise an
additional electricity input. From this reasoning, it follows that to give answer to the research question,
conversion technologies should be included that realise an additional electricity input to a company.

TRL
For the energy hub that is designed it is vital for a technology to be matured so that it can be applied on
an industrial scale. A method for estimating the maturity of a technology is its Technology Readiness
Level (TRL). The method was developed by NASA in the 1970s for their space technology planning. It
is a scale ranging from 1 to 9 where a TRL of 1 indicates results of beginning scientific research are
being translated into future research and development, TRL 9 is reached when a technology is ’flight-
proven’ [104]. The method was originally developed for space technology but is now commonly used
to indicate the maturity of other types of technologies as well, even being adopted by the Netherlands
Enterprise Agency as innovation policy tool [158]. As mentioned in Section 3.3 the aim of the project is
to find a solution that is scalable so that it can be applied to multiple industrial clusters, which would be
indicated by a TRL of 9. Nevertheless, given the ambiguity in determining the Technology Readiness
Level (TRL) for technologies beyond the scope of space applications and the uncertainty regarding
the pace of technological advancements in the near future, a minimum TRL of 8 is considered. The
Technology Readiness Levels of all selected components can be found in Appendix C.

Capacity
Each technology can be designed for a range of capacities. Depending on the characteristics of a
technology it is suitable for smaller or larger power applications. Since industrial plants operate at
power levels of multiple MWs a minimum conversion and storage power capacity of 1 MW is assumed.
Capacities less than 1 MW are assumed to be insufficient to support an industry’s operation. For
conversion and storage technologies the available power capacity is presented in Appendix C.

Applicability in HIC
There might be technologies that have great potential for energy hub integration and meet the other
criteria, but are not applicable in the HIC Rotterdam. Reasons for this could be the unavailability of
necessary resources or energy flows that are utilised by the technology.

Efficiency
As mentioned in Section 1.2 one of the key steps of the energy transition is energy efficiency. If less
energy is needed for final consumption, less energy needs to be produced. In the case of fossil gen-
eration this results in less emissions, in all cases it leads to lower costs. Hence, energy efficiency is a
crucial part in the energy transition. As the efficiency of a technology might depend on many factors,
some of which might not be related to the technology itself, this criterion will only be used to exclude
technologies in the case alternatives exist that are clearly more efficient.

5.2.1. Inputs and outputs
The features input and output are the first features that are examined for the HIC Rotterdam. The lists
presented before are expanded with their availability in the HIC. For each energy input it is specified
whether or not it is currently present at industrial scale in the HIC Rotterdam. In lightgray a preliminary
list of carriers is shown which are present as waste streams in the HIC Rotterdam. In a later step these
will be used to filter energy hub technologies. Information on industries’ operation in the HIC Rotter-
dam is gathered from the Manufacturing Industry Decarbonisation Data Exchange Network (MIDDEN)
studies by TNO and PBL [35, 123, 29, 77, 187, 28, 163, 143, 145, 81, 59, 5, 19, 2].

Table 5.6 shows inputs that can be used to fuel an energy hub. Four of these are not present in the HIC,
due to various reasons; apart from the fact that all are capital intensive they also need a favourable
location. Nuclear energy needs to be located in a remote area due to safety hazards. Hydropower
is generated by water moving with great force, arranged by either height differences or a high flow
rate. Both of which are not present in the HIC Rotterdam. A study conducted to explore the potential
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Table 5.6: Energy carriers used as input for energy hubs and their availability in the HIC Rotterdam

Energy input Currently used by Consumed in HIC
Coal Power utilities ✓
Crude oil Refineries ✓
Natural gas Power utilities, chemical industry ✓
Flue gas Refineries, chemical, biofuels industry ✓
Syngas Refineries, chemical, biofuels industry ✓
Steam All industries ✓
Heat All industries ✓
Cooling Refineries, chemical, biofuels industry ✓
Biomass Power utilities, chemical, biofuels industry ✓
Biogas Biofuels industry ✓
Methanol Chemical, biofuels industry ✓
Electricity All industries ✓
Hydrogen All industries ✓
Wind Power utilities ✓
Solar PV Power utilities ✓
Nuclear Power utilities
Hydro Power utilities
Geothermal Power utilities
Solar thermal Power utilities

of geothermal energy in South-Holland reveals promising prospects [87]. However, like hydropower,
geothermal energy cannot be harnessed everywhere within the HIC. This is however a prerequisite
in the design of a scalable energy hub. Even if it were feasible, the construction of a geothermal
generation site poses a significant financial hurdle. While such sites can yield substantial energy output
(e.g., 15 MW for the Maasvlakte site), surpassing the typical energy demand of an industrial cluster,
the high initial investment makes it economically unattractive. Additionally, high risks are associated
with the construction of a geothermal generation plant, as the amount of available energy can only be
determined after drilling (personal communication, 2023). Given the high costs and uncertain outcomes,
geothermal energy does not fit seamlessly into a scalable energy hub solution. Lastly, solar thermal
energy generation is the reflection of direct sunlight onto a fluid that subsequently stores energy by
heating up. If sunlight is scattered by clouds it can no longer be focused and is therefore useless for
solar thermal energy generation. Due to the relatively high amount of cloudy days in the Netherlands,
it is deemed an unattractive area for solar thermal energy generation.

Excluded inputs: Nuclear, hydro, geothermal, solar thermal

From the energy inputs that are present in the HIC there is one that might not be suitable for inclusion
in an energy hub. Wind turbines in the HIC Rotterdam have minimum distance requirements in relation
to storage tanks. This is because storage tanks that may contain substances of very high concern
(SVHC), such as ammonia, can not risk damage from possible breakdown of the wind turbine. This
prevents most of the industrial sites from installing wind turbines. Not all sites however are prohibited for
wind turbines, as multiple turbines are installed at the Slufterdam at the Maasvlakte and the headland
Rozenburg. Whether or not wind turbines can be part of the energy hub configuration that will be
modelled will depend on the outcome of the mapping exercise.

Excluded: (wind)

The outputs of an energy hub as described by literature are listed in Table 5.7. For an internationally
operating port like Rotterdam, most energy carriers that are consumed are also produced in the port
area. Since the port area provides a broad market due to its size and variety of industrial activities, as
displayed in Figure 1.2, all energy carriers that an energy hub might produce according to literature,
are produced here as well.

Excluded outputs: -
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Table 5.7: Energy carriers produced as output for energy hubs and their availability in the HIC Rotterdam

Energy output Industrial user example Availability HIC
Natural gas All industries ✓
Steam All industries ✓
Heat All industries ✓
Flue gas Refineries, chemical, biofuels industry ✓
Syngas Refineries, chemical, biofuels industry ✓
Hydrogen Refineries, chemical, biofuels industry ✓
Water Refineries, chemical, biofuels industry ✓
Cooling Power utilities ✓
Electricity Power utilities, waste management ✓
Biogas Waste management ✓
Methanol Chemical industry ✓
Oxygen Chemical industry ✓

5.2.2. Conversion technologies
Most energy carriers are present in the HIC, this does not mean that all conversion and storage tech-
nologies can be applied in the HIC Rotterdam. The exclusion criteria, listed below will narrow the
presented lists of technologies.

• Electricity input
• TRL
• Capacity
• Scalability
• Safety
• Electricity generation
• Efficiency

Electricity input
The conversion technologies that require electricity as input are e-boilers and electrolysers, as shown
in Table 5.3. The current capacity of e-boilers and electrolysers in the HIC Rotterdam is negligible.
Electrolyser farms under construction are all planned on the Maasvlakte in the HIC Rotterdam. As the
Maasvlakte is not within the congested area, electrolysers located here are not able to alleviate grid
congestion in the other parts. There is an electrolyser pilot project in Rozenburg, within the congested
area, converts electricity to hydrogen that is then used to heat homes [177]. This pilot project is however
not suitable for a scalable solution within the HIC Rotterdam. Another electrolyser installed within the
HIC Rotterdam is at the Nobian site. This installation uses its flexibility to trade on the imbalance market
[65]. Installing additional electrolysers with the aim to provide congestion management is currently not
possible since a grid expansion would be necessary before an electrolyser could be installed. The
same holds for e-boilers and industrial heat pumps, as they require a large grid connection which is not
available as of now. Their development is expected to take off from 2030 onwards [159].

Excluded: electrolyser, e-boiler, heat pump

TRL
From the list of available conversion technologies a significant share is dropped due to the immatu-
rity of the technology. RIFT is one of the technologies still in the early phases of development and
therefore not available in sufficient capacity on industrial scale to be included as a potential energy hub
component. The same holds for upcoming hydrogen production technologies, methane pyrolysis, and
thermochemical water splitting. When talking about renewable generation, technologies that come to
mind are usually wind, solar, geothermal or hydropower. Though water holds more potential for energy
generation than just in the form of hydropower, for example by utilising temperature differences using
OTEC, these technologies are also still in the early stages of development. Furthermore, certain heat-
to-power technologies, while useful when combating grid congestion, will not meet industrial needs in
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the foreseeable future. Fuel cell technology is currently in operation at industrial scale. However, this
technology has several variants. Only solid-oxide (SO FC) and polymer electrolyte membrane fuel cells
(PEM FC) are starting to be adopted in pilot projects. However, this technology still has a way to go
as currently only 230 MW of stationary capacity is installed in Europe [13]. The same holds for gas
turbines that are retrofitted to be fuelled by low-carbon fuel ammonia. The first two turbines worldwide
are currently in development. These will likely be available in Europe by 2030, when grid congestion
in the HIC Rotterdam is projected to be resolved already [183, 23].

Excluded: fuel cells, methane pyrolysis, TSCW, RITO, RED, RIFT, wave energy, tidal energy, OTEC,
ammonia turbine

Capacity
Following the 1 MW minimum, the piezoelectric generator is dropped from the list of potential energy
hub components. For the case of the piezoelectric generator it is typically used in small scale applica-
tions due to its specific properties. The technology can create electricity from pressure or vibration. The
generator is however limited by the mechanical stress levels the material can endure before breaking.
Examples of applications are wearable devices, remote controls or monitoring equipment [102].

Excluded: piezoelectric generator

Applicability in HIC
While multiple plants in the HIC Rotterdam produce high-temperature (HT) heat (>100◦C), it is typically
recycled cascadingly in other processes nearby. The HT heat potentially available for power generation
comes from only a few sites in the HIC Rotterdam (personal communication, 2023). HT heat is thus
not abundantly available, making it unsuitable for a scalable energy hub solution.

Excluded: high-temperature ORC

Electricity output
When examining the remaining conversion technologies, there are processes that do not directly gen-
erate electricity. These include pyrolysis, anaerobic digestion, boilers, Haber-Bosch, SMR, and gasi-
fication. These processes result in the production of biofuels, syngas, steam and ammonia. Biofuels,
syngas, and soon ammonia [23] can serve as fuel for generating steam, which, in turn, produces electric-
ity when connected to a steam turbine. In such cases, the steam turbine acts as the crucial component
that contributes to additional electricity supply. The inclusion of these redundant technologies would
only escalate costs, as the steam turbine remains the primary source supplying the energy system with
electricity. As the focus is on assessing the ability of components to facilitate a flexible energy supply,
redundant conversion technologies have been excluded.

Excluded: pyrolysis, anaerobic digestion, boilers, Haber-Bosch, partial oxidation, SMR, gasification,
waste incineration

Efficiency
One of the conversion technologies still remaining is the low-temperature organic rankine cycle (LT
ORC), however it deals with a low conversion efficiency. Industrial scale installations exhibit efficiencies
between 5-8%. Though low-temperature waste heat is abundantly available in the HIC Rotterdam
there is already an application for it in the form of multiple heat grids transporting waste heat to the built
environment. The efficiency of low-temperature district heating networks is typically 89% [119]. Utilising
low-temperature waste heat for electricity generation would therefore seem wasteful if a significantly
more efficient alternative is easily accessible.

Excluded: low-temperature ORC

5.2.3. Storage technologies
For storage technologies a list of exclusion criteria is applied as well to find technologies suitable for the
energy hub configuration that will be researched in this project. Similar criteria can be applied to storage
as to conversion technologies, with the exception of electricity generation as storage technologies imply
that energy is extracted in the same form it is absorbed. This leaves the following list of exclusion
criteria that will be applied to the list of storage technologies. For storage technologies the same limits
are applied which are described in Table 5.5.



5.2. Exclusion criteria 36

• Electricity input
• TRL
• Capacity
• Scalability
• Efficiency

Electricity input
With the focus of this research being remedies for grid congestion all storage technologies that use
different energy forms than electricity as in-/output are disregarded. A counter argument against this
exclusion criterion could be that other forms of energy storage might reduce the electricity demand indi-
rectly, for example in the case an e-boiler can reduce its operating hours. However, in reality electricity
is not yet used for heat or hydrogen demand. Based on this criterion all latent, sensible and thermo-
chemical heat storage technologies as well as chemical energy storage can be excluded for the energy
hub configuration.

Excluded: ice storage, cryogenic air, molten salt, hot water, rock cavern. adsorption. salt hydrate,
H2-tank, salt cavern, NH3-tank

TRL
The Technology Readiness Level of all remaining storage technologies are high. It could be argued
that the redox-flow battery is not yet in use on a large scale. This technology is however developing
fast and the first installations are now in operation on industrial scale in Europe [110]. The same holds
for electric vehicles as energy storage. Currently vehicle to grid is still in development, however an
increasing amount of car models support bidirectional charging of the car (V2X), which could be used
to power all sorts of equipment [181].

Excluded: -

Capacity
Flexibility services for industrial applications require a significant amount of power. Components requir-
ing electricity generally operate on the scale of kilowatts. For this reason the supercapacitor is excluded
from the list of storage technologies. Its cell voltage is low, therefore only a small energy capacity can
be achieved. The supercapacitor finds its value in rapid response applications where a high power
density is required. To provide an example, supercapacitors can have a power density of up to 105
W/kg, where batteries only reach 102 W/kg. The disadvantage of supercapacitors comes from the low
energy density, in the order of 10 Wh/kg where batteries reach a tenfold [139].

Excluded: Supercapacitor

Applicability in HIC
Pumped hydro and CAES are both technologies that enable storage of large quantities of energy.
Pumped hydro storage is a configuration of two water reservoirs at different elevations that can gener-
ate power as water moves down from one reservoir to the other, passing through a turbine [131]. This
poses the problem for integration into the energy hub configuration, as such an elevated body of water
is not present near the HIC Rotterdam. If it were, the size required for a viable installation would not
match the scale of the energy hub. Similar arguments can be made for compressed air energy storage
(CAES) as an installation at regular size requires a large underground reservoirs to store air, such as
an aquifer or depleted gas field. For CAES however there exist small-scale applications. The problems
with these configuration are the barrel size required to store the required amounts of energy as well as
energy efficiency, 11-17% compared to 70-90% for batteries [32]. Another technology unsuitable for the
industry cluster in Rotterdam is SMES. Superconducting magnetic energy storage (SMES) technology
has fast response time, sufficient energy and power densities and a high efficiency. However it also
has multiple drawbacks, of which high costs are an important reason. Furthermore, a SMES system
operates at either -269◦Celcius or -196◦Celcius. An installation that can maintain such temperatures
requires high capital investments. Furthermore, the magnetic fields produced by the technology can
affect nearby electronic devices and therefore are often installed at distant sites with proper shielding
[114]. Such properties do not fit a dense and developed area like the HIC Rotterdam.

Excluded: pumped hydro, CAES, SMES
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Efficiency
Efficiency is already shortly mentioned in the previous paragraph. Here the criterion applies to fly-
wheels, though the technology is not necessarily excluded. The innovative solution can be powered
by electricity, is matured and can be designed at sufficient capacity, still it is not regarded as a solution
to mitigate peak power consumption for any industry. This is because of its high self-discharge rate,
mainly due to aerodynamic drag and bearing friction. The technology therefore finds it use in applica-
tions that require a discharge time of seconds or minutes [93]. An example in the port of Rotterdam is
at UWT where an electric crane is connected to a flywheel [132]. Whether flywheel technology will be
included in the ultimate energy hub configuration will depend on the types of industry from which data
will be obtained.

Excluded: (flywheel)

5.3. Cluster composition
From the complete list of potential energy system integration possibilities some are omitted based on
the exclusion criteria. The remaining technologies are assessed on their potential. Depending on
component inputs or outputs compatible configurations can be made for potential energy hubs in the
HICRotterdam. Initially, a search is done on potential energy hubs using assets that are already present
in the HIC to discover whether synergies can be unlocked. Additionally, components are considered
that could transform any industrial cluster into an energy hub when newly installed.

5.3.1. Synergies
An assessment on remaining energy hub features is done based on knowledge gathered in literature
and from conversations and interviews with experts from the Port of Rotterdam as well as people
working in industry.

Inputs and outputs
Tables 5.6 and 5.7 show the energy carriers that are used as input and output in the HIC. Similarly
to the belief of industrial symbiosis as described by prof. Chertow [25], it is interesting to know which
outputs are available as waste streams and can potentially be utilised as inputs for an energy hub in
the HIC Rotterdam. Utilising waste streams can increase a cluster of companies’ energy efficiency,
thereby reducing energy needs. This follows from the idea that if a company can utilise available waste
streams it might potentially require less electricity for certain processes.

Out of all energy carriers that are consumed syngas, steam, heat and electricity are available in the
form of residual streams in the HIC [19, 2, 77, 81, 5, 28, 123, 29, 187, 145, 163, 143, 59]. From
these, steam and heat are not usable for industrial parties in the HIC Rotterdam as of now. This is
because residual steam in sufficient quantities is already cascadingly recycled, through projects like
the Botlek steam network [133]. Furthermore, currently residual heat flows from the waste incineration
site is injected into the Rotterdam heat network, which supplies the built environment with waste heat
from industries. Other residual heat streams in the area are of insufficient quality to be useful for other
industrial parties [58].

To continue, syngas is mostly used for the production of ammonia or methanol and can thus be used
as a fuel. Lastly, residual electricity is extremely useful in the face of grid congestion. The sources
of residual electricity are CHP-systems, which were referred to as electricity generation units earlier in
this chapter. Specifics of these systems will be discussed in the next paragraph.

Conversion
The remaining conversion technologies are steam and gas turbines and internal combustion engines
(ICE), all rotary engines. The small size of this list speaks to the issue unfolding in the port area; only
little options are found for potential flex capacity, relating back to the issues mentioned in Chapter 4.
For the individual machines that are present in the HIC Rotterdam it is not clear what specific type of
technology is installed. However, since the operational characteristics and outputs are similar for either
a steam, gas turbine or ICE they are grouped as electricity generation units. From the available waste
streams, methanol and ammonia can potentially be used as fuel for these generation units. However,
at the time of writing only a handful pilot projects are conducted worldwide using ammonia as fuel,
indicating the immaturity of the technology [6]. Methanol is similarly still in the development phase.
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Though the rotary engines might not be able to benefit from nearby residual streams they might still be
valuable in providing flex capacity. Depending on their utilisation rate, the generation units could provide
electricity to an energy hub in times of peak consumption in order to relieve the grid. Some of the rotary
engines in the HIC Rotterdam are used in combination with a boiler, making it a combined heat and
power (CHP) system. The residual electricity mentioned before, comes from these CHP-systems that
primarily supply heat but generate electricity as a by-product.

The inclusion of CHP-systems in an energy hub is well researched, as stated by Mohammadi et al.
[112] who show CHP-systems are even the most common conversion technology to be included in
literature researching energy hubs. An energy hub benefits from conversion technologies which can
use an energy carrier to meet more than one demand. This structure results in increasing efficiency and
reduction of primary energy consumption and costs. This feature as well as its high energy efficiency
makes that CHP-systems are widely adopted in industry.

Currently, electricity generated by CHP-systems in the HIC Rotterdam is delivered to the grid. How-
ever, it is worth investigating if these systems can be used the other way around, primarily generating
electricity in times of peak demand with heat as by-product. A first step would be to check if these
systems are available near congested areas. This will be explored in Section 5.4.

Storage
The storage technologies remaining after applying the exclusion criteria are rarely implemented in the
HIC Rotterdam yet. From conversations with industries and experts at the Port of Rotterdam it becomes
clear that many companies are now looking into these technologies as ways to increase electricity
capacity at times. The conclusion can be made that currently little to no storage technologies are in
use in the HIC Rotterdam and can therefore not be utilised for synergies. They do provide however
excellent investment opportunities as additional components to a company’s current operation. The
selected storage technologies will therefore be discussed in the following subsection.

5.3.2. Additional components
Apart from utilising waste streams or interconnecting conversion technologies to establish an energy
hub, companies can invest in assets that create flexibility in their processes.

Inputs and outputs
Wind turbines and solar PV systems can provide additional electricity capacity to an industrial cluster.
Examples of wind parks can be found at the Maasvlakte 2 and at headland Rozenburg. These sites
are secluded and thus do not cause safety hazards in combination with industrial activity. When used
however in an industrial energy hub they ought to be closer to the cluster site to limit connection costs.
There are locations thinkable in the HIC Rotterdam where wind turbines would fit and be a valuable
asset to nearby industries. A port where wind turbines are located within the HIC is the Port of Antwerp.
Figure 5.1 shows an image of wind turbines located in between industrial sites in the Port of Antwerp.

Solar PV systems could also provide grid relief, though only during the day. The problem for solar PV
is that little space is available to install solar panels. Placing solar panels on top of industrial assets is
currently not feasible, which only leaves office buildings as possible area to install solar PV systems.

Conversion
In the search for synergies using conversion technologies rotary engines were chosen as assets to look
for in the HIC Rotterdam. Electricity generation units typically operate at scales of tens of megawatts.
Nevertheless, smaller units are also available and mostly employed for temporary purposes. A gener-
ator set can be as small as 10kW up to 5 MW [130]. When looking for solutions to mitigate grid con-
gestion, such generator sets could provide the necessary capacity to compensate for peak demands
that exceed grid capacity limits.

Storage
Lastly, excluding storage technologies based on the criteria described in this section results in a list
of technologies that are applicable in an energy hub in the HIC Rotterdam; electric vehicles, Li-ion
batteries, redox-flow batteries and flywheel technology. Where flywheel technology can only be applied
if it matches the operation of the cluster that will ultimately be modelled. All of these technologies can
be sized to a scale where they can positively attribute to an industrial cluster’s electricity capacity. The
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Figure 5.1: Image of wind turbines located near industrial sites at the Port of Antwerp

previous subsection already mentioned that multiple companies in the HIC Rotterdam are currently
looking into the option of installing storage technologies to increase electricity capacity at times. An
example of flywheel technology applied in the HIC Rotterdam was already given in [132]. The benefit
of the selected storage technologies is that all can be designed modularly to create as much capacity
as needed.

5.3.3. Boundary conditions
The first step into discovering potential sites for energy hub integration is completed by identifying what
components could help drive this integration. The next step is to identify factors that might obstruct
energy hub integration efforts. Literature on energy hub integration and industrial symbiosis is reviewed
on potential barriers, while research on (pilot) projects in the Netherlands sheds light on challenges
currently faced. Multiple factors are compiled that might prevent the successful implementation of an
energy hub. Some of these factors are strict criteria that need to be met, others are simply deemed
undesirable.

Same ’ring’
From conversations with grid operators and people working in the industry it became clear that a strict
requirement for energy hub integration is that companies must be connected to the same ’ring’. Mean-
ing that companies wanting to start an energy hub can only do so if they are physically connected to
the same set of power cables transmitting electricity from a single substation at a single grid level. In
a highly complex grid like the one in the HIC Rotterdam, shifting loads between different grid levels
might result in undesirable side-effects. Load reduction in one part of the grid can lead to an increased
load elsewhere in the grid. This phenomenon occurs because electricity, just like water, follows the
path of least resistance. When loads are balanced within a single grid level however, other parts of
the grid are not affected. For this reason, grid operators in the Netherlands are determined to only
support the development of energy hubs on the same ’ring’ (personal communication, 2023). In order
to know which companies are eligible for energy hub integration the grid topology in the HIC Rotterdam
needs to be examined. Grid operators have mapped their respective grids in [66] and [154]. While
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the maps give a good overview of the grid topology within the HIC Rotterdam, the maps lack detail to
confirm whether companies are connected to the exact same grid level. An indication can be made by
dividing the area based on 150kV grid zones in which companies likely can form an energy hub. The
result is shown in Figure 5.2 where blue dots represent 150kV substations and each 150kV grid zone
is indicated by a dashed blue line. A detailed version of this map can be found in Appendix B.

Figure 5.2: Overview of 150kV grid zones in HIC Rotterdam

No must-run (CHP)
Components that are potentially utilised to unlock synergies have the requirement to operate flexible,
as opposed to ’must-run’. In the HIC Rotterdam, only CHP-systems that do not operate at baseload
are suitable for energy hub integration. Research by DNV Netherlands states that more than half of
CHP-systems in the Dutch industrial sector operate as must-run [21]. In the mapping exercise will be
researched whether sufficient systems are located in the area of interest to use CHP-systems in the
energy hub configuration that will be modelled.

Minimal dependency
A softer criterion is that all companies involved should refrain from becoming dependent on the energy
hub. This can happen if a single large company becomes the sole supplier of a certain resource to
other connected parties. If the revenue that is generated from the sale of this resource of the large
company is insignificant in its total revenue there is no incentive for the large company to act in the
benefit of the smaller companies. Minimal dependency is thus desired between companies within
the cluster. If dependencies do exist, the inter-dependency should remain balanced. For the HIC
Rotterdam it is observed that industrial symbiosis originates with the prerequisite of a similar inter-
dependency, among other factors (personal communication, 2023). This philosophy aligns with the
critical success factors described in the MOOI EIGEN blueprint for energy hub implementation [18],
mentioning minimal dependency and the energy hub’s ability to withstand the exit of one or more parties.

Flex capacity and/or complementary loads
Another desired feature for the integration into an energy hub is the availability of flex capacity within
the proposed cluster of companies. The idea behind this is that the advantage of an energy hub is
the higher utilisation of flex capacity. If a flexible asset can be used to mitigate peaks from multiple
companies instead of just a single one, more benefits can be gained for the load on the grid. As
described in Chapter 4 many of the industrial activities in the area operate at high baseloads. Therefore,
little flex capacity is present within the HIC Rotterdam. Without the availability of flex capacity energy
hub integration can however still be valuable if load profiles of companies willing to collaborate are
complementary. Meaning that moments of peak electricity consumption do not collide and synergies
can be unlocked by aggregating load demands. The potential for these synergies will have to be
analysed based on the obtained load demand data, this will be done in Chapter 6.
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5.4. Mapping and data request
Following the analyses conducted in this chapter multiple factors are identified that are necessary for
an energy hub in the HIC Rotterdam. Electricity generation units can provide local flex capacity, if the
system is connected at the same grid level and is not operated in ’must-run’. From TNO’s MIDDEN
reports a list can be compiled of all electricity generation units located in the HIC Rotterdam. In Figure
5.3 the generation units are mapped in the 150kV grid zones, Table 5.8 displays the operator, the unit’s
power rating and the voltage level at which the unit is connected.

Figure 5.3: Electricity generation units and 150kV zones mapped in HIC Rotterdam

Table 5.8: List of electricity generation units within the HIC and their power ratings

Operator Power rating [MWe] Voltage level [kV]
Uniper 1070 380
Uniper 79 380/25
Riverstone 731 380
Eneco 870 380
Indorama 24 25
BP 214 150/25
ADM (unknown) 25
Alco Energy 48 25
Air Liquide 300 150
Air Liquide 88 150/25
Air Liquide 48 150/25
Air Products 96 25
AVR 140 25
Cabot 12 25
Nobian 51 150/25
ExxonMobil 140 150/25
Shell 367 150/66/25
EPNL 810 380
EPNL 426 150

In Chapter 4 the state of grid congestion in the HIC Rotterdam is analysed. One of the outcomes of
the chapter is that the areas Europoort, Botlek and Pernis are currently labelled as congestion area,
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therefore no grid connection requests can be honoured in these areas. Companies in these areas
benefit most from a solution that can create additional electricity capacity. When only taking into account
the units located within the congested areas, as defined in Chapter 4 the list of generation units is refined
by excluding the units highlighted in lightgray in Table 5.8. Table 5.8 also shows the voltage level at
which the units are connected to the electricity grid. Most of the units are connected at the 25kV level.
This is the level at which most companies in the HIC are connected. Integration into an energy hub
would thus be possible for the electricity generation units that are connected at 25kV. For the units
connected at a different level additional transmission cables need to be constructed would they want
to supply local flex capacity.

While the mapping exercise shows that integrating a rotary engine into an energy hub is a scalable
solution within the HIC Rotterdam, it still provides only a single opportunity. It is clear that in the HIC
Rotterdam little further options are found that facilitate energy hub integration. Despite little options,
all people working on grid congestion and energy hubs agree on the same statement; the factor most
influential in the development of an energy hub is the drive and willingness of people to make an
energy hub into a success. The message here, is that if companies are willing to work on collaborative
solutions there is a lot that can be accomplished. While the availability of a generation unit helps
to unlock synergies, collaboration in an energy hub allows for joint investments into solutions if such
assets are not readily available. In addition, the collaborative approach of an energy hub can in itself
help to balance complementary loads. This line of thought leads to the data request being sent to a
broader group of companies. The data request is sent out through the extensive network of the Port
of Rotterdam. Efforts are made to get in contact with electricity generation operators from Table 5.8,
additionally terminals and chemical plants are approached.

5.5. Data request and configurations
The data requests resulted in obtaining electricity load profiles of four distinct terminals. All four termi-
nals are tank terminals, or ’liquid bulk’ terminals. Though these are all of the same type, it is one of
the most common types of enterprise in the HIC, since many of the area’s companies are terminals
(+/- 60) of which the largest share are liquid bulk terminals (25) [40]. In Section 3.3 two different ap-
proaches towards the design of the energy hub configuration were described. Since the obtained data
describes a single type of industry, the approach using a single energy hub design is adopted. For this
configuration, various degrees of electrification and system integration can be compared.

Configuration
Following the data acquisition, the cluster that will be modelled consists of four tank storage terminals.
To be able to describe the operation of the cluster, interviews are held with the respective terminals of
which data is obtained. Since the aim of the model is to describe any tank storage terminal in the HIC
Rotterdam, desk research is done on the operational characteristics of tank storage terminals [38, 141,
57, 182, 174, 108, 178]. This research is supplemented by interviews with sector experts at the Port of
Rotterdam. From the study on tank terminal components a list can be made of components that make
up a terminal’s electricity load. This list is presented in Table 5.9.

Table 5.9: List of components that make up a terminal’s electricity demand

Component Description
Loading pumps barge Pumps used to load barge with product
Loading pumps SGV Pumps used to load SGV with product
Tank mixers Mixers in tanks to maintain desired product properties
VRU Unit that captures evaporated gases from storage tanks
Nitrogen blanketing barge Equipment used to supply inert gas into tank
Nitrogen blanketing SGV Equipment used to supply inert gas into tank
Compressors Equipment used to transfer product between tanks and regulate pressure
Office Office lighting, heating, cooling, other electric equipment
Lighting Site lighting
SGV = Sea-going vessel, VRU = Vapour recovery unit
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In the component list a distinction is made between pumps and nitrogen blanketing for barges and
sea-going vessels. This is because the electricity demand from equipment for sea-going vessels is
much higher compared to equipment used to serve barges. The weight carried by a vessel is generally
expressed in deadweight tonnage (DWT), a measure of how much weight a ship can carry. The DWT
of a barge is typically 1,000-5,000 compared to 10,000-50,000 for an SGV (analysis from [171, 149].
The same holds for vessels that require nitrogen blanketing. As stated in Table 5.9 nitrogen blanketing
is the procedure of supplying an inert gas into a storage tank. The inert gas forms a ’blanket’ over the
product thereby preventing the product from oxidising, often nitrogen is used. A vapour recovery unit
(VRU) can be used for multiple purposes. The primary one being the prevention of toxic gas release
into the atmosphere and the capture of valuable evaporated gas for subsequent condensation and
return to the tank. It should be noted that not all tank terminals have all of these components installed.
The list rather shows the potential set of components that a tank terminal can install on their site.

5.5.1. Future potential
The motivation for this research is the grid congestion currently faced in the HIC Rotterdam. The aim
of this research however is to evaluate how the electricity demand of an industrial cluster develops
over time based on uncertain influences and choices made by the cluster itself. In this context an effort
is made to include technologies in the model that might only come into use in a few years time, as
these might influence the cluster’s operation towards 2050. The problem with this approach is that no
assessment can be made of technologies that are still in the early phases of development, as it is not
yet clear what capacities the technology will be able to provide or even its specific use case. An even
bigger gap in knowledge exists for technologies that are not invented yet. When the timeline spans
multiple decades it is likely that new technologies will be invented that can not be envisioned as of
now. These ’unknown unknowns’ are a fundamental limitation in the method of exploratory modelling.
Remedies for these limitations are discussed in Chapter 8 on modelling. This subsection discusses
technologies that could mature in the near future as information is required on their operation to be
included in the energy hub configuration.

Inputs and outputs
The development of solar PV systems has resulted in a decrease in panel prices [151]. As panel prices
are now at the point where solar PV is competitive compared to other forms of energy generation,
development will potentially focus on a wider range of applications. Following this thought, it can be
assumed that in the future solar panels can be placed at currently unsuitable locations.

Conversion
For conversion technologies multiple developments are anticipated. The selected technology, rotary
engines, can expect to be fuelled by alternative resources in the near future. As mentioned before,
ammonia and methanol fuelled gas turbines are currently in development [183]. Moreover, hydrogen
might be increasingly used as fuel driven by decarbonisation efforts. Currently, certain gas turbine
models are already capable of running on hydrogen, though the hydrogen economy is not developed
enough to sustain a fully hydrogen-driven operation [68].

A conversion technology that could give a boost to the hydrogen availability is the electrolyser. The
technology is excluded based on its low maturity level, which will most likely change in the future. An
electrolyser benefits from a high utilisation rate to make it viable. High rates of renewable energy
supply would therefore be a good match for an electrolyser. But since a tank terminal is not focused
on generating renewable energy as part of its operation, electrolyser technology is assumed to be too
distant to the terminal’s core operation to be included in the configuration.

Fuel cells and generators might be valuable additions to a tank terminal’s operation by supplying ad-
ditional electricity capacity. In the face of grid congestion, these will need to be considered in the
electricity system model when simulating the terminal’s future operation.

Storage
The same holds for batteries, which can provide the cluster with additional electricity capacity at times
of peak demand. A limiting condition for the implementation of a battery system would be the duration
of peak loads. Since batteries have limited energy capacity they can only supply additional power for
a certain period, depending on the size and energy density of the battery.



6
Data analysis and sizing

In this chapter the profiles will be visualised and put into context. For the components that can potentially
be added to the terminal an optimal size will be calculated according to performance ratios described
in literature.

6.1. Description
In the previous chapter the cluster selection procedure is described. The outcome of this procedure has
been a single type of industrial cluster to focus on. The requests resulted in obtaining electricity load
profiles of four different tank storage terminals. The electricity demand of a liquid bulk terminal is mainly
tied with the amount and frequency of ships that moor at the terminal. The majority of the electricity
demand comes from pumps transporting goods from ship to tank and mixers making sure the liquid bulk
maintains the right properties (personal communication, 2024). This relation for the electricity profile is
also found at other types of terminals that experience high electricity demands from (un)loading ships
at berth. At a high resolution (e.g. seconds,) different types of terminals may show differences in their
load profiles depending on the specific model of cranes, conveyor belts and pump systems, however
at a 15-minute time interval the profile characteristics are similar. The obtained datasets can therefore
be assumed to be representative for a terminal in the HIC.

As mentioned before, four electricity load profiles have been obtained from four distinct terminals, de-
scribed as terminals A, B, C and D. Each dataset contains the measured load at the electricity grid
connection. For terminals B, C and D this is measured every 15 minutes, for Terminal A every hour.
The three terminals supplied data measured over two years, 2021 and 2022. The Terminal A over a
single year, 2021. The datasets therefore contain 70,080 and 8760 data points respectively. To be able
to compare the load profiles and sum them the choice is made to extrapolate the data of Terminal A so
that a 15-minute resolution is obtained as well. An example of the terminal’s load profile on a random
day in the year is provided in Figure 6.1. When obtaining the data there is no information provided on
the power or energy capacity of assets located at any of the terminals.

To process and analyse the datasets, the data is loaded into Python where the date and time columns
are formatted to all describe timestamps in an identical way. Since the data presents measurements of
the amount of electricity used every 15 minutes (in kWh), the values are multiplied by four to represent
the average quarterly electricity load (in kW).

6.2. Insights and component sizing
After preprocessing, the data can be analysed to gather useful insights. Different configurations are
analysed and compared to the base case, where each configuration consists of the components in the
base case complemented by additional components.

44
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Figure 6.1: Example of load profiles of the four terminals, shown for 21-04-2021

6.2.1. Base case
The first configuration that will be outlined is the base case, which will be used as reference for the
other configurations. In this configuration no changes to the energy system are made. The maximum
electricity loads Pmax of the terminals are presented in Table 6.1.

Table 6.1: Maximum annual load of terminals A, B, C, D and their sum

Terminal Maximum annual load [kW]
A 1604
B 3316
C 3336
D 1560

Sum 9816

Battery
A battery has two characteristics that are of importance in this research, the power rating (P in kW) and
energy capacity (E in kWh). When installing a battery for congestion management the power rating
determines how much power it can provide, as supplement to or substitute for the power grid. The
energy capacity states the duration for which it can provide this power. For example a 100kW/200kWh
BESS can supply 100 kW of power for 2 hours, since it contains 200 kWh of chemical energy. For every
terminal an optimal battery size is calculated. This is done by examining the required energy capacity
for a range of power capacities. This range spans between 100 kW and 2 MW, with a resolution of
100 kW since a higher resolution will not have significant impact on the outcome and because battery
packs of this size scale approximately per 100 kW as well. The energy-to-power (E/P) ratio is capped
at 8 as this is typically the maximum E/P ratio mentioned in literature. The capacity that can be freed
per terminal is listed in Table 6.2 below.

Terminal Power [kW] Energy [kWh] E/P ratio [-]
A 500 3750 7.5
B 500 2000 4
C 500 2250 4.5
D 700 4900 7

Table 6.2: Optimal sizing for BESS per terminal
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The E/P ratios are rounded to 0.5 and sized so that the energy capacity is sufficient for the calculated
maximum energy demand. For the energy capacity of the batteries the largest capacity is assumed that
had a E/P ratio of 8 or lower. A higher energy capacity will allow the operator to increase the earnings
when it can be used for arbitrage or balancing after 2030.

Generator / Fuel cell
For a generator or fuel cell there is no limit to the energy it can provide, assuming fuel supply is not
an issue. A calculation similar to the one used for the battery sizing can therefore not be made. The
size of a generator set instead depends on the capacity that is needed for an envisaged expansion
or electrification. The maximum generator size that can be leased is generally around 5 MW [130],
however multiple generator sets can be installed to increase capacity. In Appendix C higher power
capacities are described for the rotary engines, these however often relate to stationary installations.
While for the energy hub’s described in this research a generator set is assumed that can be leased in
comparison to a generator that is an integral part of a companies’ operation.

The advantage of a generator compared to a BESS is its unlimited energy capacity. Where a battery
can provide only its total charge, a generator can operate continuously. The downside of a generator
however is that it has a minimum power rating. If electricity demand decreases below the minimum
power requirement the generator starts to deliver back to the grid. In the case there is no contract
agreed for supply to the grid, this will result in heavy fines. Even though the model does not account
for costs it is good to keep this in mind.

Electricity generation unit
To size the electricity generation unit, one can refer to the list of units present in the HIC Rotterdam.
From the selected generation units, it is crucial to determine the available capacity for supplying flex
capacity, which can be determined by examining their actual power output. As mentioned before, ’must-
run’ units cannot provide flexibility as they already operate at maximum capacity most of the time.
The European organisation for grid providers publishes data on some of the generation units that are
connected at the 150 and 380kV levels. For the Eneco generation unit (Enecogen), one of the Air
Liquide units (Pergen) and both EPNL generation units (MaasStroom and Rijnmond) data is available
on their actual power output. Figure 6.2 shows their power output for a week inMarch 2024. Scrutinising
the power output of the four systems shows that similar profiles are found throughout the year.

Figure 6.2: Actual generation of electricity generation units in the HIC between 4/3/24-10/3/24

The electricity generation units are rated at 870, 810, 426 and 300 MWe. Note that the rated power is
not the maximum power that can be delivered as can be seen by the power output of the Enecogen
plant. A generation unit can nevertheless only operate above rated power for a limited amount of time.
What becomes clear from Figure 6.2 is that there is still a lot of capacity left to use. The Enecogen,
Rijnmond andMaasStroom plants sometimes operate at high power outputs, but this is only for a limited
amount of time. The Pergen unit seems to be ’must-run’ however when scrutinising the power output it
seems that only half of its rated power is required for baseload operation. The other 150 MW is almost
never called upon. There is no public data on the power output of the other electricity generation units
in the HIC, but industry experts within the Port of Rotterdam agree that for the other generation units a
lot of capacity is currently unused as well.
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As the goal is to design a scalable energy hub solution, the unit with the smallest power capacity is
used as reference. This is the steam turbine from Cabot with a power rating of 12 MWe. This ensures
that the results from the designed solution would at least be similar or more beneficial if other electricity
generation units would be integrated. Moreover, when referring to the load profiles in Figure 6.1 the
sum of capacities would sum to about 5000 kW. Even the smallest electricity generation unit would
thus be able to supply sufficient power for the cluster’s current operation. Even if this were to increase
in the future, there would still be about 7 MW left for the cluster to utilise. Important to note is that for
the larger installations it is possible to run at a lower capacity. Even for the largest installations present
in the HIC Rotterdam it is possible to operate at a pilot light which would generate sufficient power to
provide to a nearby cluster.

Solar PV
For solar PV two different situations are assessed. First, the available area for the installation of solar
panels is calculated with current placement standards in mind. This results in the only area available
for solar panels being the rooftops of office buildings. For the second situation it is assumed that solar
PV technology has developed so that panels can be installed on top of storage tanks as well. For each
terminal the approximate area available in both situations is presented in Table 6.3. In Rotterdam in
2021 the average daily peak solar irradiation power was 435 W/m2 [31]. For the power calculation a
20% solar panel efficiency is assumed.

Table 6.3: Available area for solar PV for each terminal in every situation and corresponding peak power output

Terminal Area 1 [m2] Area 2 [m2] Peak power 1 [kWp] Peak power 2 [kWp]
A 500 10,000 217.5 4,350
B 1000 80,000 435 34,800
C 800 50,000 348 21,750
D 1500 100,000 652.5 43,500

Wind turbine
Another renewable energy system that can provide electricity is a wind turbine. The turbine model
chosen to include in the system model is the Vestas 112-3.45. This wind turbine model is already in
operation in the HIC Rotterdam at the Slufterdam [129]. Also, the wind turbines installed in the Port
of Antwerp have a similar size which indicates the feasibility of the model for use in a port area [172,
150]. The rated power of the turbine is 3.45 MW. For the electricity system model it is assumed that a
maximum of two wind turbines can be installed on the cluster’s site.

Microgrid
Apart from installing additional generation or storage capacity on individual companies’ sites it is inter-
esting to check what happens when the load profiles of the four terminals are aggregated. As discussed
in Section 1.3 a cluster that has interconnections between the different electricity systems is called a
microgrid. The advantage of this configuration is that an aggregated electricity profile can balance
the peaks and valleys of individual prosumers. This results in multiple benefits, of which the first is a
decreased maximum load. This effect is illustrated in Figure 6.3, where it can be observed that peak
loads do not occur at the same time between terminals, resulting in the maximum aggregated load be-
ing lower at all times than the sum of all peak loads. The maximum combined annual load is compared
to the theoretical peak load in Table 6.4. Here the same effect is observed.

Another benefit of aggregating load profiles is the enhanced predictability. In other words, a decrease
in volatility of the load profile. The reason why this is beneficial is because grid operators build models
to predict load behaviour. If the volatility of a load decreases, it becomes easier to predict. Furthermore,
when implementing a microgrid a service provider is often appointed to balance system loads. If such
a provider can guarantee a maximum load, lower than the sum of individual transmission agreements,
a lower transmission fee can be negotiated. Another advantage for participating companies lies in
reduced investment costs for additional capacity. This will be explained in the following paragraph.

The effect shown in Table 6.4 corresponds to the effect of the coincidence factor, a formula described in
the field of power electronics to indicate the relation between theoretical and experienced peaks. The
formula is presented in Equation 6.1 below.
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Figure 6.3: Load profiles showing the aggregated load is lower than the sum of peak loads

Table 6.4: Maximum, minimum load and operating range of individual terminals, their aggregated load and the sum of all loads

Terminal Max load [kW] Min load [kW] Range [kW]
A 1604 143 1461
B 3316 400 2916
C 3336 840 2496
D 1560 0 1560

Sum 9816 1383 8433
Aggregated load 8068 2283 5785

gn =
Pmax,n

Σn
i=1Pmax(i)

(6.1)

The effect of the coincidence factor is that the total peak load of a number of loads is less than the
sum of their individual peaks, due to the fact that the individual peaks do not appear at the same time
[62]. The factor can be derived from measured load data and is used by DSOs to estimate the peak
load for new connections, among other methods. By applying the coincidence factor in grid expansion
planning, more load can be connected to the same infrastructure. For our case study the coincidence
factor is equal to 0.82, following Equation 6.1. This corresponds to the norm often used for industry
of 0.8 [115]. The amount of capacity that would become available by simply pooling the connections
amounts to 1748 kW, for the provided datasets.

Since grid operators already use (methods derived from) the coincidence factor, this capacity would not
entirely be available. However, if a service provider would ensure that a certain limit is not exceeded,
grid operators would not have to account for scenarios where all companies would require their peak
demand at the same time. Extra capacity could become available if companies can schedule their
operation to fill in each other’s peaks and valleys.

As mentioned earlier, the data does not contain information on which assets require electricity at every
point in time. Thus, no conclusions can be drawn about the flexible capacity. Interviews with terminal
operators however confirmed that little to no flexibility is available at the terminal as the operation is
entirely determined by the arrival and departure of ships. The load can therefore be assumed to be
fixed for this analysis. The ’microgrid’ configuration is thus limited to aggregation of the load profiles
as there is no flexibility to exchange within the cluster. Still even without this flexibility the microgrid
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configuration poses benefits to the DSO as safety margins for a group connection will be lower than
the sum of the safety margins for individual connections.

Combinations
The analyses on the benefits of the varying configurations all show the system solutions can prove
beneficial to the industrial cluster. Since the industrial cluster is not limited to implementing a single
solution it is interesting to research the outcomes of combinations of energy system solutions. One of
the benefits of setting up an energy hub, apart from load balancing, is the possibility to collaboratively
invest in additional components. From the analysis previously in this section the sum of peak loads for
the cluster amounts to 9816 kW. Without further knowledge on the transmission agreements between
the terminals and the grid operator it is assumed that the contracted transmission capacity (GTV in
Dutch) is equal to this sum. If all four terminals would install a battery system they could free up
to 2200 kW of electricity capacity by peak shaving, as stated in Table 6.2. The same calculation is
performed for the aggregated load profile and shown in Table 6.5.

Table 6.5: Optimal sizing for BESS for interconnected cluster

Load Power[kW] energy [kWh] E/P ratio [-]
Aggregated 1700 12,750 7.5

A battery system could be installed with a power rating of 1700 kW. Adding this to the capacity made
available by aggregating the terminal’s loads of 1748 kW results in 3448 kW of additional capacity
by pooling loads and a mutual investment in battery capacity. As both the power and energy rating
for the battery in the cluster situation are lower than the combined power and energy rating of the
battery investments for the individual terminals (1700kW/12,750kWh vs 2200kW/12,900kWh), a lower
average investment is required per company. From this analysis the conclusion can be drawn that
through a collaborative investment more capacity can be created for a lower price compared to when
companies would invest individually. Similar conclusions are expected for other additional components,
as economies of scale help to decrease investment costs.
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Scenario design

In this chapter an outlook is designed on possible developments that could influence the industrial clus-
ter. The outlook is described in a set of scenarios, made for the group of tank terminals that formed the
output of the selection procedure in Chapter 5. Desk research and workshop sessions have been fun-
damental in the creation of future scenarios. The procedure used for the scenario design is described
in Section 7.1. The first step in the procedure, establishing the relevant external and internal factors is
presented in Section 7.2. The subsequent parametrisation of these factors is discussed in Section 7.3.

7.1. Design procedure
The methodological approach described in Section 3.5 prescribes the formulation of the XLRM seg-
ments before constructing the energy system model. The model can then be structured according to
the relations (R) between the system components. The metric (M) shows the overload of the system
as a result of the energy hub configuration in every scenario.

7.1.1. Objective
The aim when designing this scenario space is to fulfil two key objectives. Initially, the scenario space
should facilitate an in-depth exploration of the overload development for the cluster’s electricity system.
This exploration is pivotal for generating data that highlights the influence of energy infrastructure on
potential evolutionary pathways for the energy system. Secondly, the scenario space design is intended
to serve as a robust platform for stress testing an investment path across a diverse set of scenarios.

Within the scenario space, each scenario represents a plausible future state of the energy system. A
sampling method is applied to systematically generate sets of scenarios from the scenario space that
capture the inherent uncertainties of energy infrastructure planning, while minimising computational
effort.

7.1.2. Design principles
In addition to the procedure followed according to the ’XLRM’-framework, the following principles guided
the design process. Here inspiration is drawn from the Gridmaster project [184]:

1. The scenario space is designed to include a range of plausible scenarios, each depicting a distinct
future state of the energy system. The current energy system is taken as the reference case and
each scenario describes a unique state of the energy system in the future

2. External factors serve as the building blocks of the scenario space. Each external factor rep-
resents uncertain parameters influencing the evolution of the considered energy system. The
values assigned to an external factor dictate the evolution of parameters of the energy system

3. A single scenario is generated by selecting a single value for each external factor from which the
scenario space is built
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4. Values for every external factors should be independently combinable, meaning that every com-
bination of individual values from every external factor should lead to a unique scenario

5. The complexity of the scenario set should be minimised as to limit the computational effort re-
quired. Values for external factors should thus be carefully selected

7.2. Internal and external factors
Internal and external factors can be described altogether due to their similarities. Though perceptually
different, their implementation in the model is similar, this will be explained in the next chapter. Further-
more, whether certain factors are perceived as internal or external might be ambiguous. For example
the integration of an electricity generation unit can be perceived as either an internal or external factor,
depending on if the choice for integration is regarded to be made by the cluster or the unit operator.
For clarity, a distinction is made in both factors in their further elaboration.

From desk research a list of external and internal factors is created. An effort is made to be as extensive
as possible. Desk research is however regarded to give an incomplete outlook on developments as
outlooks on future system states are often regarded as market-sensitive information and therefore not
publicly available. Experts on tank storage terminals working at the Port of Rotterdam are therefore
consulted on their outlooks for internal and external factors through two workshop sessions. The output
of both the desk research and the workshops is presented below. While both lists were originally more
exhaustive, refining the list to make it mutually exclusive resulted in the lists presented in Table 7.1 for
the internal factors, Table 7.2 describes the external factors that are believed to possibly influence the
cluster’s operation.

Table 7.1: Internal factors

Nr Internal factor Parameter
1 Expansion of terminal capacity ncompressors, nmixers, ...
2 Product diversification ncompressors, nVRU, nnitro
3 Efficiency improvement of terminal assets Ppumps, Pcompressors, ...
4 Number of quays / jetties nberths, barges/SGVs
5 Alteration climate policy goals nE-boiler, nshore, barge/SGV, ...
6 Electrification heat demand nE-boiler
7 Installation battery system nbattery
8 Installation generator set ngenerator
9 Installation ammonia turbine ngenerator
10 Installation fuel cell ngenerator
11 Installation shore power barges nshore, barge
12 Installation shore power SGV’s nshore, SGV
13 Installation truck chargers ntruck
14 Installation EV chargers nEV
15 Installation solar PV nsolar PV
16 Installation wind turbines nwind
17 Inclusion of additional terminal nterminals

7.3. Parametrisation
After compiling a comprehensive list of factors that could potentially impact the operation of the termi-
nals, the next step involves translating these factors into parameters capable of describing their effects
within the electricity system model. It is important to note that at this stage of the project, a start was
made at developing both the load and electricity systemmodels. The relationships (R) within thesemod-
els are described by programming the characteristics of the cluster’s components. This programming
step is essential as it facilitates the translation of internal and external factors into model parameters
during the parametrisation process. Further elaboration on these models will be provided in the subse-
quent chapter. For the sake of coherence and clarity, the decision has been made to present the entire
scenario design explanation within this chapter.
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Table 7.2: External factors

Nr External factor Parameter
1 Expansion of contractual transmission capacity Pgrid
2 Expansion of physical transmission capacity Pgrid
3 Connection to electricity generation unit Pelec
4 Connection to heat network PE-boiler
5 Developments auxiliary equipment PVRU, Pother
6 Change in terminal throughput nberths, barge/SGV
7 Diversification traded products ncompressors, nmixers, ...
8 Phase out of fossil electricity generation units Pelec
9 Commissioning of grid expansion HIC Pgrid
10 Growth electricity demand HIC Pgrid
11 Change in safety requirements nVRU, nother
12 Change in ships cargo volumes Ppumps

The parametrisation is mostly done through desk research, for certain parameters for which the oper-
ation is only marginally discussed in literature the workshop sessions proved valuable input. In Tables
7.1 and 7.2 the parameters that translate factors to choices in the model are described. For some
factors it is more obvious how to incorporate them in the model than for others. Through the process
of parametrisation it became clear that the lists of factors could be more comprehensive. Some factors
might describe the same behaviour when expressing them as parameters. For example the expansion
of terminal capacity or product diversification. While these are entirely different enterprises a terminal
can execute, they might effect certain components in a similar way. Moreover, for certain additional
components, Section 6.2 already described that for instance a generator and fuel cell are similar enough
in their operation to be described by a single component script. Furthermore, both tables show that
some factors affect the amount of components present in the system and others the power rating. This
is mostly due to the way internal and external factors are initiated in the electricity load model. For
others it is due to the specific factor.

Subsequently, parameters are quantified in order to evaluate them over different scenarios. Depending
on the parameter, integer or boolean values were chosen as simulation values. For others a range of
values is chosen in which the system is believed to possibly operate in a future state. The development
of the parametrisation and quantification can be found in Appendix E. The outcomes can be found in
the code used to simulate the scenarios shown in Appendix H. Reasoning for the values chosen can
be found in Appendix F. During the workshop sessions a discussion was held on future pathways to
explore as evaluation of the created scenario space. An elaboration on this evaluation is presented in
Chapter 9.



8
Model of an Energy Hub

After selecting an energy hub configuration to focus on in Chapter 5 and constructing a scenario space
describing its possible developments in the future in Chapter 7 this chapter describes the modelling
process and presents initial results. An exploration of the scenario space will be discussed in the
following chapter. The modelling process follows the steps described in the Methodology chapter 3.
The first step is to mimic the cluster’s operation in a model, this step is presented in Section 8.1. Once
the model is complete and running properly a validation will be done based on the electricity load data
from the tank terminals, this is presented in Section 8.2. A complete and validated model is then used to
perform simulations of the different scenarios. The construction of the simulation model and its output
is described in Section 8.3. The assumptions made to support the construction of the model can be
found in Appendix F. The analysis of the results will be discussed in the next chapter.

8.1. Modelling
In the design and execution of the electricity system model it is important to keep the goal in mind for
which it is used. The ultimate goal of the research is to analyse future developments of the cluster’s
operation and identify drivers for change. The foundation for this analysis will thus be a model of its
operation. As the focus of the research is to control electricity demand amidst a grid congested area
the electricity flows following from the cluster’s activities will be modelled.

8.1.1. Model description
A model for the electricity system can be derived from the energy hub model method from Geidl et al.
[50]. Here inputs must equal loads times conversion parameters and efficiency constants. The load
is described by the electricity demand of the components present in the cluster, each with their own
consumption profile. Some simplifications can be made to Geidl et al. their approach due to the scope
of the system that is modelled. Since only the electricity flows are considered there are no conversion
steps. Moreover, efficiency losses of individual equipment will be accounted for in the description of
every component’s electricity demand. Since the companies in the cluster are assumed to be near
each other the transmission losses can be assumed negligible. This means that the energy hub model
by Geidl et al. can be simplified to input = output.

Current operation
Finding the solution to this equation starts by finding out what the electricity consumption of the cluster is.
In order to generate a load profile of the entire cluster the load profiles of the individual companies can
be generated. These load profiles are the sum of the components requiring electricity at the company’s
site. Following the data acquisition in Chapter 5, the cluster that will be modelled consists of four tank
storage terminals. Research into the operation of the cluster is done through interviews with the terminal
operators, additionally desk research is conducted [38, 141, 57, 182, 174, 108, 178]. This research
is supplemented by interviews with sector experts at the Port of Rotterdam. From the study on tank
terminal components a list can be made of components that make up a terminal’s electricity load. This
list was presented previously in Table 5.9.
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Future additions
The model that is built to evaluate future scenarios on their electricity load will need to be able to
calculate the load as a result of new assets that are placed on site. Technological innovations create
new technologies that can be implemented at terminal sites. E-boilers, that were already mentioned in
Chapter 5, could provide the heat demand from the terminal in the future. Generators, batteries, wind
turbines and solar PV could all be installed in the near future as these technologies are already used
for similar applications. In addition, companies throughout the Netherlands are electrifying their vehicle
fleet. If terminals would have the capacity, they might do the same. Moreover, the first electric trucks
are currently in operation [1]. These numbers are projected to increase significantly towards 2035
under AFIR legislation. AFIR enforces the development of charging infrastructure throughout Europe
and will ban sales of new conventionally driven trucks from 2035 onwards [51].

A first outlook on future additions to the cluster’s operation was discussed in Section 5.5. Even more
innovations are projected to transform a tank storage terminal’s operation in the near future, such as
tank and pipe tracing or heat pumps. Moreover, the conditions in which products need to be stored
might change if Europe switches to alternative fuels such as ammonia or hydrogen. These alterations
will however not be accounted for by introducing new components in the electricity system model. For
the case of tracing and heat pumps the transformation focuses on switching heat generation from fossil
fuels to electricity. The component model for the e-boiler is built based on the estimated heat demand
of the terminal and will therefore be similar irrespective of the specific technology that supplies this
heat. Similar to the heat demand, no new components are modelled for a switch to alternative types of
products. Alternative fuels often are stored at subzero temperatures, where conventional fossil fuels
regularly need to be heated in order to maintain desired material properties. Mineral oil and crude oil are
stored at ambient temperature or slightly higher (50 ◦C for crude oil), while ammonia is stored at -30 ◦C
and hydrogen even at cryogenic temperatures of -253 ◦C. Nevertheless, no additional components are
modelled for the transition to alternative fuels. Partly, this is because little information could be found on
operational characteristics of tanks storing alternative fuels. Partly, no new model scripts are designed
because the major changes associated with the storage of new products are capital investments that
are not reflected in the model. The operational differences will largely result in an increase in pump
usage or tank cooling. This variance is already incorporated in the model by the uncertainty ranges of
current terminal components. In a way, a scenario where the amount of VRU’s increases on site can
also correspond to an intensified storage procedure. It is assumed and verified that power demands
do not increase beyond projected growth ranges. For the components where this would be the case;
e-boilers, EV charging and truck charging, additional components are modelled. For the case shore
power is installed the power rating corresponding to the berth of vessels increases significantly.

The other future additions to the asset mix mentioned in Section 5.5 are fuel cells and electrolysers.
These technologies do however not naturally fit into the core business of a tank terminal. Little knowl-
edge was acquired on the potential adoption of these technologies by tank terminals in the future. For
this reason, both technologies are not included in the model of the energy hub.

8.1.2. Electricity load model
Before a load profile can be calculated the load profile for every component must be constructed. In
order to do so the power rating and operating hours for every component must be expressed. Table 8.1
below shows these characteristics for all discussed components. Motivations for the values presented
in the table are discussed in Appendix F as well as the sources on which the values are based.

With the power ratings and operational characteristics of all components established, the load profiles
of the components can be calculated. Calculations are done in Python using Spyder as IDE. This calcu-
lation consists of the generation of an operating schedule for each component and a power calculation.
The generated schedule states the operating hours of a component for a scenario, the power calcu-
lation then uses this schedule in combination with the power rating of the component to calculate its
power demand. When adding the power demand of all components for every timestep the load profile
of a terminal can be calculated. The code used to calculate the load profiles of the individual compo-
nents as well as the aggregated profile can be found in Appendix H. Figure 8.1 shows the individual
component loads for components currently in use on a single day as well as the aggregated load for a
single week.
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Table 8.1: Tank terminal component specifications

Component Power rating [kW] Operating hours
Loading pumps barge 50 During barge berth
Loading pumps SGV 300 During SGV berth
Tank mixers 40 32 hours per month
VRU 300 25% of the time
Nitrogen blanketing barge 40 During 1/6 of barge berths
Nitrogen blanketing SGV 200 During 1/6 of SGV berths
Compressors 20 30% of the time
Office 83 kWh/m2 Entire day
EV charging 7 8 hours every weekday
Truck charging 400 1/2 hour, 5 times a day
E-boiler 20,000 Seasonal variation, 50% on average

(a) Profiles of components and aggregated load (b) Component loads during a single day

Figure 8.1: Load profiles for a week in April

The load profile shows that the loading pumps are the main contributors to the electricity demand. Both
interviews with terminal operators as well as reports [108, 178] confirmed this as well. As mentioned
in Table 8.1 the use of loading pumps is determined by the berthing schedule of vessels at the termi-
nal. In the face of grid congestion industrial demand side response (DSR) is of great value. Since
pumps demand a significant share of the terminal’s load, flexible deployment could help mitigate peak
consumption. Unfortunately, terminal operators do not influence the schedule of ship berths, as these
are purely market driven (personal communication, 2023). A terminal can nevertheless influence the
power at which loading pumps operate. Though, at times this might still be influenced by the vessel’s
schedule. The other components all operate based on fixed patterns, except for the tank mixers. Some
of the mixers can supply load shifting where they can operate at different hours in order to reduce con-
sumption peaks. From Figure 8.1b it can be seen that a certain base load is required due to product
demands (e.g. product must be loaded and it needs to be mixed to enable product handling). Since
only minimal flexibility can be achieved at uncertain times it is concluded that a tank terminal has no
flex capacity on site with the current asset mix. This could change however if new components are
added to the terminal’s operation.

Figure 8.2 shows the load profile of both a week and a day when extra components are added, including
a 4 MW e-boiler, some EV chargers for each terminals and truck charging. For the EV’s it is assumed
that cars can slowly charge throughout the entire work shift. For truck charging only a few chargers are
installed, which provide 400 kW fast-charging to trucks while (un)loading. The power ratings assumed
in this simulation are not sized for full electrification but rather show the electricity demands for early
electrification efforts. For example the heating demand of the entire energy hub might amount to a
few tens of MW, while 4 MW is chosen here. These assumptions are chosen to illustrate the signif-
icant increase in electricity demand that is already needed for partial electrification projects. Further
assumptions can be found in Appendix F.



8.2. Validation 56

(a) Profiles of all components and aggregated load (b) All component loads during a single day

Figure 8.2: Load profiles for conventional and new components for a week in April

In Figure 8.2 the profile of EV charging can be recognised by its typical form. Throughout the workday
cars of all personnel are charged, at night the personnel necessary to keep the terminal in operation are
the only ones that charge their car. For trucks a more volatile profile is observed as this is dependent
on the unpredictable arrival of trucks. For the e-boiler a capacity varying around 2 MW is observed
for the month of April. During winter the average load will be higher. When comparing Figure 8.2a to
Figure 8.1a notice that a higher peak demand occurs, as a result of additional installed components.

8.2. Validation
The component characteristics are mostly based on characteristics described in reports [38, 108, 178,
57, 182]. The profiles resulting from the exercision have been improved based on knowledge from
industry experts at the Port of Rotterdam as well as data analysis. In order to improve and validate
the generated load profiles the data obtained from tank terminals, which is elaborately discussed in
Chapter 6, is used. A short overview of this process is provided here, for a more elaborate analysis
refer to Appendix D.

The aim is to generate a load profile that accurately describes the terminal load. Starting from the profile
that has been constructed based on characteristics described in the report, comparisons are made to
the measured load data. Operating hours in the load model have been adjusted slightly to more closely
align with the pattern of the measured data, while ensuring that the total annual energy consumption
remains unchanged. Furthermore, an ’other’ component is installed with a random operation distribu-
tion to account for observed load fluctuations in the measured data. In Figure 8.3 the measured load
data and the constructed load profile for one of the terminals can be compared.

(a) Random weak in measured load data (b) Random week in generated load profile

Figure 8.3: Load profiles for measured and generated data for a single terminal

The figures allow for a visual validation of the generated load profile; both profiles operate within the
same limits and variance in power demand is comparable. An extension of this validation is done
on, for example standard deviation, and can be found in Appendix D. While the results show the load
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Figure 8.4: Comparison of measured and generated load profile for one of the tank terminals

profiles are fairly representative it is important to validate whether the generated profile operates at
similar power levels throughout the year. For this validation a load duration curve (LDC) can be used.
An LDC is a curve where a load profile is presented in order of maximum to minimum load, rather than
in chronological order. An LDC thus shows how many hours per year the system requires a certain
load. As the focus of the model will be the overload of the system it is important to generate a profile
that has similar maximum load hours. Again, operating hours and power ratings are adjusted slightly
to better resemble the LDC of the measured load data. A comparison of the measured and generated
LDC after tuning for a single terminal are shown in Figure 8.4.

The figure shows two similar curves indicating that the generated load profile is an accurate representa-
tion of the load demand of a terminal. A similar process is executed for the other terminals. Details on
this process can be found in Appendix D. These load profiles act as a first validation for the operational
characteristics of the electricity load of the terminal components. In addition to the validation based on
the measured data, terminal operators are approached to give feedback on the chosen power ratings
and operating hours. The majority of values were confirmed, for some components minor adjustments
were made. After making the final adjustments the electricity system model can be used to execute
scenario simulations.

8.3. Simulation
The electricity load model serves as foundation for the eventual model that will be used to simulate sce-
narios using the EMA workbench [83]. The goal of the simulation model is to calculate the maximum
overload that occurs for the terminal over a year. All 35,040 datapoints should be calculated for every
scenario, which is often a size of 8000 experiments. However, since this requires significant computa-
tional effort, it is chosen not to calculate all datapoints. Instead, the first 672 datapoints are modelled
which describe the first week of the year. This amount accounts for the minimal period in which some
components operate; SGV’s can lay berth for half a week. The only component with seasonal charac-
teristics is the e-boiler. Since it shows the highest loads during winter, the first week of the year gives
a good representation of the overloads of the system.

The electricity load model is split up so that the operating schedules of the components are generated at
the start of a run, the power calculations are part of the simulation model. The simulation model is built
according to the method suggested in the documentation of the EMA workbench; a function definition
is used to describe the simulation model. Power calculations in the model make use of variables,
relating to power ratings and amount of components installed on site. These variables are assigned
outside of the simulation model. Following the EMA method all variables that correspond to levers and
uncertainties are given a range of values they can assume within the model to account for different
scenarios and potential outcomes. Furthermore, constants might be assigned for certain storylines
that are simulated. These constants correspond to values of parameters for which the storyline wants
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to evaluate the effect on other parameters within the system. The simulation model uses modules from
the EMA workbench to pick values out of the uncertainty and lever variable ranges, together with the
model constants these form the load inputs to the model.

In addition to the power calculations for every scenario there are electricity inputs for every scenario.
These consist of the grid connection supplemented by possible system solutions that were found to
be beneficial according to Chapter 5. A connection with a nearby CHP-system or the installation of a
battery are examples of additional electricity inputs. Whether or not a battery is installed, or a connection
is made to the CHP-system, and at which capacity, is chosen by a module from the EMA workbench
for every scenario. Since the simulations calculate the overload for each scenario, the outcome of
the model is the remainder of the electricity input capacity subtracted by the maximum load for every
scenario. The result of a simulation run is then a set of overloads for all scenarios that are simulated.
Ideally, all scenarios that could develop within the specified ranges are calculated. However, due to
the vast amount of variables and values they can assume this would result in an immensely large
amount of scenarios to run. Instead, a sample of the complete scenario space is taken using Latin
hypercube sampling which is the default sampling method used by the simulation module in the EMA
workbench. A standard sample size of 8000 is chosen, which corresponds to 20 different sets of
levers and 400 different sets of uncertainty parameters. For 672 datapoints a single simulation run
took about 15 minutes. These sizes are chosen as the input dimensions consist of two levers and 41
uncertainty parameters. For both types of parameters a factor 10 is used to generate a sample [97].
Latin hypercube sampling is a statistical method for data sampling that generates near-random samples.
If a sufficiently big sample is generated Latin hypercube sampling generates an evenly distributed
sample. This is ideal for exploratory modelling as it allows for the exploration of the entire scenario
space. The outcome of a simulation model run results in an overload calculation for the specified
amount of experiments.

A scenario can be seen as a future state of the system. The model simulates scenarios for single future
moments in time. To compare different future pathways, different storylines can be simulated where
assumptions are made on certain parameters. The process of creating storylines to evaluate future
pathways is described in Chapter 9. The exact code used for the simulation model can be found in
Appendix H. The electricity load model formed the basis for the simulation model. Both models are
built using Python and Spyder as IDE. The simulation model is run using the EMA workbench on a PC
with 2.7 GHz Intel Core i7, 8GB RAM.
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Robust adaptive strategy development

Now that a successful run is completed simulating 8000 experiments, the outcomes can be evaluated.
The goal of this evaluation is to develop a robust strategy for the modelled energy hub. The first step
of the evaluation is an exploration of the scenario space, based on the outcome sample. This will be
described in Section 9.1. This exploration will be the basis for the draft of desirable future pathways,
for which the process will be described in Section 9.2. In an iterative process these desirable pathways
will lead to a robust adaptive strategy for stakeholders of the energy hub. This process is described in
Section 9.3.

9.1. Exploration of scenario space
The simulation model has run 8000 iterations. The total number of simulations that are calculated
consists of the amount of different sets of lever parameters that are used as input and the amount of
different sets of uncertainty parameters. As explained in Section 8.3, levers correspond to the internal
factors listed in the scenario design phase, uncertainties correspond to the external factors. When
initialising a simulation run the amount of different sets of lever and uncertainty values that are chosen
are described as the amount of policies and scenarios. If the simulation run is initialised with 10 policies
and 10 scenarios, 10 near-random sets of levers and 10 near-random sets of uncertainty parameters
are chosen and simulated. The outcome of such a run would be 10*10=100 experiments, where ex-
periments is used to indicate the amount of individual scenarios that are run. In order to generate a
representative sample, the amount of experiments should be as large as possible [184]. For the final
simulation of the model a run was conducted with 8000 experiments. Consisting of 20 scenarios and
400 policies. The evaluation on the simulation results is done through feature scoring and with the help
of PRIM-boxes, analysis tools provided by the EMA workbench. A sensitivity analysis on the outcomes
is provided in Appendix G.

9.1.1. Feature scoring
The first step in the evaluation of the outcomes is an analysis on the simulation results using feature
scoring. Feature scoring is a methodology for identifying which model inputs have the greatest rela-
tionship to the outputs [83]. The relationship is not necessarily linear, but can be any arbitrary linear
or non-linear relationship. The feature scoring method in the EMA workbench uses the chi-square test
between each non-negative feature and the target vector. The test measures dependence between
the variables and the target value. The feature scoring for the relationship between the input variables
and both the maximum load and overload is shown in Figure 9.1.

In total 43 variables are assigned in the model. Due to this large amount it is hard to distinguish the
individual results. It is nevertheless not necessary to evaluate all parameters. The feature scoring
shows the relative influence of the various uncertainty parameters on model outcomes. Parameters
with a higher influence are indicated by a yellow, green or light blue bar depending on their score. The
variable highlighted in yellow near the bottom for ’P_max_load’ represents the variable related to the
installation of shore power for SGV’s in the different scenarios. Shore power requires a vast amount
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Figure 9.1: Result of feature scoring for both the maximum cluster load and overload in relation to all the input variables

of power, 2600 kW per SGV. The high power demand multiplied by the amount of SGV’s mooring at
the quays and jetties results in a higher load than any other modelled component, the score is thus as
expected. Similarly, the operation of an e-boiler requires a large amount of power, up to 20,000 kW. The
amount of terminals included in the energy hub also has quite a significant influence on the electricity
load of the energy hub, indicated by its light blue colour. In the second column the influence of variables
on the energy hub’s overload is shown. Similarly to the maximum load, shore power for SGV’s, the
power required for an e-boiler and the amount of terminals are of greater influence on the overload.
However, two groups of variables are highlighted as well that were not highlighted for the maximum
load. This is because the variables, CHP-system connection and expansion of the grid connection,
do not contribute to a high system load but rather cause overloads in scenarios where they shine in
absence.

Table 9.1: Top and bottom 10 feature scores of the simulation run for ’overload’

Nr Parameter Score Nr Parameter Score
1 P_elec 0.1704 34 n4_barge 0.0065
2 shore_SGV 0.1669 35 n4_DVI 0.0064
3 P_Eboiler 0.1356 36 P_DVI 0.0064
4 P_CHP 0.1009 37 n2_DVI 0.0063
5 n_terminals 0.0346 38 A4_solarPV 0.0062
6 P_gen 0.0238 39 n3_EV 0.0062
7 shore_barge 0.0236 40 n_wind 0.0061
8 n2_SGV 0.0167 41 n2_comp 0.0061
9 n3_SGV 0.0160 42 A2_solarPV 0.0056
10 P_bat 0.0139 43 n2_truck 0.0050

In Table 9.1 the top 10 and bottom 10 variables influencing overload are shown. Variables concerning
the installation of shore power and the expansion of the grid connection top the table, followed by the
installation of an e-boiler and a possible connection to a nearby electricity generation unit1. All the

1Model parameter ’P_CHP’ refers to the possible integration with an electricity generation unit as described in Chapter 5
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way at the bottom is the amount of truck charging points at terminal two. Since no variable regarding
truck charging for any of the other terminals is mentioned in the bottom 10, this notion might be due
to the specific sample used for this feature scoring. For other variables like solar PV or VRU2 multiple
variables are mentioned. Clear is that renewable energy systems will not be of great value in reducing
overloads for the modelled energy hub.

9.1.2. PRIM-boxes
Chapter 2 already touched on the motivation for adopting an exploratory modelling approach. As the
name suggests it allows for an exploration of the model outcomes. The model used in this research is
capable of a more elaborate analysis than specifying which factors are most influential to the overload.
In the end, this is directly related to the load associated with the modelled components. As opposed
to a search for the ’right’ answer in other forms of modelling, such as predictive, exploratory modelling
enables the researcher to review the entirety of the solution space. When designing a system within
a changing environment there might not be a right answer to what will happen and subsequently what
the best solution is. As such, it is interesting to examine what could happen in a range of scenarios
and subsequently evaluate what this means for the design process.

The exploration of the scenario space is facilitated by the PRIM-boxes that can be calculated using the
modules provided by the EMA workbench. Similarly to feature scoring, PRIM calculates the influence
of uncertain variables on an outcome. What makes PRIM particularly useful is that this relation can
be researched for all possible outcomes, rather than for overloads as a whole. Thus, PRIM allows for
an exploration through the scenario space. The Patient Rule Induction Method (PRIM) is a scenario
discovery algorithm that operates on an existing set of data with model inputs as well as outputs. That
means that a set of experiments has already been run previously, PRIM then uses the combination of
inputs and outputs to perform analyses. When generating a PRIM-box a certain outcome of interest
is specified out of the complete set of outcomes. What PRIM then does is identify subspaces that
have a high concentration of experiments of interest. Every subspace corresponds to a set of intervals
for some of the uncertain input variables that jointly characterise the subspace [156]. The PRIM-box
thus describes what intervals for uncertain variables are influential to a certain outcome. The storyline
described by the PRIM-box can be seen as a prediction of variables that lead to a certain outcome.
After a PRIM-box is generated, another search is conducted to find a PRIM-box in the remaining data.
After all PRIM-boxes are found, a dimension is restricted and the search is continued. The restricted
dimension corresponds to the most influential variable. This iterative method of finding PRIM-boxes is
called the ’peeling trajectory’ by PRIM’s developers [88].

Every PRIM-box is scored on density, coverage and interpretability. Density represents the fraction of
relevant points within the box, relative to the total number of points in the box, and thus indicates the
strength of the prediction. Coverage represents the fraction of relevant points within the box, relative to
the total number of relevant points in the database, and thus indicates the relevance of the prediction.
Interpretability is quantified by the number of boxes in a box set and the maximum number of restricted
dimensions in any box. This metric is used to suggest the ease with which a box can be communicated
and understood by decision-makers, but is highly subjective. A lower number of boxes and restricted
dimensions helps the interpretability of a solution, too little restricted dimensions may not produce
tangible actions however. Interpretability subsequently has no specific target value, though three or four
restricted dimensions are preferred. Density, coverage and interpretability are negatively correlated
where improving one of the metrics comes at the expensive of another [88]. The documentation for the
EMA workbench specifies a threshold-value for density, ≥ 0.8 [83].

The PRIM-package used can be employed interactively to generate boxes that are most useful for the
decision-making process. First, an outcome of interest is specified, in this research an overload of >
10,000 kW might be chosen. PRIM-boxes are then generated in case a PRIM-box exists with a density
≥ 0.8. The user then specifies which PRIM-box to analyse based on the desired density and coverage.
In 9.2a an example of a plot showing density, coverage and interpretability is shown. The tradeoff
between all three metrics becomes clear as an increase in one results in a lower score for the others.
A score of 1 for both density and coverage would mean a perfect prediction for all outcomes of interest.
As this is never the case a PRIM-box is chosen that is located the most upper-right. A maximum

2VRU translates to DVI in Dutch
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score of both coverage and density is desired, as well as a low amount of restricted dimensions. On
the right-hand side of the figure the legend for number of restricted dimensions is presented. The
picture illustrates this is negatively correlated to density and positively correlated to coverage, as a
lower amount of restricted dimensions indicates a higher interpretability.

(a) Plot showing tradeoff between metrics, chosen PRIM-box is
indicated by a red circle (b) Intervals for uncertain parameters for chosen box: Box 44

Figure 9.2: Density, coverage and interpretability for generated PRIM-boxes

Box 44 is chosen from the PRIM-boxes displayed in Figure 9.2a as it is regarded as the optimal tradeoff
between density, coverage and interpretability. The details in Figure 9.2b show the intervals for the
uncertain parameters that have a strong relation to the outcome of interest. So, the PRIM-box in Figure
9.2 tells us that an overload greater than 10,000 kW for the specified configurations is likely caused
by a combination of the following factors; No company withdraws from the energy hub, no physical
expansion of the grid connection and shore power is realised for SGV’s. The policy parameter is not a
specified variable, but the set of levers chosen for each scenario. Its inclusion in the PRIM-box happens
on some occasions due to the way the coverage and density are calculated in the PRIM-package. For
an elaboration on the parameters and the scenario’s that correspond to them please refer to Appendix
E.

9.2. Future pathways
The aim of this research phase is to design desirable future pathways that are robust and are able to
adapt to a changing environment. The EMA approach is used to find drivers for certain future path-
ways. Drivers leading to undesirable pathways can be avoided while drivers leading to desirable future
pathways can be embraced. First, drivers that lead the system to its limits are explored. With a better
understanding of the system and its behaviour in the scenario space storylines can be tested in the
model. Decision-makers from the energy hub as well as the Port of Rotterdam can plot future goals
or beliefs for certain developments in the model, EMA can then be used to evaluate how the system
performs under certain circumstances.

9.2.1. System limits
The first outcome of interest is the set of experiments that do not lead the system into overload. For
this test the outcome of interest is set to zero. The results are displayed in Figure 9.3. Figure 9.3b
shows that the single most influential parameter is the capacity of the grid connection. In the situation
the grid connection is contractually or physically expanded, 71% of cases will not reach an overload
state. The grid capacity of 20,000 kW corresponds to a cluster that consists of two or three terminals,
25,000 kW corresponds to the situations where the cluster consists of four terminals.

Equally interesting are the rest of the cases where the system does reach an overload state at some
point throughout the year. For this outcome of interest the results are shown in Figure 9.4. Again, the
capacity of the grid connection is the main influential factor to overload. Interestingly, this interval also
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(a) Plot showing tradeoff between metrics, chosen PRIM-box is
indicated by a red circle (b) Details of chosen box: Box 103

Figure 9.3: PRIM-boxes for overloads = 0

includes the 20,000/25,000 capacity value for the grid connection. This might be a result of the fact that
’Pelec’ is regarded as the most influential parameter, but for coverage to be sufficiently high the extra
value is included.

(a) Plot showing tradeoff between metrics, chosen PRIM-box is
indicated by a red circle (b) Details of chosen box: Box 154

Figure 9.4: PRIM-boxes for overloads > 0

The capacity of the grid connection seems to be an important factor for the overload of the system. This
is not surprising as Appendix F shows that the power capacity significantly increases when the grid is
upgraded; the physical expansion of the grid connection results in the highest increase in capacity
of all components. While these are valuable results for the decision-makers the set of scenarios to
which they correspond is large, and therefore the results might be as expected. A finer approach is
adopted when looking at outcomes that generate an overload > 20,000. This is the maximum overload
for which the density requirement of ≥ 0.8 could still be met. This set of outcomes generates the worst-
case scenarios. Results are presented in Figure 9.5. The insights from the previous run are extended
by the addition of uncertainty intervals that make up the ’perfect storm’ for the industrial energy hub.
Again, the absence of a grid capacity upgrade to 40,000 kW is an influential factor to the outcome.
From Figure 9.5b can be seen that severe overloads will be reached in many scenarios if next to the
40,000 kW grid capacity no connection is made to an electricity generation unit and SGV’s have fully
transitioned to shore power. Figure 9.5b also shows the interval for amount of compressors installed
at terminal 2, however since almost the entirety of the uncertainty interval is included for the PRIM-box
this parameter can be considered as less influential.

9.2.2. Storylines
The exploration of system limits has provided valuable insights, showing the significance of sufficient
grid capacity. While it is now clear what should be avoided at all times, the circumstances under which
proactive action can be taken are still unclear. Employing the EMA method enables the creation of
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(a) Plot showing tradeoff between metrics, chosen PRIM-box is
indicated by a red circle (b) Details of chosen box: Box 28

Figure 9.5: PRIM-boxes for overloads > 20,000

simulations that explore potential future scenarios, shedding light on the situations that may arise in
this envisioned future. This approach facilitates the robust formulation of strategies, marking the first
step towards strategic decision-making in this context. For different future pathways the system’s per-
formance will be tested; a future where electrification has not progressed further than its current state,
a future in the early phase of electrification and a future pathway where the energy hub is electrified
completely. For all pathways described in this subsection the tradeoffs between density, coverage and
interpretability as well as the chosen PRIM-boxes are shown.

No electrification
The first future pathway serves as a reference. Here the situation is assessed where electrification
has not progressed further than its current state. These scenarios represent the nearby future where
for instance no e-boiler is installed yet and cars and trucks do not yet charge at the terminals. The
first pathway that is simulated is also limited to the current grid capacity and has no connection to a
nearby electricity generation unit. This relates to the current state of the energy hub, which has to
wait for ’Loadproject Simonshaven’ to complete before additional grid capacity can be issued. Possible
increases in load demand come from the expansion of tank capacity or the construction of additional
quays or jetties.

(a) Density, coverage and interpretability (b) Details of chosen box: Box 28

Figure 9.6: PRIM-boxes for current state of electrification

If outcomes of interest was set to an overload greater than zero no boxes could be found with a density
≥ 0.8. When the outcomes of interest are set to zero the result is that the system remains within its
limits for almost every scenario. The model shows the only exception is in the case the energy hub
contains four terminals and all terminals see an increase in load demand due to, e.g. additional berth
capacity, tank capacity, high VRU power rating. The conclusion can be drawn that the model suggests
sufficient power capacity is available if no electrification plans are made. The results for this simulation
are presented in 9.6 showing only little PRIM-boxes are found, due to the few outcomes of interest.
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Early electrification
From the simulations on no electrification it seems the cluster would suffice with the currently installed
grid capacity for nearly all future scenarios. Caution is advised for the expansion of high load assets,
but still in most cases no overloads will occur. This is however just for the mix of components that
are currently installed at the terminal sites. As the decarbonisation targets of 2030 loom ever closer
companies in the HIC Rotterdam are urged to electrify processes that are currently fossil-based. In the
coming years electrification will continue to transform the industry. It is not yet expected that installations
in the range of tens of MW will be installed, partly because the power grid will not be ready. As of now,
the installation of e-boilers is hindered as a result of the current state of the electricity grid. For the
case of shore power for SGV’s, it is not expected that these will be installed in the coming years as
SGV’s themselves are currently not fitted to be electrically powered. Examples where electrification
might already be implemented are road vehicles. The electric vehicle is already matured and many
companies throughout the Netherlands have already established a fully electric fleet. For heavy-duty
vehicles the first orders are currently on the road. Therefore, in the early electrification pathway it
is assumed that if terminals provide truck charging, this is still only for a limited amount of vehicles.
Furthermore, the Port of Rotterdam is putting great effort into the adoption of shore power. Resulting in
a lot of shore power berth options in the port area for barges already. In this pathway the assumption
is made that terminals may choose to adopt shore power as well, ranging from no shore power to fully
electric berthing. Three distinct scenariosets are tested. For the first the grid capacity is unconstrained
and all scenarios regarding the grid capacity are included. For the second scenarioset the grid capacity
has a maximum expansion of 5000 kW. For the third scenarioset the grid connection is limited to its
current capacity. The results of the EMA simulations are presented in Figure 9.7.

The PRIM-box selected in the first scenarioset, shown in Figure 9.7b, states that overload is likely to
occur in cases where the grid connection is not expanded and remains 15,000 or 20,0003 and no inte-
gration is madewith an electricity generation unit. The plot shows a high coverage score for the selected
PRIM-box which indicates that most of the outcomes of interest are characterised by the uncertainty
intervals described by the PRIM-box. The statement on the integration with an electricity generation
unit is confirmed by the second and third scenarioset. In the results of the second scenarioset a rela-
tively high number of dimensions are restricted. The conclusion that can be drawn from the PRIM-box
of the second scenarioset is that in the situation where the amount of companies within the energy
hub stays the same or increases, limited or no generator capacity is installed, limited truck charging
is installed and no connection is made to an electricity generation unit, overloads are likely to occur.
The PRIM-box has a high density score and thus represents an accurate prediction for the outcome of
interest. Nevertheless, the high number of restricted dimensions illustrates the difficulty of pinpointing
what factors are most influential, and therefore for decision-makers to decide on their approach.

The sets of scenarios ran to evaluate the system’s performance for early stages of electrification high-
light the need for a significant increase in grid capacity to facilitate this transition. In the scenarios
where grid capacity is limited, the PRIM-boxes show that overloads are likely if no connection is made
with an electricity generation unit and the amount of companies in the energy hub does not decrease.
If electrification were to accelerate in the upcoming years already, before project ’Loadpocket Simon-
shaven’ is commissioned, an urgent need for solutions would arise. These solutions will need to create
large increases in power capacity to support these first electrification efforts.

Full electrification
While the need for severe capacity expansion already arises for early electrification efforts, the HIC
Rotterdam will want to facilitate full electrification in the future as well. For the four scenariosets that
are tested below some assumptions are made on the electrification route of the terminals. The Alter-
native Fuels Infrastructure Regulation (AFIR) by the EU states that by 2035 all cars will need to be
emission-free, for trucks this is enforced in 2040 [51]. While there are alternative powertrains that are
emission-free, the assumption is made that all vehicles visiting the terminals will be electric. Additionally,
a significant part of a terminal’s energy demand is related to its heat demand. While multiple decar-
bonisation routes exist, heat supplied by molecules is regarded to be too expensive. Green molecules
are deemed to provide the chemical industry with feedstock instead of being burned for heat (personal
communication, 2024).

3For a cluster with 2 or 3 terminals 15,000 kW is assumed. For a cluster with 4 terminals 20,000 kW is assumed
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(a) Scenarios for unconstrained grid capacity (b) Details of chosen box: Box 75

(c) Scenarios for contractual expansion grid capacity (d) Details of chosen box: Box 31

(e) Scenarios with current grid capacity (f) Details of chosen box: Box 75

Figure 9.7: PRIM-boxes for early stages of electrification

The first scenarioset evaluates the situation where the terminals are all fully electrified and mitigation
efforts such as grid capacity, CHP-system connection or the installation of a wind turbine are uncon-
strained. Since previous simulations indicated that the capacity of the grid connection is often the most
influential factor to the overload of the system in the second scenarioset and subsequent scenariosets
it is assumed that the grid expansion will be concluded by the time the energy hub is fully electrified.
Evaluation of this scenario will give insight into the remaining efforts needed to complete the electrifica-
tion plans. Here, it might be interesting to evaluate the amount of scenarios that lead to an overload in
comparison to the ones that do not. This will give insight into the probability of successful electrification.

For a complete decarbonisation of the cluster’s operation it is however not necessary for all processes
to transition to electricity as energy carrier. For example for SGV’s it is still unclear what the decarbon-
isation route will look like due to the large electricity and power volumes associated with its operation.
The third scenarioset therefore looks at the situation where the operation of SGV’s is unconstrained,
meaning that some may choose to electrify while others might adopt alternative routes. The fourth
looks at scenarios where both barges and SGV’s decarbonise along various routes.
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(a) Scenarios for unconstrained grid capacity (b) Details of chosen box: Box 135

(c) Scenarios for expanded electricity grid (d) Details of chosen box: Box 19

(e) Scenarios for alternative SGV decarbonisation (f) Details of chosen box: Box 121

(g) Scenarios for undecided shore power route (h) Details of chosen box: Box 48

Figure 9.8: PRIM-boxes for full electrification
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The first PRIM-box indicates that a combination of only two terminals in the cluster and a grid capacity
of 40,000 kW likely do not result in overload of the system. The high coverage of the PRIM-box shows
that most of the subspaces that have no overload are characterised by these two variable values. The
second scenarioset looks at the situation where the grid is expanded and is able to provide 40,000
kW electricity capacity to the terminal. The PRIM-box shows that again overloads occur less if only
two or three companies are connected in the energy hub. Furthermore, the connection to an electricity
generation unit is influential in preventing overloads, as was concluded for previous simulations as
well. The simulation run also shows how many of the simulations did not result in overload. For the
second scenarioset 2921 out of 8000 scenarios did not show overloads throughout the year. Meaning
63% of the simulated scenarios experienced overload at some point throughout the year. From this
number can be concluded that significant efforts will need to be made to make sure that electrification
can continue to progress.

While for the first two scenariosets it is assumed that all vessels will electrify in order to decarbonise,
this will not necessarily be the case in the future. The third scenarioset looks at scenarios that do not
show overload, while the fourth calculates PRIM-boxes that indicate uncertainty intervals for overload
cases. Both show the importance of an interconnection with an electricity generation unit. Furthermore,
the degree of electrification of SGV’s influences the system’s overload.

9.3. Robust adaptive strategy development
The results of both the feature scoring and PRIM-analyses show similar results. The installation of
shore power or an e-boiler are highly correlated with overload occurring. Increased grid capacity and
the integration with an electricity generation unit are important mitigation measures to facilitate these
electrification plans and refrain from overloads happening. In the process of gathering results a robust
adaptive strategy has developed. While the grid capacity is sufficient for the cluster’s current operation
and even so for the case companies in the cluster are looking to expand their operation, it quickly
becomes insufficient when companies are starting to electrify their processes. A potential solution
might be the installation of a battery system or a generatorset. While these systems might very well
be a solution to a company’s specific needs, the modelling results suggest they are less influential
than alternative additions. The same holds for the implementation of solar PV or wind turbines. The
model results indicate that the most impact is made through large-scale solutions. The expansion of the
grid’s capacity is a crucial part in the electrification process of the HIC Rotterdam. Still, even with a grid
capacity of 40,000 kW only 2921 out of 8000 scenarios show no overload. To assist the grid a promising
solution is the integration of an electricity generation unit. The high power ratings of units installed in
the HIC Rotterdam can significantly boost a cluster’s electricity capacity. For many of the electrification
ambitions additional electricity capacity is needed. The integration with a nearby electricity generation
unit can facilitate the cluster’s electrification efforts if lead times for grid capacity are uncertain.



10
Discussion

This chapter serves as a critical examination of both the research findings and the methodologies
employed throughout this research. This discussion aims to provide a holistic understanding of the
study’s contributions, limitations, and implications. First a discussion is presented on the findings from
this research, then the methods applied are discussed and their limitations.

10.1. Research findings
On energy hub integration in general multiple remarks can be made, some of which are already men-
tioned throughout the report. Many factors might hinder the adoption as little experience is yet gained.
Agreements on investments, interdependencies and legal frameworks are needed before energy sys-
tems can be interconnected. Fortunately, steps are being taken by multiple organisations to accelerate
the adoption of energy hubs. The Netherlands Enterprice Agency (RVO in Dutch) is currently working
on legal frameworks for a contractual connection between companies’ grid connections. MOOI EIGEN
develops a blueprint for an energy hub from conception to exploitation. Nevertheless, even with these
tools in place the adoption of energy hubs throughout the Netherlands is not evident. Though an en-
ergy hub might provide benefits to some clusters, for an individual company concessions will need to
be made as well. A company will inherently sacrifice some independence and is likely forced to make
changes in its operation as well. Lastly, maybe the most important consideration is the possibility of
adverse effects on grid load when grid operators are not involved in the creation of an energy hub.

The calculations performed by system operators in Chapter 4 regarding the load flows should be inter-
preted with caution. As described in the respective chapter, these calculations are based on historical
load measurements combined with a coincidence factor. However, past load data does not necessar-
ily reflect future consumption patterns, especially as industries are amidst an energy transition. The
calculations made by the grid operators thus do not provide an accurate depiction of future load flows,
as indicated in their reports. Furthermore, grid operators are forced to make predictions on load de-
mands with limited knowledge of expected developments among their clients. Therefore, the calculated
predictions from the grid operators should be interpreted as potential future scenarios, similarly to the
scenarios outlined in this study, serving as a warning signal to stimulate decisive action.

The outcome of the cluster selection in Chapter 5 suggests increased reliance on fossil fuels through the
CHP-systems, contradicting the principle of decarbonisation. However, leveraging flexible generation
capacity facilitates the electrification of an emission-intensive industrial area. Over time, there is even
potential for these fossil fuels to be replaced by e-fuels, ammonia or hydrogen, thereby enabling the
transition to green flexible generation capacity. This presents a nuanced perspective on the apparent
contradiction between short-term fossil fuel use and long-term decarbonisation goals. By strategically
deploying flexible generation capacity, a pathway is manifested towards transitioning away from fossil
fuels and achieving sustainability objectives in the future. This underscores the importance of consid-
ering both short-term practicalities and long-term sustainability goals in energy system planning and
decision-making processes.

69
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Due to limited knowledge of the characteristics of processes integral to the activities of the tank ter-
minals, the elaborated scenarios described in Chapter 7 are constrained in their level of detail. Con-
sequently, the simulation model lacks complexity and is not able to generate innovative insights. The
conclusions drawn in Chapter 9 are unsurprising as it is obvious that installing high loads requires larger
transmission capacity. A more elaborate model would enable the exploration of the scenario space in
a finer resolution. This enhanced level of detail might provide insights into specific combinations of
factors that result in interesting future pathways. Suggestions for refining the model are made in the
next section. The outcomes of the model however do show the applicability of the method; the fact
that the conclusions drawn from the simulation outcomes are unsurprising shows the model is able to
support planning decisions for future energy systems. A finer model might help to gather insights that
are not on the radar of decision-makers yet.

10.2. Applied methods
In addition to points of discussion for the research findings, certain aspects of the applied methods
warrant careful consideration as well. For some of the research phases points of discussion are eluci-
dated.

10.2.1. Cluster selection
The lists presented in Chapter 5 describe components of which an energy hub can consist. It is however
hard to confirm if this list is exhaustive. Due to the open-ended nature of the search for components, it
is challenging to assess what may be missing from the list. Particularly difficult is predicting the future
development of the components listed and whether they may indeed offer potential in an energy hub
context. Additionally, there are ”unknown unknowns” regarding components that may prove useful in
the future but whose characteristics are currently unknown. However, since the angle adopted is to
build an energy hub that can help mitigate current grid congestion, future additions can be omitted.

Limits on the exclusion criteria are that these are highly subjective. While the outcome yields a scal-
able solution, it has been demonstrated that establishing an energy hub is context-dependent. Several
technologies that are currently filtered out might potentially offer flexibility in specific circumstances.
However, there is no publicly available knowledge or expertise within the Port of Rotterdam to under-
stand and incorporate this into the selection process further than has been done.

Discussing the outcomes of the data inquiry following the cluster selection, it would have been interest-
ing to involve different types of businesses in the energy hub to explore potential synergies in this mixed
operation. Unfortunately, there was no additional party ready to provide information or data. However,
as evidenced throughout the project, an energy hub is highly dependent on its specific case. An energy
hub integrating distinct companies looks different from one involving others. Therefore, even with the
inclusion of a different type of business, it would have been challenging to devise scalable solutions.
Continuing on the topic of data inquiry, it would have been beneficial to be in close contact with the data
owner to fully understand how it was generated and what it does and does not describe. This would
also have benefited the creation of the energy hub load model and subsequent simulation.

10.2.2. Sizing
The sizing of the generator and battery is somewhat arbitrary, caused by a lack of clarity on what
would constitute an appropriate sizing. Without a comprehensive understanding of the specific energy
demands, usage patterns, and potential fluctuations within the energy hub system, achieving an ideal
sizing becomes increasingly difficult. This inconvenience continued for the sizing of the energy hub
components where it proved to be difficult to build a sound configuration without expert knowledge
on the operation of a terminal and its components. The correspondents did help in the validation of
system parameters. These can be thus be assumed to be valid. Their specific operation, regarding
power usage over the day is validated by reports on terminal’s operation for most of the components.
The operation of components drawing the most power could be validated through this literature search.
However, in practice this might still vary according to specific terminal operation. The outcomes of the
load model can thus not be assumed to be representative for every tank storage terminal, rather it
serves as an example of what the loads could look like.
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10.2.3. Scenario design
Scrutinising the use of the EMA method for a horizon of more than 25 years raises questions on its
applicability. This method, aimed at simulating ’all possible futures’ to mitigate uncertainty, inherently
faces limitations when applied to estimations made over such extended timeframes. Over a span of 25+
years, unforeseen factors that may not currently be within the realm of anticipation could significantly
impact outcomes, thus challenging the notion of encompassing ’all possible futures.’ While ’known un-
knowns’ can be integrated into simulations, the influence of ’unknown unknowns’ becomes increasingly
pronounced over such extended horizons. When employing EMA to craft a robust strategy, it becomes
imperative to describe the future as comprehensively as possible. However, the presence of ’unknown
unknowns’ perpetuates substantial uncertainty surrounding model outcomes. Thus, despite its broad
scope, EMA may not fully address the depth of uncertainty inherent in long-term strategic planning.

For the quantification of parameters as part of the scenario design publicly available reports were used
describing visions for the future. On some parameters tangible data could be found, e.g. a doubling of
grid capacity following the commissioning of grid expansion ’Loadpocket Simonshaven’. For others it
appeared rather difficult to find conclusive arguments. As the simulation model is intended to construct
scenarios for a wide range of futures, it is forgiving of any impurities in the parametrisation. To follow
this thought, for the parameters for which no tangible predictions could be found an attempt is made to
adopt a wide range. Nevertheless, the outcomes of the scenario simulation should be interpreted with
caution as they cannot be perceived as maximum or minimum limits to the cluster’s operation.

10.2.4. Modelling
Addressing the validity of simulated outcomes poses similar challenges as for the establishment of
scenario parameters. Validation could theoretically be achieved by comparing the simulated outcomes
with predictions regarding the operation of the cluster in the future. However, seldom do extensive
predictions exist and are often confidential if they do. Additionally, validation through expert input could
have provided valuable support for the outcomes, but access to such expertise was limited. Attempts
were made to outline future trajectories for the terminal cluster during workshops. However, the knowl-
edge base of the participants proved to be too restricted for this purpose. Thus, despite efforts to
validate the simulated outcomes through various means, limitations in data availability and expertise
constrained the extent to which the realism of the outcomes could be assessed. The steps leading up
to the simulations have been validated, which provides some substantiation to the validity of the sim-
ulation outcomes. Though caution is advised as errors might have slipped in the simulation process,
leading to inapplicable or implausible outcomes.

Assuming the simulation model is capable of generating valid outcomes, several interesting additions
to the results could be made. One is already mentioned and concerns the knowledge from terminal
operators to generate a load profile using the exact characteristics from real components. A fairly similar
profile is generated in this research as is described in Chapter 8, which is confirmed by the detailed
analysis in Appendix D. However the detailed analysis also shows some difference in standard deviation
and skewness between the measured and generated profiles. A more accurate profile would increase
the credibility of the results, for specific cluster cases.

A finer model can also be created when more parameters are described in the model, as well as
improving their link to a developing operation. Assumptions are made on the effects that internal and
external factors can have on the cluster’s operation. In reality however these effects might be even
more interconnected than is assumed in this research. The increased storage of hydrogen, for example,
could have implications on the use of certain assets, berthing schedules of vessels and even the asset
mix present on the cluster. With a better understanding of the consequences of certain developments,
more parameters can be added to the model, as well as interconnections made between parameters.

10.2.5. EMA
A limitation on the outcomes of the simulation model is that certain results had to be interpreted by
the user. While the inherent aim of EMA is to provide insights which can then be interpreted and
translated to concrete actions, the results from some of the simulation runs were unconvincing causing
doubts about their credibility. An example is Figure 9.5b where almost the entire interval for amount
of compressors installed is described as influential parameter, just as for the variable ’policy’ which
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is not a specified variable but the set of chosen levers. This might have to do with the way density,
coverage and interpretability are calculated but does not contribute to a clear storyline. The other
variables presented as influential in all scenario simulations however are as expected and tell the story
of overload development in the cluster.

A point of discussion on this outcome of interest can be made however. While overload is arguably the
most valuable metric in the evaluation of an energy hub’s performance in the face of congestion it might
be argued that the potential of the EMA approach is not fully taken advantage of. The strength of EMA
is that it is able to create insights into highly complex systems by utilising brute computational power.
Storylines describing a desirable future pathway for one metric can be analysed on their effect on other
metrics of performance of the system. When only a single model outcome is evaluated outcomes will
be generated that are in most cases as expected beforehand. Nevertheless, EMA is a useful tool to
simulate a near-random sample from a wide scenario space. Scrutinising the outcomes of a simulation
for all plausible scenarios can provide valuable insights into the probability of certain futures.

Another aspect where the strength of the EMA approach is not fully taken advantage of is the possibility
to generate scenarios that span multiple timesteps. When simulating scenarios it is possible to include
multiple timesteps in order to evaluate development over time. Choices made in a timestep can then
effect outcomes in later timesteps. By implementing this functionality EMA is able to give insights into
the effect of certain choices, as some future outcomes might be restricted based on choices made
at crossroads in the scenario. For the model used in this project no timesteps are included due to
the adaptability of included parameters. For all parameters included in the system it can be argued
that in five years time the value for the parameter has changed1. For example, while in one year the
energy hub might expand through the inclusion of an additional company, the five years later the energy
hub might include fewer members due to companies parting from the energy hub or dismantling their
operation. Even grid capacity can be argued to be adaptable as grid operators and the regulatory body
(ACM in Dutch) are discussing the introduction of a ’use it or lose it’ policy to help in alleviating grid
congestion. While the multi-step functionality is not employed in this research, the EMA approach is still
valuable due to its ability to gain insights into the possible evolution of the system within the specified
uncertainty intervals.

Furthermore, similarly to how the model can be refined, the analysis based on the simulated scenarios
could be improved by a better understanding of the cluster’s operation. In collaboration with companies
in a cluster, specific storylines can be designed that can be evaluated using PRIM-boxes. PRIM allows
for a detailed exploration of the scenario space. This does however require a finer model as well as
a finer search area. If the model could be extended to describe future pathways in more detail the
model could be used to gain specific insights. For example, an excellent application of the model
would be to explore how the cluster would be affected if the proportion of hydrogen, ammonia, or other
new products were to increase due to changes in the energy system. With insight into the specific
components of the terminal, this could be traced back to adjustments in, for instance, pump usage or
heat demand. Simulating future scenarios with a more refined model could yield valuable insights into
potential bottlenecks arising from certain combinations of factors. Thus, while the current scenariosmay
lack granularity, leveraging the model to investigate these dynamics could enrich the understanding of
the terminal cluster’s resilience and adaptability in evolving energy landscapes. If the model can then
also be extended to simulate over a time series, it poses a valuable tool to design robust adaptive
strategies for energy system planning.

1This characteristic is evaluated on a period of five years, since this is assumed to be a timespan in which companies evolve



11
Conclusion

In this chapter the outcomes of the thesis project are concluded on. First, the answers to the five
subquestions are presented, which together form the answer to the main research question. Following
the conclusions drawn from this research, recommendations are made and suggestions for future work
are offered. Lastly, a personal reflection on the research project is discussed.

11.1. Research questions
In Chapter 2 the outcome of the literature review is a knowledge gap in the academic discussion on
future planning for energy hubs. To answer this knowledge gap a main research question is drafted. In
order to find an answer sub-questions are derived. In this section, answers to the sub-questions are
formulated after which the answer to the main research question is presented.

11.1.1. Sub-questions
1. What are the primary factors contributing to grid congestion in the HIC and how do these factors
interact to create grid congestion?

Calculations on the load flows in the HIC Rotterdam show that a deficit in transmission capacity is fore-
seen for the period until 2027-2029, when project ’Loadpocket Simonshaven’ is commissioned. The
transmission capacity in addition with technical measures is sufficient to supply the required transmis-
sion capacity until the grid is expanded. However, there is no possibility for connection requests on the
waiting list to be issued. These connection requests accumulate to 426 MW. This reality is disastrous
for the business climate as companies are hindered in their expansion plans. Companies looking to
establish new business in the port can not get a grid connection, forming an undesired barrier to entry.
Additionally, while the HIC Rotterdam has a big role to play in reaching sustainability targets, these will
be hard to meet if the energy transition is delayed due to grid congestion. Predictions on the future
state of the grid are however difficult to model due to confidentiality surrounding the use of connection
requests and investment strategies by the industry. The exact modelling outcomes presented in the
congestion study should therefore be interpreted as a call for action rather than accurate predictions
on the future state of the electricity grid.

2. What types of energy hub are applicable in the HIC Rotterdam?

An analysis on potential building blocks for an energy hub in the HIC Rotterdam showed that little scal-
able conversion components can be utilised to create flexibility in electricity supply. A single solution
was found in electricity generation units present in the area. Mapping the found solution in the HIC
Rotterdam resulted in more than 3634 MW of generation capacity that potentially can be employed to
provide local flex capacity, within a congested area. In addition to this potential energy system inte-
gration solution, generatorsets and batteries can provide an industrial cluster with additional electricity
capacity. From the data request following the cluster selection, four tank storage terminals were found
to be willing to provide load data. An analysis on the electricity load data learned that load balancing
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can reduce peak power demand by 1748 kW. Adding a battery system to the cluster’s electricity system
can reduce the peak load even further, by 3448 kW in total.

3. What uncertain energy system developments might influence the integration of an industrial cluster
into an energy hub within the HIC?

External and internal factors that might influence the operation and development of the cluster of termi-
nals are described in Appendix E. Through desk research and two workshop sessions the list of factors
has been compiled. Subsequently, the factors have been parametrised and parameters have been
quantified.

4. How can the effects of an energy hub on changing energy use in a congested area be modelled?

The effects of energy hub integration and potential flexible solutions on a cluster’s energy use can
be modelled by a simulation model that calculates the maximum overload of the system in a range
of scenarios. This simulation model is created through a number of steps. First, the electricity load
of the cluster is generated by describing the behaviour of all system components and modelling each
component’s individual power demand. The sum of all components represents the electricity load of the
energy hub. Through the use of EMA the system’s future states can be simulated as well as the effect
of energy hub solutions on the system’s performance. The system loads act as behavioural relations in
the simulation model. Uncertainty intervals are given from which EMA extracts inputs for the simulation
model. The maximum overload in a year for each scenario is the metric of performance for the model.

5. What factors influence the success of the implementation of an energy hub in the HIC in an evolving
energy landscape?

The influence of modelled parameters are evaluated through the use of feature scoring and a PRIM-
analysis. The results of both the feature scoring and PRIM-analyses show similar results. The in-
stallation of shore power or an e-boiler are highly correlated with overload occurring. Expanding grid
capacity and integrating with electricity generation units are important mitigation measures to facilitate
these electrification plans and prevent overloads from happening. Three different storylines are eval-
uated on their performance and insights are gained into parameters influential to their outcome. The
model shows that current grid capacity is sufficient for the cluster’s current operation and even so for
the case companies in the cluster are looking to expand their operation. If companies are looking to
electrify their processes, grid capacity quickly becomes insufficient. The model results indicate that the
most impact on overload prevention is made through the adoption of large-scale solutions; the expan-
sion of the grid’s capacity is a crucial part in the electrification process of the HIC Rotterdam, as well
as the integration of an electricity generation unit.

11.1.2. Main research question
How can a robust adaptive strategy be developed for an energy hub that enables industrial activities
within the congested HIC Rotterdam in a changing energy system?

The question can ultimately be answered by evaluating scenarios that showcase the potential devel-
opment of an industrial cluster within the HIC Rotterdam. In order to find an answer to this question
a research is conducted along successive steps. The first step is to gain insight into the congestion
problem within the HIC. A cluster is then selected that can benefit from energy hub integration in the
face of grid congestion. This system is then modelled, after which scenarios can be generated using
EMA. Scenarios are evaluated through feature scoring and a PRIM-analysis. The modelled energy hub
is located in the areas Europoort, Botlek or Pernis, and consists of four tank terminals. Scenarios eval-
uating its performance in various configurations show that a large-scale capacity increase is required
to facilitate electrification of the cluster. A large increase in capacity can be realised by the integration
of an electricity generation unit in the energy hub. However, the cluster’s electrification options require
such significant power capacities that the absence of grid expansion will still result in overloads in 63%
of simulated cases.
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11.2. Recommendations
Based on the analysis of the load data, it has become evident that load coupling can offer significant ad-
vantages. It is crucial to encourage companies to seek collaborative opportunities. From conversations
with experts at the Port of Rotterdam and in the industry became apparent that most companies are
oblivious to the activities of neighbouring firms. Integration solutions start by establishing connections
and gathering insights into the possibilities. For companies willing to look into an energy hub an impor-
tant step involves companies measuring their electricity consumption. Continuing, the second step is
gaining insight into the network topology to identify which companies are connected to the same ’ring’.
Grid operators, for HIC Rotterdam Stedin in particular, play a pivotal role in this process. The blueprint
established in the MOOI EIGEN project describes further steps that can be taken to successfully build
an energy hub [18]. Suggestions for governance types, sharing data and legal frameworks among
other topics are part of the blueprint. Furthermore, exploring alternative forms of collaboration beyond
electricity has proven fruitful, as evidenced by multiple success stories. Great examples on steam ex-
change can be found in the HIC Rotterdam [53, 133]. Therefore, fostering a culture of collaboration and
exploring diverse opportunities for partnership can enhance the efficiency and sustainability of energy
usage among businesses.

The mapping exercise conducted on electricity generation units has revealed a promising avenue for
providing flex capacity. With over 3600 MW of installed capacity situated in the HIC Rotterdam, there is
significant potential for leveraging these units. It is recommended that the Port of Rotterdam as driver
for innovation, in collaboration with grid operators and unit operators, explores the feasibility of integrat-
ing an industrial energy hub with an electricity generation unit. Such an integration should consider both
the technical requirements needed for the seamless integration and the operational requirements for
sustained functionality. While it is established that all units possess sufficient capacity to supply elec-
tricity to nearby clusters, practical application necessitates a thorough investigation into operational
limits. Additionally, gaining insights into the responsibilities concerning the supply of electricity to the
national grid is imperative to understanding the feasibility of integration.

The results of the scenario evaluation showed that grid expansion is a crucial factor in the success and
speed of electrification of the HIC Rotterdam. Efforts are already made on accelerating the construction
of electricity infrastructure, as is evidenced by one of three pillars in the National Grid Congestion Action
Program [85]. The outcomes support this initiative by providing calculated evidence for its relevance.

11.3. Future Research
The research described in this report can be enhanced by collaborating closely with industrial stake-
holders who can provide detailed insights into their operations. The methods used in Chapters 6-9 can
benefit from extended data and expert insights. Engaging with these parties will not only offer a deeper
understanding of the intricacies of their operations but also foster active participation in the develop-
ment and evaluation of scenarios. Their expertise and firsthand knowledge can significantly enrich
the research process, ensuring that the scenarios developed are both realistic and relevant to current
industrial practices. This collaborative approach will enhance the robustness and applicability of the
findings, bridging the gap between theoretical analysis and practical implementation in the industrial
sector.

In continuation of this research an analysis focusing on specific load reduction along with capital and
operational costs could offer valuable insights. Evaluating the cost-effectiveness of various capacity
expanding measures could provide a more nuanced understanding of the tradeoffs involved in estab-
lishing an energy hub. To evaluate this, it would be essential to make informed predictions about the
trajectory of costs in the future. If well-founded estimations can be formulated regarding potential price
levels, an EMA model could serve as a valuable tool to assess different solutions. This model would
facilitate understanding the cost implications of various solutions under different scenarios of cost and
benefit developments. Another metric that could be researched in addition to this research are the
CO2-emissions associated with different congestion mitigation solutions. One of the most prominent
solutions from this research, the integration with an electricity generation unit, depends on the use of
fossil fuels. Doubts about the net value to emissions of this solution can be confirmed or refuted based
on the outcomes of this research.
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Another interesting topic to research relating to this project is the balance between security of supply
and CO2-emissions. The main task of grid operators, maintaining a stable grid, has always been of
great value to our society. However, for a society in transition it is worth evaluating if performance
metrics that previously led to societal benefits still have the same effect. Especially, now that security
of supply and reduced emissions contradict each other in some cases. For instance, the installation of
e-boilers in the HIC Rotterdam to supply heat without burning fossil-fuels is currently unthinkable as the
grid can not transmit sufficient electricity to supply the necessary power levels. The easy alternative
would be to continue using natural gas boilers. Research into the effects of reduced security of supply,
especially in relation to reduced CO2-emissions could provide valuable arguments to this discussion.

11.4. Reflection
Reflecting on the progression of this research, there are several aspects that I could have approached
differently and should have addressed more effectively. These points can be consolidated into two
main topics.

Firstly, there were multiple instances throughout the project where I should have focused more promptly
on assessing the viability of a chosen research path. On several occasions during the research process,
I embarked on developing a research direction without adequately evaluating whether it would yield
fruitful results. While I consistently adhered to a constructed methodology, there were instances where
I lacked a clear understanding of the intended outcome or the means to achieve it. For instance, the
initial intention behind the cluster selection was to develop multiple configurations based on a range
of potential building blocks. However, after filtering the compiled list, only the electric generation unit
remained. Seeking expert input earlier could have generated a quicker selection of a specific case or
provided insights into the feasibility of various components in a swifter manner.

This ties into the second learning point of this project, which pertains to defining the scope of the
research. In this study, I investigated the current state of congestion in the Netherlands, particularly
in the HIC Rotterdam, conducted an inventory of potential energy hubs in the HIC Rotterdam, and
subsequently developed a model in order to simulate scenarios for the system. Within the scope of
a thesis project, it might have been a better approach to either explore the formation of energy hubs
in the HIC Rotterdam to alleviate current congestion issues, supported by academic substantiation
through an analysis of several cases. Otherwise, a research focusing on a single industry cluster from
the beginning. This cluster could then be scrutinised as to model its operation after which scenarios
for its evolution could have been designed and simulated using EMA. The combination of these two
approaches made it challenging to complete all phases satisfactorily. It is worth noting that both of
these variations, like the current research, would have been impeded by limited availability of data and
expertise. Nevertheless, in the early stages of the project more decisive choices could have been made
to help the project’s progress.

In hindsight, a more focused approach to assessing research paths and defining the scope could have
resulted in a more streamlined and potentially more impactful study. These reflections underscore the
importance of early evaluation and clear scoping in a research project to maximise effectiveness and
efficiency.



References

[1] Aantal elektrische vrachtwagens verdubbelt in 2023. Jan. 2024. URL: https://transportenm
ilieu.nl/nieuwsarchief/item/aantal-elektrische-vrachtwagens-verdubbelt-in-2023.

[2] Varun Advani and Ton van Dril. Decarbonisation options for ExxonMobil chemicals Rotterdam.
Tech. rep. TNO, Aug. 2020. URL: www.pbl.nl/en/middenweb/publications..

[3] Mehrdad Aghamohamadi, Nima Amjady, and Ahmad Attarha. “A linearized energy hub oper-
ation model at the presence of uncertainties: An adaptive robust solution approach”. In: Inter-
national Transactions on Electrical Energy Systems 30.3 (Mar. 2020). ISSN: 20507038. DOI:
10.1002/2050-7038.12193.

[4] M. Alsayed et al. “Design of hybrid power generation systems based on multi criteria decision
analysis”. In: Solar Energy 105 (2014), pp. 548–560. ISSN: 0038092X. DOI: 10.1016/j.solen
er.2014.03.011.

[5] M D Altenburg and K M Schure. Decarbonisation options for the dutch vegetable oil and fat
industry. Tech. rep. TNO, May 2021. URL: www.pbl.nl/en.

[6] Ammonia Fueled Gas Turbines. Nov. 2023. URL: https://ammoniaenergy.org/wp-content/
uploads/2023/11/Scott-Neumeister-rapid-fire-231115.pdf.

[7] Seungwon An, Qing Li, and T.W. Gedra. “Natural gas and electricity optimal power flow”. In:
Transmission and Distribution Conference and Exposition. IEEE, 2003. ISBN: 0780381106.

[8] Meisam Ansari. “Real-time congestion management in modern distribution systems”. PhD the-
sis. Carbondale: Southern Illinois University, 2021. URL: https://opensiuc.lib.siu.edu/
dissertations.

[9] Leo Baas. “Industrial symbiosis in the Rotterdam Harbour and Industry Complex: Reflections
on the interconnection of the techno-sphere with the social system”. In: Business Strategy and
the Environment. Vol. 17. 5. July 2008, pp. 330–340. DOI: 10.1002/bse.624.

[10] Leo Baas. “Planning and uncovering industrial symbiosis: Comparing the Rotterdam andÖstergöt-
land regions”. In: Business Strategy and the Environment 20.7 (Nov. 2011), pp. 428–440. ISSN:
09644733. DOI: 10.1002/bse.735.

[11] Leo Baas and Frank Boons. The introduction and dissemination of the industrial symbiosis
projects in the Rotterdam Harbour and Industry Complex. Tech. rep. 6. 2007, pp. 551–577.

[12] Leo W Baas and Don Huisingh. Rotterdam Harbour and Industry Complex’, Progress in Indus-
trial Ecology. Tech. rep. 6. 2008, pp. 399–421.

[13] Praveen Bains et al. Global Hydrogen Review 2023. Tech. rep. International Energy Agency,
2023. URL: www.iea.org.

[14] Steve Bankes. “Exploratory Modeling for Policy Analysis”. In: Operations Research 41.3 (June
1993), pp. 435–449. ISSN: 0030-364X. DOI: 10.1287/opre.41.3.435.

[15] Joost van Barneveld, Tamara Veldboer, and Caspar von Daniels. Rotterdam towards a circu-
lar port: A deep dive into Waste-to-Value opportunities. Tech. rep. Port of Rotterdam, Circle
Economy, Oct. 2019.

[16] M.J.J. van Beek et al. Our Performance in 2022. Tech. rep. TenneT Holding BV, 2022. URL:
https://annualreport.tennet.eu/2022/downloads/6ce487d1-c425-4d77-a64e-e77b480d
3398/TenneT_Our_Performance%202022.pdf.

[17] Lucas Prat Bertrams et al. A Sustainable Carbon Future: Feedstock Transition for Harbor Indus-
trial Cluster Rotterdam. Tech. rep. Power2X & Deltalinqs, Dec. 2022.

[18] Blauwdruk voor het realiseren van Energy Hubs op bedrijventerreinen, gericht op het inpassen
van grootschalige hernieuwbare energie. Tech. rep. MOOI-SIGOHE EIGEN, Sept. 2023.

[19] Tatiana Block, Silvana Gamboa Palacios, and T Van Dril. Decarbonisation options for large
volume organic chemical production, Shell Pernis. Tech. rep. TNO, Oct. 2020. URL: www.pbl.
nl/en..

[20] Timon Bohn et al. Economische betekenis zeehavengebieden: Vestigingsplaatsfunctie, knoop-
puntfunctie en handelsstroomfunctie. Tech. rep. CBS en Erasmus UPT, Jan. 2022.

77

https://transportenmilieu.nl/nieuwsarchief/item/aantal-elektrische-vrachtwagens-verdubbelt-in-2023
https://transportenmilieu.nl/nieuwsarchief/item/aantal-elektrische-vrachtwagens-verdubbelt-in-2023
www.pbl.nl/en/middenweb/publications.
https://doi.org/10.1002/2050-7038.12193
https://doi.org/10.1016/j.solener.2014.03.011
https://doi.org/10.1016/j.solener.2014.03.011
www.pbl.nl/en
https://ammoniaenergy.org/wp-content/uploads/2023/11/Scott-Neumeister-rapid-fire-231115.pdf
https://ammoniaenergy.org/wp-content/uploads/2023/11/Scott-Neumeister-rapid-fire-231115.pdf
https://opensiuc.lib.siu.edu/dissertations
https://opensiuc.lib.siu.edu/dissertations
https://doi.org/10.1002/bse.624
https://doi.org/10.1002/bse.735
www.iea.org
https://doi.org/10.1287/opre.41.3.435
https://annualreport.tennet.eu/2022/downloads/6ce487d1-c425-4d77-a64e-e77b480d3398/TenneT_Our_Performance%202022.pdf
https://annualreport.tennet.eu/2022/downloads/6ce487d1-c425-4d77-a64e-e77b480d3398/TenneT_Our_Performance%202022.pdf
www.pbl.nl/en.
www.pbl.nl/en.


References 78

[21] Ab de Buck et al. The Future of Cogeneration and Heat Supply to Industry and Greenhouse
Horticulture. Tech. rep. Delft: CE Delft, DNV GL, Oct. 2014. URL: www.ce.nl.

[22] Dagoberto Cedillos Alvarado et al. “A Technology Selection and Operation (TSO) optimisation
model for distributed energy systems: Mathematical formulation and case study”. In: Applied
Energy 180 (Oct. 2016), pp. 491–503. ISSN: 03062619. DOI: 10.1016/j.apenergy.2016.08.
013.

[23] Centrica Energy, Bord Gáis Energy and Mitsubishi Power Announce Development of Europe’s
First Ammonia Fired Power Generation Facility. Nov. 2023. URL: https : / / www . centrica .
com/media- centre/news/2023/centrica-energy- bord-gais-energy- and-mitsubishi-
power- announce- development- of- europes- first- ammonia- fired- power- generation-
facility/.

[24] Xin Cheng et al. “Hierarchical operation planning based on carbon-constrained locational marginal
price for integrated energy system”. In: International Journal of Electrical Power and Energy Sys-
tems 128 (June 2021). ISSN: 01420615. DOI: 10.1016/j.ijepes.2020.106714.

[25] Marian R Chertow. “Industrial Symbiosis: Literature and Taxonomy”. In: Annual Review of En-
ergy and the Environment 25 (Nov. 2000), pp. 313–337. URL: www.annualreviews.org.

[26] Marian R. Chertow. ”Uncovering” industrial symbiosis. Dec. 2007. DOI: 10.1162/jiec.2007.
1110.

[27] Victor van der Chijs. Energietransitie Rotterdamse haven dreigt ernstig te vertragen door net-
congestie. Oct. 2023.

[28] Y Abdallas Chikri and W Wetzels. Decarbonisation options for the dutch carbon black industry.
Tech. rep. TNO, May 2020. URL: www.pbl.nl/en..

[29] M Cioli, K M Schure, and D Van Dam. Decarbonisation options for the dutch industrial gases
production. Tech. rep. TNO, Mar. 2021. URL: www.pbl.nl/en..

[30] D. Connolly, H. Lund, and B. V. Mathiesen. Smart Energy Europe: The technical and economic
impact of one potential 100% renewable energy scenario for the European Union. July 2016.
DOI: 10.1016/j.rser.2016.02.025.

[31] Daggegevens van het weer in Nederland. 2021. URL: https://www.knmi.nl/nederland-
nu/klimatologie/daggegevens.

[32] Kris de Decker. Ditch the Batteries: Off-Grid Compressed Air Energy Storage. May 2018. URL:
https://solar.lowtechmagazine.com/2018/05/ditch-the-batteries-off-grid-compres
sed-air-energy-storage/.

[33] Caroline Dollinger andUnited States Department of Energy. Industrial Decarbonization Roadmap.
Tech. rep. 2050.

[34] Dynamic Line Rating. URL: https://www.tennet.eu/nl/dynamic-line-rating.
[35] Oreane Edelenbosch et al. Mitigating Greenhouse Gas Emissions in Hard-to-abate Sectors.

Tech. rep. The Hague: PBL Netherlands Environmental Assessment Agency, July 2022.
[36] Abdelfattah A. Eladl et al. “A review on energy hubs: Models, methods, classification, applica-

tions, and future trends”. In: Alexandria Engineering Journal 68 (Apr. 2023), pp. 315–342. ISSN:
11100168. DOI: 10.1016/j.aej.2023.01.021.

[37] Elektriciteitswet 1998. July 1998. URL: https://wetten.overheid.nl/BWBR0009755/2024-
01-01.

[38] Energie-audit. Tech. rep. Peutz, July 2018. URL: www.peutz.nl.
[39] Energiebalans; aanbod en verbruik, sector. Mar. 2024. URL: https://www.cbs.nl/nl-nl/

cijfers/detail/84575NED.
[40] Facts & Figures on the rotterdam energy port and petrochemical cluster. Tech. rep. Port of

Rotterdam, Feb. 2016.
[41] Yingrui Fan, Ye Chen, and Mingjian Cui. “Electric-Hydrogen Integrated Energy System Opti-

mization Considering Ladder-Type Carbon Trading Mechanism and User-Side Flexible Load”.
In: 2023 IEEE 6th International Electrical and Energy Conference, CIEEC 2023. Institute of
Electrical and Electronics Engineers Inc., 2023, pp. 1780–1784. ISBN: 9798350346671. DOI:
10.1109/CIEEC58067.2023.10166398.

[42] FAQ: De ins- en outs van netcongestie en transportschaarste. May 2023. URL: https://t
opsectorenergie . nl / nl / kennisbank / faq - de - ins - en - outs - van - netcongestie - en -
transportschaarste-waar-zit-de-ruimte-voor-innovatieve-oplossingen/.

www.ce.nl
https://doi.org/10.1016/j.apenergy.2016.08.013
https://doi.org/10.1016/j.apenergy.2016.08.013
https://www.centrica.com/media-centre/news/2023/centrica-energy-bord-gais-energy-and-mitsubishi-power-announce-development-of-europes-first-ammonia-fired-power-generation-facility/
https://www.centrica.com/media-centre/news/2023/centrica-energy-bord-gais-energy-and-mitsubishi-power-announce-development-of-europes-first-ammonia-fired-power-generation-facility/
https://www.centrica.com/media-centre/news/2023/centrica-energy-bord-gais-energy-and-mitsubishi-power-announce-development-of-europes-first-ammonia-fired-power-generation-facility/
https://www.centrica.com/media-centre/news/2023/centrica-energy-bord-gais-energy-and-mitsubishi-power-announce-development-of-europes-first-ammonia-fired-power-generation-facility/
https://doi.org/10.1016/j.ijepes.2020.106714
www.annualreviews.org
https://doi.org/10.1162/jiec.2007.1110
https://doi.org/10.1162/jiec.2007.1110
www.pbl.nl/en.
www.pbl.nl/en.
https://doi.org/10.1016/j.rser.2016.02.025
https://www.knmi.nl/nederland-nu/klimatologie/daggegevens
https://www.knmi.nl/nederland-nu/klimatologie/daggegevens
https://solar.lowtechmagazine.com/2018/05/ditch-the-batteries-off-grid-compressed-air-energy-storage/
https://solar.lowtechmagazine.com/2018/05/ditch-the-batteries-off-grid-compressed-air-energy-storage/
https://www.tennet.eu/nl/dynamic-line-rating
https://doi.org/10.1016/j.aej.2023.01.021
https://wetten.overheid.nl/BWBR0009755/2024-01-01
https://wetten.overheid.nl/BWBR0009755/2024-01-01
www.peutz.nl
https://www.cbs.nl/nl-nl/cijfers/detail/84575NED
https://www.cbs.nl/nl-nl/cijfers/detail/84575NED
https://doi.org/10.1109/CIEEC58067.2023.10166398
https://topsectorenergie.nl/nl/kennisbank/faq-de-ins-en-outs-van-netcongestie-en-transportschaarste-waar-zit-de-ruimte-voor-innovatieve-oplossingen/
https://topsectorenergie.nl/nl/kennisbank/faq-de-ins-en-outs-van-netcongestie-en-transportschaarste-waar-zit-de-ruimte-voor-innovatieve-oplossingen/
https://topsectorenergie.nl/nl/kennisbank/faq-de-ins-en-outs-van-netcongestie-en-transportschaarste-waar-zit-de-ruimte-voor-innovatieve-oplossingen/


References 79

[43] Patrick Favre-Perrod et al. “A Vision of Future Energy Networks”. In: 2005 IEEE Power Engi-
neering Society Inaugural Conference and Exposition in Africa. Durban: IEEE, 2005, pp. 13–
17.

[44] Robert A Frosch and Nicholas E Gallopoulos. Strategies for Manufacturing Waste from one
industrial process can serve as the raw materials for another, thereby reducing the impact of
industry on the environment. Tech. rep. Warren: General Motors Research laboratories, 1989.

[45] Hongjun Gao et al. “A Data-driven Distributionally Robust Operational Model for Urban Inte-
grated Energy Systems”. In: CSEE Journal of Power and Energy Systems 8.3 (May 2022),
pp. 789–800. ISSN: 20960042. DOI: 10.17775/CSEEJPES.2019.03240.

[46] Gasunie. Dutch national hydrogen network launches in Rotterdam. June 2023. URL: https:
//www.gasunie.nl/en/news/dutch-national-hydrogen-network-launches-in-rotterdam.

[47] Anurag Gautam et al. Methods and Methodologies for Congestion Alleviation in the DPS: A
Comprehensive Review. Feb. 2023. DOI: 10.3390/en16041765.

[48] Farhad Samadi Gazijahani, Javad Salehi, and Miadreza Shafie-Khah. “Benefiting from Energy-
Hub Flexibilities to Reinforce Distribution System Resilience: A Pre- and Post-Disaster Manage-
ment Model”. In: IEEE Systems Journal 16.2 (June 2022), pp. 3381–3390. ISSN: 19379234.
DOI: 10.1109/JSYST.2022.3147075.

[49] Martin Geidl and Göran Andersson. “Optimal power flow of multiple energy carriers”. In: IEEE
Transactions on Power Systems 22.1 (Feb. 2007), pp. 145–155. ISSN: 08858950. DOI: 10 .
1109/TPWRS.2006.888988.

[50] Martin Geidl et al. “Energy hubs for the future”. In: IEEE Power and Energy Magazine 5.1 (Jan.
2007), pp. 24–30.

[51] General Secretariat of the Council. Regulation on deployment of alternative fuels infrastructure.
Tech. rep. Council of the European Union, Apr. 2023. URL: https://eur-lex.europa.eu/eli/
reg/2023/1804/oj.

[52] Geschiedenis van de Haven. 2023. URL: https://www.portofrotterdam.com/nl/online-
beleven/geschiedenis-van-de-haven.

[53] Jacqueline van Gool. Koole Pernis bespaart ruim 40% energie dankzij stoom van buren. Mar.
2024. URL: https : / / petrochem . nl / 2024 / 03 / 07 / koole - pernis - bespaart - ruim - 40 -
energie-dankzij-stoom-van-buren/.

[54] Henning Grann. “The Industrial Symbiosis at Kalundborg, Denmark”. In: The Industrial Green
Game: Implications for Environmental Design and Management. Ed. by Deanna J. Richards.
Washington, DC: National Academy Press, 1997, pp. 117–123.

[55] Greenhouse gas emissions 2.1 percent higher in 2021. Mar. 2022. URL: https://www.cbs.nl/
en-gb/news/2022/11/greenhouse-gas-emissions-2-1-percent-higher-in-2021.

[56] Matthias Greiml et al. “Modelling andmodel assessment of grid basedmulti-energy systems”. In:
International Journal of Sustainable Energy Planning and Management 29 (Sept. 2020), pp. 7–
24. ISSN: 22462929. DOI: 10.5278/ijsepm.3598.

[57] J.H. van Grootheest. Milieu Effect Rapport Tank Terminal Europoort West. Tech. rep. Royal
HaskoningDHV, July 2013. URL: www.royalhaskoningdhv.comInternet.

[58] Grote potentie voor de inzet van lage temperatuur restwarmte uit de haven. July 2022. URL:
https://www.portofrotterdam.com/nl/nieuws-en-persberichten/grote-potentie-voor-
de-inzet-van-lage-temperatuur-restwarmte-uit-de-haven.

[59] Jiska de Haas and Ton van Dril. Decarbonisation options for the industry cluster Botlek/Pernis
Rotterdam. Tech. rep. TNO, Aug. 2022. URL: www.pbl.nl/en..

[60] Handleiding congestierapporten. Mar. 2023. URL: https://www.acm.nl/nl/publicaties/
codebesluit-congestiemanagement.

[61] Lovisa Harfeldt-Berg, Sarah Broberg, and Karin Ericsson. The Importance of Individual Actor
Characteristics and Contextual Aspects for Promoting Industrial Symbiosis Networks. May 2022.
DOI: 10.3390/su14094927.

[62] Morten Hemmingsson and Monica Lexholm. Dimensioning of smart power grids for the future
Within ELFORSK Program Smart Grids Elforsk rapport 13:98. Tech. rep. 2013.

[63] Renee van Hest and Jan Kleinnijenhuis. Reconstructie: hoe toezichthouder tekorten op het
elektriciteitsnet mede veroorzaakte. Oct. 2022.

https://doi.org/10.17775/CSEEJPES.2019.03240
https://www.gasunie.nl/en/news/dutch-national-hydrogen-network-launches-in-rotterdam
https://www.gasunie.nl/en/news/dutch-national-hydrogen-network-launches-in-rotterdam
https://doi.org/10.3390/en16041765
https://doi.org/10.1109/JSYST.2022.3147075
https://doi.org/10.1109/TPWRS.2006.888988
https://doi.org/10.1109/TPWRS.2006.888988
https://eur-lex.europa.eu/eli/reg/2023/1804/oj
https://eur-lex.europa.eu/eli/reg/2023/1804/oj
https://www.portofrotterdam.com/nl/online-beleven/geschiedenis-van-de-haven
https://www.portofrotterdam.com/nl/online-beleven/geschiedenis-van-de-haven
https://petrochem.nl/2024/03/07/koole-pernis-bespaart-ruim-40-energie-dankzij-stoom-van-buren/
https://petrochem.nl/2024/03/07/koole-pernis-bespaart-ruim-40-energie-dankzij-stoom-van-buren/
https://www.cbs.nl/en-gb/news/2022/11/greenhouse-gas-emissions-2-1-percent-higher-in-2021
https://www.cbs.nl/en-gb/news/2022/11/greenhouse-gas-emissions-2-1-percent-higher-in-2021
https://doi.org/10.5278/ijsepm.3598
www.royalhaskoningdhv.comInternet
https://www.portofrotterdam.com/nl/nieuws-en-persberichten/grote-potentie-voor-de-inzet-van-lage-temperatuur-restwarmte-uit-de-haven
https://www.portofrotterdam.com/nl/nieuws-en-persberichten/grote-potentie-voor-de-inzet-van-lage-temperatuur-restwarmte-uit-de-haven
www.pbl.nl/en.
https://www.acm.nl/nl/publicaties/codebesluit-congestiemanagement
https://www.acm.nl/nl/publicaties/codebesluit-congestiemanagement
https://doi.org/10.3390/su14094927


References 80

[64] Hannes Hobbie et al. “Impact of model parametrization and formulation on the explorative power
of electricity network congestion management models Insights from a grid model comparison
experiment”. In: Renewable and Sustainable Energy Reviews 159 (May 2022), pp. 112–163.

[65] Wouter Hoeffnagel. Vattenfall en Nobian dragen met flexibele chloorproductie bij aan stabiliteit
stroomnet. Sept. 2021. URL: https://www.maakindustrie.nl/nieuws/energie/vattenfall-
en-nobian-dragen-met-flexibele-chloorproductie-bij-aan-stabiliteit-stroomnet/.

[66] HoogspanningsNet. Netkaart. Aug. 2018. URL: https://webkaart.hoogspanningsnet.com/
index2.php#12/51.9038/4.2720.

[67] Azhin Hosseini et al. “Congestion management for coordinated electricity and gas grids in the
presence of multi-energy hubs: A risk-based optimal scheduling”. In: Sustainable Energy, Grids
and Networks 36 (Dec. 2023). ISSN: 23524677. DOI: 10.1016/j.segan.2023.101153.

[68] Hydrogen Overview. Tech. rep. General Electric, Feb. 2022. URL: https://www.gevernova.
com/content/dam/gepower- new/global/en_US/downloads/gas- new- site/future- of-
energy/hydrogen-overview.pdf.

[69] Investeringsplan Stedin 2024 inclusief zienswijzen. Tech. rep. Stedin, Jan. 2024.
[70] Jaarverslag 2022. Tech. rep. Havenbedrijf Rotterdam N.V., 2022. URL: https://reporting.

portofrotterdam.com/.
[71] Ehsan Alasvand Javadi, Mahmood Joorabian, and Hassan Barati. “A sustainable framework

for resilience enhancement of integrated energy systems in the presence of energy storage
systems and fast-acting flexible loads”. In: Journal of Energy Storage 49 (May 2022). ISSN:
2352152X. DOI: 10.1016/j.est.2022.104099.

[72] Rob Jetten. Kamerbrief windenergie op zee 2030-2050. The Hague, Sept. 2022. URL: www .
Rijksoverheid.nl/ezk.

[73] Rob Jetten. Nieuwe maatregelen netcongestie. The Hague, Oct. 2023. URL: https://capaci
teitskaart.netbeheernederland.nl/.

[74] Duan Jiandong and Jin Zhuanting. “Research on improving flexibility of integrated power and
gas energy system considering P2G and demand response”. In: Conference on Energy Internet
and Energy System Integration. 2017.

[75] Juridische gereedschapskist energiehubs. Oct. 2023. URL: https://www.rvo.nl/onderwerpe
n/energiehubs/juridische-gereedschapskist-energiehubs.

[76] Harresh Kasivisvanathan et al. “Robust optimization for process synthesis and design of mul-
tifunctional energy systems with uncertainties”. In: Industrial and Engineering Chemistry Re-
search 53.8 (Feb. 2014), pp. 3196–3209. ISSN: 08885885. DOI: 10.1021/ie401824j.

[77] M Khandelwal and T van Dril. Decarbonisation options for the dutch biofuels industry. Tech. rep.
TNO, Apr. 2020. URL: www.pbl.nl/en..

[78] Florian Kienzle, Peter Ahčin, and Göran Andersson. “Valuing investments in multi-energy con-
version, storage, and demand-side management systems under uncertainty”. In: IEEE Trans-
actions on Sustainable Energy 2.2 (Apr. 2011), pp. 194–202. ISSN: 19493029. DOI: 10.1109/
TSTE.2011.2106228.

[79] H.J. Koglin and H. Müller. “Overload reduction through corrective switching actions”. In: Inter-
national Conference on Power System Monitoring and Control. 1980, pp. 159–164.

[80] Wim Konz and Constant van den Thillart. Industriële symbiose op bedrijventerreinen. Eind-
hoven, Jan. 2002. DOI: 10.6100/IR554453. URL: https://doi.org/10.6100/IR554453.

[81] Henk Kortes and Ton van Dril. Decarbonisation options for the Dutch aluminium industry. Tech.
rep. TNO, June 2019.

[82] Linda Kosmol. “Sharing is caring-Information and knowledge in industrial symbiosis: A system-
atic review”. In: Proceedings - 21st IEEE Conference on Business Informatics, CBI 2019. Vol. 1.
Institute of Electrical and Electronics Engineers Inc., July 2019, pp. 21–30. ISBN: 9781728106502.
DOI: 10.1109/CBI.2019.00010.

[83] J.H. Kwakkel. EMA Workbench documentation. 2023. URL: https://emaworkbench.readthe
docs.io/.

[84] Kwaliteitsnorm enkelvoudige storingsreserve in het Nederlandse hoogspanningsnet. Tech. rep.
2013.

[85] Landelijk Actieprogramma Netcongestie. Tech. rep. Rijksoverheid, Dec. 2022. URL: https://
open.overheid.nl/documenten/ronl-4a4a6f1bcb4f30278f4205aeb085c3208f62e8a6/pdf.

https://www.maakindustrie.nl/nieuws/energie/vattenfall-en-nobian-dragen-met-flexibele-chloorproductie-bij-aan-stabiliteit-stroomnet/
https://www.maakindustrie.nl/nieuws/energie/vattenfall-en-nobian-dragen-met-flexibele-chloorproductie-bij-aan-stabiliteit-stroomnet/
https://webkaart.hoogspanningsnet.com/index2.php#12/51.9038/4.2720
https://webkaart.hoogspanningsnet.com/index2.php#12/51.9038/4.2720
https://doi.org/10.1016/j.segan.2023.101153
https://www.gevernova.com/content/dam/gepower-new/global/en_US/downloads/gas-new-site/future-of-energy/hydrogen-overview.pdf
https://www.gevernova.com/content/dam/gepower-new/global/en_US/downloads/gas-new-site/future-of-energy/hydrogen-overview.pdf
https://www.gevernova.com/content/dam/gepower-new/global/en_US/downloads/gas-new-site/future-of-energy/hydrogen-overview.pdf
https://reporting.portofrotterdam.com/
https://reporting.portofrotterdam.com/
https://doi.org/10.1016/j.est.2022.104099
www.Rijksoverheid.nl/ezk
www.Rijksoverheid.nl/ezk
https://capaciteitskaart.netbeheernederland.nl/
https://capaciteitskaart.netbeheernederland.nl/
https://www.rvo.nl/onderwerpen/energiehubs/juridische-gereedschapskist-energiehubs
https://www.rvo.nl/onderwerpen/energiehubs/juridische-gereedschapskist-energiehubs
https://doi.org/10.1021/ie401824j
www.pbl.nl/en.
https://doi.org/10.1109/TSTE.2011.2106228
https://doi.org/10.1109/TSTE.2011.2106228
https://doi.org/10.6100/IR554453
https://doi.org/10.6100/IR554453
https://doi.org/10.1109/CBI.2019.00010
https://emaworkbench.readthedocs.io/
https://emaworkbench.readthedocs.io/
https://open.overheid.nl/documenten/ronl-4a4a6f1bcb4f30278f4205aeb085c3208f62e8a6/pdf
https://open.overheid.nl/documenten/ronl-4a4a6f1bcb4f30278f4205aeb085c3208f62e8a6/pdf


References 81

[86] Mohammad Ali Lasemi et al. A comprehensive review on optimization challenges of smart en-
ergy hubs under uncertainty factors. May 2022. DOI: 10.1016/j.rser.2022.112320.

[87] M Leewis et al. Aardwarmte Stand der techniek en bodempotentie. Tech. rep. EBN, IF Technol-
ogy, Nov. 2023. URL: https://www.warmingup.info/designtoolkit.

[88] Robert J Lempert, Benjamin P Bryant, and Steven C Bankes. Comparing Algorithms for Sce-
nario Discovery. Tech. rep. 2008.

[89] Robert J Lempert et al. Making Good Decisions Without Predictions: Robust Decision Making
for Planning Under Deep Uncertainty. Tech. rep. RAND Corporation, 2013.

[90] Robert J. Lempert, Steven W. Popper, and Steven C. Bankes. Shaping the next one hundred
years : new methods for quantitative, long-term policy analysis. RAND, 2003, p. 187. ISBN:
0833032755.

[91] Bo Li et al. “The vulnerability of industrial symbiosis: A case study of Qijiang Industrial Park,
China”. In: Journal of Cleaner Production 157 (July 2017), pp. 267–277. ISSN: 09596526. DOI:
10.1016/j.jclepro.2017.04.087.

[92] Peng Li et al. “Coordinated planning of integrated electricity–heat–gas energy system consid-
ering renewable energy consumption”. In: IET Generation, Transmission and Distribution 17.14
(July 2023), pp. 3232–3244. ISSN: 17518695. DOI: 10.1049/gtd2.12895.

[93] Xiaojun Li and Alan Palazzolo. A review of flywheel energy storage systems: state of the art
and opportunities. Feb. 2022. DOI: 10.1016/j.est.2021.103576.

[94] Yang Li et al. “Optimal dispatch of low-carbon integrated energy system considering nuclear
heating and carbon trading”. In: Journal of Cleaner Production 378 (Dec. 2022). ISSN: 09596526.
DOI: 10.1016/j.jclepro.2022.134540.

[95] Jing Liu, Wei Sun, and Jinghao Yan. “Effect of p2g on flexibility in integrated power-natural gas-
heating energy systems with gas storage”. In: Energies 14.1 (Jan. 2021). ISSN: 19961073. DOI:
10.3390/en14010196.

[96] Tongming Liu et al. “Optimal operation of integrated energy system including power thermal and
gas subsystems”. In: Frontiers in Energy 16.1 (Feb. 2022), pp. 105–120. ISSN: 20951698. DOI:
10.1007/s11708-022-0814-z.

[97] Jason L. Loeppky, Jerome Sacks, and William J. Welch. “Choosing the sample size of a com-
puter experiment: A practical guide”. In: Technometrics 51.4 (Nov. 2009), pp. 366–376. ISSN:
00401706. DOI: 10.1198/TECH.2009.08040.

[98] Zhilin Lyu et al. “Low carbon and economic dispatch of the multi-microgrid integrated energy
system using CCS-P2G integrated flexible operation method”. In: Energy Sources, Part A: Re-
covery, Utilization and Environmental Effects 45.2 (2023), pp. 3617–3638. ISSN: 15567230.
DOI: 10.1080/15567036.2023.2195368.

[99] HuanMa et al. “Optimal Design of Multi-energy Complementary Distributed Energy SystemCon-
sidering Load Uncertainty”. In: 5th International Conference on Power and Renewable Energy.
Shanghai: IEEE, Sept. 2020, pp. 160–164. ISBN: 9781728190266.

[100] H. R. Maier et al. “An uncertain future, deep uncertainty, scenarios, robustness and adaptation:
How do they fit together?” In: Environmental Modelling and Software 81 (July 2016), pp. 154–
164. ISSN: 13648152. DOI: 10.1016/j.envsoft.2016.03.014.

[101] Majid Majidi and Kazem Zare. “Integration of smart energy hubs in distribution networks under
uncertainties and demand response concept”. In: IEEE Transactions on Power Systems 34.1
(Jan. 2019), pp. 566–574. ISSN: 08858950. DOI: 10.1109/TPWRS.2018.2867648.

[102] Yoichi Mamiya. Applications of Piezoelectric Actuator. Tech. rep. NEC Global. URL: https :
//www.nec.com/en/global/techrep/journal/g06/n05/pdf/t060519.pdf.

[103] Yaser Maniyali et al. “Energy hub based on nuclear energy and hydrogen energy storage”.
In: Industrial and Engineering Chemistry Research 52.22 (June 2013), pp. 7470–7481. ISSN:
08885885. DOI: 10.1021/ie302161n.

[104] John C Mankins. Technology Readiness Levels. Apr. 1995.
[105] Vincent A W J Marchau et al. Decision Making under Deep Uncertainty. Tech. rep. The Society

for Decision Making under Deep Uncertainty, 2019, pp. 23–51.
[106] Georgios Mavromatidis, Kristina Orehounig, and Jan Carmeliet. “Uncertainty and global sen-

sitivity analysis for the optimal design of distributed energy systems”. In: Applied Energy 214
(Mar. 2018), pp. 219–238. ISSN: 03062619. DOI: 10.1016/j.apenergy.2018.01.062.

https://doi.org/10.1016/j.rser.2022.112320
https://www.warmingup.info/designtoolkit
https://doi.org/10.1016/j.jclepro.2017.04.087
https://doi.org/10.1049/gtd2.12895
https://doi.org/10.1016/j.est.2021.103576
https://doi.org/10.1016/j.jclepro.2022.134540
https://doi.org/10.3390/en14010196
https://doi.org/10.1007/s11708-022-0814-z
https://doi.org/10.1198/TECH.2009.08040
https://doi.org/10.1080/15567036.2023.2195368
https://doi.org/10.1016/j.envsoft.2016.03.014
https://doi.org/10.1109/TPWRS.2018.2867648
https://www.nec.com/en/global/techrep/journal/g06/n05/pdf/t060519.pdf
https://www.nec.com/en/global/techrep/journal/g06/n05/pdf/t060519.pdf
https://doi.org/10.1021/ie302161n
https://doi.org/10.1016/j.apenergy.2018.01.062


References 82

[107] S. Mekhilef, R. Saidur, and A. Safari. Comparative study of different fuel cell technologies. 2012.
DOI: 10.1016/j.rser.2011.09.020.

[108] Milieu Effectrapport Botlek Tank Terminal B.V. Tech. rep. Ingenieursbureau Oranjewoud, Apr.
2011. URL: https://www.commissiemer.nl/docs/mer/p24/p2417/2417-035mer.pdf.

[109] Ministerie van Economische Zaken en Klimaat. Samenwerken in energiehubs. June 2023. URL:
https://www.rvo.nl/onderwerpen/energiehubs.

[110] MiRIS, Belgium. Tech. rep. John Cockerill, 2019. URL: https://johncockerill.com/en/.
[111] Moritz Mittelviefhaus et al. “Optimal investment and scheduling of residential multi-energy sys-

tems including electric mobility: A cost-effective approach to climate change mitigation”. In: Ap-
plied Energy 301 (Nov. 2021). ISSN: 03062619. DOI: 10.1016/j.apenergy.2021.117445.

[112] Mohammad Mohammadi et al. Energy hub: From a model to a concept – A review. 2017. DOI:
10.1016/j.rser.2017.07.030.

[113] Mohammad Mohammadi et al. Optimal management of energy hubs and smart energy hubs –
A review. June 2018. DOI: 10.1016/j.rser.2018.02.035.

[114] Furquan Nadeem et al. Comparative review of energy storage systems, their roles, and impacts
on future power systems. 2019. DOI: 10.1109/ACCESS.2018.2888497.

[115] NEN Norm. May 2021.
[116] Netbeheer Nederland. Capaciteitskaart afname elektriciteitsnet. Oct. 2023. URL: https://cap

aciteitskaart.netbeheernederland.nl/.
[117] Netbeheer Nederland. Position paper Groeps-TO. Aug. 2023. URL: https://www.klimaatweb.

nl/wp-content/uploads/po-assets/870469.pdf.
[118] Netcode elektriciteit. Dec. 2023. URL: https://wetten.overheid.nl/BWBR0037940/2024-03-

21.
[119] Robin Niessink. Technology Factsheet: low temperature heat networks (district heating). Tech.

rep. TNO, ECN, Oct. 2018. URL: https://www.lente- akkoord.nl/lage- temperatuur-
warmtenet-voor-nieuwbouwproject-in-roosendaal/.

[120] Paul Nillesen. De toekomst van tariefregulering. Tech. rep. PwC, Sept. 2012.
[121] Mohammad Hossein Nozari et al. Development of dynamic energy storage hub concept: A

comprehensive literature review of multi storage systems. Apr. 2022. DOI: 10.1016/j.est.
2022.103972.

[122] A. G. Olabi et al. “Critical review of energy storage systems”. In: Energy 214 (Jan. 2021). ISSN:
03605442. DOI: 10.1016/j.energy.2020.118987.

[123] C Oliveira and K M Schure. Decarbonisation options for the dutch refinery sector. Tech. rep.
TNO, Dec. 2020. URL: www.pbl.nl/en..

[124] Abigail D. Ondeck, Thomas F. Edgar, and Michael Baldea. “Optimal operation of a residential
district-level combined photovoltaic/natural gas power and cooling system”. In: Applied Energy
156 (2015), pp. 593–606. ISSN: 03062619. DOI: 10.1016/j.apenergy.2015.06.045.

[125] Ontwerpinvesteringsplan Net op land 2024-2033. Tech. rep. TenneT, Jan. 2024. URL: https:
//tennet-drupal.s3.eu-central-1.amazonaws.com/default/2024-01/IP2024_Netopland_
01-1-2024_0.pdf.

[126] Eveline Otten and Rob Kreiter. Elektrificatie: cruciaal voor een duurzame industrie Routekaart
Elektrificatie in de Industrie. Tech. rep. Ministerie van Economische Zaken en Klimaat, Oct.
2021.

[127] Christina Papadimitriou et al. A Comprehensive Review of the Design and Operation Optimiza-
tion of Energy Hubs and Their Interaction with the Markets and External Networks. May 2023.
DOI: 10.3390/en16104018.

[128] Phase to Phase. “De opbouw van een net”. In: Netten voor distributie van elektriciteit. 5th ed.
2011. Chap. 1.

[129] Marjolein Pigge. Windpark Maasvlakte 2. Tech. rep. Pondera Consult, Oct. 2020. URL: https:
//www.commissiemer.nl/projectdocumenten/00007578.pdf.

[130] Pon Cat diesel generator. 2024. URL: https://www.pon-cat.com/nl/producten/diesel-
generatoren?gad_source=1&gclid=Cj0KCQjw2uiwBhCXARIsACMvIU0W5ZCrdyx75uFNJXAEb3tn
DszaIKIZCEJYPpbUuhR3X-l39dil6h8aAjAmEALw_wcB.

[131] Pumped Storage Hydropower. URL: https://www.energy.gov/eere/water/pumped-storage-
hydropower.

https://doi.org/10.1016/j.rser.2011.09.020
https://www.commissiemer.nl/docs/mer/p24/p2417/2417-035mer.pdf
https://www.rvo.nl/onderwerpen/energiehubs
https://johncockerill.com/en/
https://doi.org/10.1016/j.apenergy.2021.117445
https://doi.org/10.1016/j.rser.2017.07.030
https://doi.org/10.1016/j.rser.2018.02.035
https://doi.org/10.1109/ACCESS.2018.2888497
https://capaciteitskaart.netbeheernederland.nl/
https://capaciteitskaart.netbeheernederland.nl/
https://www.klimaatweb.nl/wp-content/uploads/po-assets/870469.pdf
https://www.klimaatweb.nl/wp-content/uploads/po-assets/870469.pdf
https://wetten.overheid.nl/BWBR0037940/2024-03-21
https://wetten.overheid.nl/BWBR0037940/2024-03-21
https://www.lente-akkoord.nl/lage-temperatuur-warmtenet-voor-nieuwbouwproject-in-roosendaal/
https://www.lente-akkoord.nl/lage-temperatuur-warmtenet-voor-nieuwbouwproject-in-roosendaal/
https://doi.org/10.1016/j.est.2022.103972
https://doi.org/10.1016/j.est.2022.103972
https://doi.org/10.1016/j.energy.2020.118987
www.pbl.nl/en.
https://doi.org/10.1016/j.apenergy.2015.06.045
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2024-01/IP2024_Netopland_01-1-2024_0.pdf
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2024-01/IP2024_Netopland_01-1-2024_0.pdf
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2024-01/IP2024_Netopland_01-1-2024_0.pdf
https://doi.org/10.3390/en16104018
https://www.commissiemer.nl/projectdocumenten/00007578.pdf
https://www.commissiemer.nl/projectdocumenten/00007578.pdf
https://www.pon-cat.com/nl/producten/diesel-generatoren?gad_source=1&gclid=Cj0KCQjw2uiwBhCXARIsACMvIU0W5ZCrdyx75uFNJXAEb3tnDszaIKIZCEJYPpbUuhR3X-l39dil6h8aAjAmEALw_wcB
https://www.pon-cat.com/nl/producten/diesel-generatoren?gad_source=1&gclid=Cj0KCQjw2uiwBhCXARIsACMvIU0W5ZCrdyx75uFNJXAEb3tnDszaIKIZCEJYPpbUuhR3X-l39dil6h8aAjAmEALw_wcB
https://www.pon-cat.com/nl/producten/diesel-generatoren?gad_source=1&gclid=Cj0KCQjw2uiwBhCXARIsACMvIU0W5ZCrdyx75uFNJXAEb3tnDszaIKIZCEJYPpbUuhR3X-l39dil6h8aAjAmEALw_wcB
https://www.energy.gov/eere/water/pumped-storage-hydropower
https://www.energy.gov/eere/water/pumped-storage-hydropower


References 83

[132] Rieneke Kok. Elektrische kadekraan met ’vliegwiel’ heeft geen stroomverzwaring nodig. Jan.
2024. URL: https://www.infrasite.nl/energie/2024/01/18/geen-verzwaring-stroo
maansluiting- nodig- bij- elektrische- kadekraan- met- vliegwiel/#:~:text=United%
20Waalhaven%20Terminals%20(UWT)%20werkt,voor%20het%20elektrificeren%20van%20kad
ekranen..

[133] Wim Roelofs. Stoomnetwerk Rotterdam-Botlek. URL: https://www.netverder.nl/projecten
/stoomnetwerk-rotterdam-botlek.

[134] F.J. Rooijers and C. Leguijt. Achtergrondrapportage bij NET-document Netbeheer Nederland.
Tech. rep. Delft: CE Delft, Nov. 2010. URL: www.ce.nl.

[135] Julien Roux, Massimo Santarelli, and Suresh K. Aggarwal. “Design of a Compact Heat Ex-
changer in a Methanation Plant for Renewable Energy Storage”. In: Applied Thermal Engineer-
ing 129 (Jan. 2018), pp. 747–760. ISSN: 13594311. DOI: 10.1016/j.applthermaleng.2017.
10.040.

[136] Royal Haskoning DHV. Eindrapport Meerwaarde Smart Energy Hubs voor Oost-Nederland.
Tech. rep. Amersfoort: Royal Haskoning DHV, Oct. 2022.

[137] SADC. Eerste bedrijven Schiphol Trade Park aangesloten op uniek virtueel stroomnet. Apr.
2022. URL: https://www.sadc.nl/eerste-bedrijven-schiphol-trade-park-aangesloten-
op-uniek-virtueel-stroomnet/.

[138] Hadi Sadeghi et al. The energy hub: An extensive survey on the state-of-the-art. Oct. 2019. DOI:
10.1016/j.applthermaleng.2019.114071.

[139] Mustafa Ergin Şahin, Frede Blaabjerg, and Ariya Sangwongwanich. A Comprehensive Review
on Supercapacitor Applications and Developments. Feb. 2022. DOI: 10.3390/en15030674.

[140] Javad Salehi et al. “Effect of power-to-gas technology in energy hub optimal operation and gas
network congestion reduction”. In: Energy 240 (Feb. 2022). ISSN: 03605442. DOI: 10.1016/j.
energy.2021.122835.

[141] Samenvatting Milieueffectrapport Vloeibaar aardgas (LNG) terminal op de Maasvlakte in Rot-
terdam. Tech. rep. Ingenieursbureau Oranjewoud, Apr. 2006.

[142] Jörgen Sandström, Miguel Torreira, and Neva Espinoza. Transitioning Industrial Clusters. Tech.
rep. World Economic Forum, Accenture, EPRI, Jan. 2024.

[143] E L J Scherpbier and H C Eerens. Decarbonisation options for the dutch chlor-alkali industry.
Tech. rep. TNO, June 2021. URL: www.pbl.nl/en..

[144] Thijs Scholten et al. Doorlooptijden investeringen elektrificatie. Tech. rep. Delft: CE Delft, Feb.
2021. URL: www.ce.nl.

[145] V P Semeijn and K M Schure. Decarbonisation options for the dutch PVC industry. Tech. rep.
TNO, Feb. 2020. URL: www.pbl.nl/en..

[146] Vahid Shabazbegian, Hossein Ameli, and Mohammad Taghi Ameli. “Investigating the Role of
Flexibility Options in Multi-vector Energy Systems”. In: Power Systems (2022), pp. 215–231.
DOI: 10.1007/978-3-030-87653-1{\_}9. URL: https://www.scopus.com/inward/record.
uri?eid=2-s2.0-85125776029&doi=10.1007%2f978-3-030-87653-1_9&partnerID=40&md5=
2053d5a38a5a718aefc0befa1d1c8b7a.

[147] Omar Z. Sharaf and Mehmet F. Orhan. An overview of fuel cell technology: Fundamentals and
applications. Apr. 2014. DOI: 10.1016/j.rser.2014.01.012.

[148] Anurag Sharma et al. “Planning of Energy Hubs with Demand Side Management in Integrated
Electricity-Gas Energy Systems”. In: 5th International Conference on Energy, Power and Envi-
ronment: Towards Flexible Green Energy Technologies (ICEPE). Ed. by Ying Gao et al. IEEE,
2023. ISBN: 9781538642917.

[149] Shiptracker. 2024. URL: https://shiptracker.portofrotterdam.com/map/.
[150] Siemens SWT-3.0-113. URL: https://en.wind-turbine-models.com/turbines/752-siemen

s-swt-3.0-113.
[151] Solar (photovoltaic) panel prices. Dec. 2023. URL: https://ourworldindata.org/grapher/

solar-pv-prices.
[152] Tianli Song et al. “Integrated port energy system considering integrated demand response and

energy interconnection”. In: International Journal of Electrical Power and Energy Systems 117
(May 2020). ISSN: 01420615. DOI: 10.1016/j.ijepes.2019.105654.

[153] M Specht et al. “Speicherung von Bioenergie und erneuerbarem Strom im Erdgasnetz Storage
of Renewable Energy in the Natural Gas Grid”. In: Erdöl, Erdgas, Kohle 126 (Oct. 2010), p. 10.

https://www.infrasite.nl/energie/2024/01/18/geen-verzwaring-stroomaansluiting-nodig-bij-elektrische-kadekraan-met-vliegwiel/#:~:text=United%20Waalhaven%20Terminals%20(UWT)%20werkt,voor%20het%20elektrificeren%20van%20kadekranen.
https://www.infrasite.nl/energie/2024/01/18/geen-verzwaring-stroomaansluiting-nodig-bij-elektrische-kadekraan-met-vliegwiel/#:~:text=United%20Waalhaven%20Terminals%20(UWT)%20werkt,voor%20het%20elektrificeren%20van%20kadekranen.
https://www.infrasite.nl/energie/2024/01/18/geen-verzwaring-stroomaansluiting-nodig-bij-elektrische-kadekraan-met-vliegwiel/#:~:text=United%20Waalhaven%20Terminals%20(UWT)%20werkt,voor%20het%20elektrificeren%20van%20kadekranen.
https://www.infrasite.nl/energie/2024/01/18/geen-verzwaring-stroomaansluiting-nodig-bij-elektrische-kadekraan-met-vliegwiel/#:~:text=United%20Waalhaven%20Terminals%20(UWT)%20werkt,voor%20het%20elektrificeren%20van%20kadekranen.
https://www.netverder.nl/projecten/stoomnetwerk-rotterdam-botlek
https://www.netverder.nl/projecten/stoomnetwerk-rotterdam-botlek
www.ce.nl
https://doi.org/10.1016/j.applthermaleng.2017.10.040
https://doi.org/10.1016/j.applthermaleng.2017.10.040
https://www.sadc.nl/eerste-bedrijven-schiphol-trade-park-aangesloten-op-uniek-virtueel-stroomnet/
https://www.sadc.nl/eerste-bedrijven-schiphol-trade-park-aangesloten-op-uniek-virtueel-stroomnet/
https://doi.org/10.1016/j.applthermaleng.2019.114071
https://doi.org/10.3390/en15030674
https://doi.org/10.1016/j.energy.2021.122835
https://doi.org/10.1016/j.energy.2021.122835
www.pbl.nl/en.
www.ce.nl
www.pbl.nl/en.
https://doi.org/10.1007/978-3-030-87653-1{\_}9
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85125776029&doi=10.1007%2f978-3-030-87653-1_9&partnerID=40&md5=2053d5a38a5a718aefc0befa1d1c8b7a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85125776029&doi=10.1007%2f978-3-030-87653-1_9&partnerID=40&md5=2053d5a38a5a718aefc0befa1d1c8b7a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85125776029&doi=10.1007%2f978-3-030-87653-1_9&partnerID=40&md5=2053d5a38a5a718aefc0befa1d1c8b7a
https://doi.org/10.1016/j.rser.2014.01.012
https://shiptracker.portofrotterdam.com/map/
https://en.wind-turbine-models.com/turbines/752-siemens-swt-3.0-113
https://en.wind-turbine-models.com/turbines/752-siemens-swt-3.0-113
https://ourworldindata.org/grapher/solar-pv-prices
https://ourworldindata.org/grapher/solar-pv-prices
https://doi.org/10.1016/j.ijepes.2019.105654


References 84

[154] Stedin. Liggingsdata kabels en leidingen. 2022. URL: https://www.stedin.net/zakelijk/
open-data/liggingsdata-kabels-en-leidingen.

[155] Stedin. REC Tholen en Stedin starten pilot met groepscontract: belangrijke stap voor verdu-
urzaming en uitbreiding van bedrijven zonder extra netcapaciteit. Sept. 2023. URL: https :
//www.stedin.net/over-stedin/pers-en-media/persberichten/rec-tholen-en-stedin-
starten-pilot-met-groepscontract-voor-netcapaciteit-in-tholen.

[156] Patrick Steinmann, Willem L. Auping, and Jan H. Kwakkel. “Behavior-based scenario discovery
using time series clustering”. In: Technological Forecasting and Social Change 156 (July 2020).
ISSN: 00401625. DOI: 10.1016/j.techfore.2020.120052.

[157] Zhongfu Tan et al. “A robust scheduling optimization model for an integrated energy system
with P2G based on improved CVAR”. In: Energies 11.12 (Dec. 2018). ISSN: 19961073. DOI:
10.3390/en11123437.

[158] Technology Readiness Levels (TRL). Sept. 2022. URL: https://www.rvo.nl/onderwerpen/
trl.

[159] Marianne Teng and Katha Kruit. Verduurzaming bronnen voor warmtenetten. Tech. rep. Delft:
CE Delft, July 2023. URL: www.ce.nl.

[160] TenneT. Congestieonderzoek Rotterdamse haven. Tech. rep. TenneT, Oct. 2023. URL: https:
//tennet-drupal.s3.eu-central-1.amazonaws.com/default/2023-10/Congestieonderzo
ek%20Rotterdamse%20haven%20_12OKT2023.pdf.

[161] The Top 50 Container Ports. 2022. URL: https://www.worldshipping.org/top-50-ports.
[162] TKI Energie en Industrie. Industriële Flexibiliteit: De complexe opgave van de flex. Tech. rep.

Topsector Energie, Dec. 2022. URL: https://topsectorenergie.nl/documents/33/TKI_
Energie__Industrie_-_Whitepaper_industriele_flexibiliteit_-_221201.pdf.

[163] A Tran and K J West. Decarbonisation options for the dutch bottle-grade PET industry. Tech.
rep. TNO, May 2021. URL: www.pbl.nl/en..

[164] Süleyman Tunçel et al. “Risk assessment of renewable energy and multi-carrier energy storage
integrated distribution systems”. In: International Journal of Energy Research 46.15 (Dec. 2022),
pp. 23630–23642. ISSN: 1099114X. DOI: 10.1002/er.8661.

[165] Ana Turk and Qiuwei Wu. “Stochastic Model Predictive Control for Integrated Energy System to
Manage Real-Time Power Imbalances: Case of Denmark”. In: 2021 IEEE Madrid PowerTech,
PowerTech 2021 - Conference Proceedings. Institute of Electrical and Electronics Engineers
Inc., June 2021. ISBN: 9781665435970. DOI: 10.1109/PowerTech46648.2021.9495091.

[166] U.S. Department of Energy. U.S. DoE Combined Heat and Power and Microgrid Installation
Database. Aug. 2023. URL: https://doe.icfwebservices.com/chp.

[167] UK Government. Clean Maritime Plan. Tech. rep. Department for Transport, 2019. URL: www.
gov.uk/dft.

[168] van de Donk et al. Infrastructures: Time to invest. Tech. rep. WRR, 2008. URL: http://www.
wrr.nl.

[169] van den Akker et al. Afwegingskader verzwaren tenzij. Tech. rep. Overlegtafel Energievoorzien-
ing, May 2018.

[170] Jody Verboomen et al. “Phase Shifting Transformers: Principles and Applications”. In: 2005
International Conference on Future Power Systems. Amsterdam: IEEE, 2005.

[171] VesselFinder. 2024. URL: https://www.vesselfinder.com/.
[172] Vestas V112-3.45. URL: https://en.wind-turbine-models.com/turbines/1247-vestas-

v112-3.45.
[173] Vluchtstrook van het hoogspanningsnet. URL: https://www.tennet.eu/nl/vluchtstrook-

van-het-hoogspanningsnet.
[174] Vopak Terminal Eemshaven. July 2009. URL: https://www.commissiemer.nl/docs/mer/p21/

p2152/2152-057mer_bijl.pdf.
[175] Rutian Wang et al. “Low-carbon economic dispatch of regional integrated energy system based

on carbon-oxygen cycle”. In: Frontiers in Energy Research 11 (2023). ISSN: 2296598X. DOI:
10.3389/fenrg.2023.1206242.

[176] Xiaodi Wang et al. “Coordinating energy management for multiple energy hubs: From a trans-
action perspective”. In: International Journal of Electrical Power and Energy Systems 121 (Oct.
2020). ISSN: 01420615. DOI: 10.1016/j.ijepes.2020.106060.

https://www.stedin.net/zakelijk/open-data/liggingsdata-kabels-en-leidingen
https://www.stedin.net/zakelijk/open-data/liggingsdata-kabels-en-leidingen
https://www.stedin.net/over-stedin/pers-en-media/persberichten/rec-tholen-en-stedin-starten-pilot-met-groepscontract-voor-netcapaciteit-in-tholen
https://www.stedin.net/over-stedin/pers-en-media/persberichten/rec-tholen-en-stedin-starten-pilot-met-groepscontract-voor-netcapaciteit-in-tholen
https://www.stedin.net/over-stedin/pers-en-media/persberichten/rec-tholen-en-stedin-starten-pilot-met-groepscontract-voor-netcapaciteit-in-tholen
https://doi.org/10.1016/j.techfore.2020.120052
https://doi.org/10.3390/en11123437
https://www.rvo.nl/onderwerpen/trl
https://www.rvo.nl/onderwerpen/trl
www.ce.nl
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2023-10/Congestieonderzoek%20Rotterdamse%20haven%20_12OKT2023.pdf
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2023-10/Congestieonderzoek%20Rotterdamse%20haven%20_12OKT2023.pdf
https://tennet-drupal.s3.eu-central-1.amazonaws.com/default/2023-10/Congestieonderzoek%20Rotterdamse%20haven%20_12OKT2023.pdf
https://www.worldshipping.org/top-50-ports
https://topsectorenergie.nl/documents/33/TKI_Energie__Industrie_-_Whitepaper_industriele_flexibiliteit_-_221201.pdf
https://topsectorenergie.nl/documents/33/TKI_Energie__Industrie_-_Whitepaper_industriele_flexibiliteit_-_221201.pdf
www.pbl.nl/en.
https://doi.org/10.1002/er.8661
https://doi.org/10.1109/PowerTech46648.2021.9495091
https://doe.icfwebservices.com/chp
www.gov.uk/dft
www.gov.uk/dft
http://www.wrr.nl
http://www.wrr.nl
https://www.vesselfinder.com/
https://en.wind-turbine-models.com/turbines/1247-vestas-v112-3.45
https://en.wind-turbine-models.com/turbines/1247-vestas-v112-3.45
https://www.tennet.eu/nl/vluchtstrook-van-het-hoogspanningsnet
https://www.tennet.eu/nl/vluchtstrook-van-het-hoogspanningsnet
https://www.commissiemer.nl/docs/mer/p21/p2152/2152-057mer_bijl.pdf
https://www.commissiemer.nl/docs/mer/p21/p2152/2152-057mer_bijl.pdf
https://doi.org/10.3389/fenrg.2023.1206242
https://doi.org/10.1016/j.ijepes.2020.106060


References 85

[177] Waterstof in Rozenburgmet Power2Gas. 2022. URL: https://www.stedin.net/over-stedin/
duurzaamheid-en-innovaties/een-nieuw-energiesysteem/power2gas.

[178] R. Wentzel and I. Thonon. Milieu Effect Rapport: Uitbreiding Euro Tank Terminal B.V. Tech. rep.
Royal HaskoningDHV, Aug. 2009. URL: www.royalhaskoning.com.

[179] Steven van Weyenberg. Voorjaarsnota 2024. 2024.
[180] Bart van Wezel. Elektriciteit in Nederland. Tech. rep. Centraal Bureau voor de Statistiek, Feb.

2015.
[181] Which electric cars support V2G? Jan. 2023. URL: https://www.mobilityhouse.com/int_

en/knowledge-center/article/which-cars-are-v2g-capable.
[182] Hugo Woesthuis. Milieueffectrapport voor HES Hartel Tank Terminal, Maasvlakte-Rotterdam.

Tech. rep. Royal HaskoningDHV, June 2017.
[183] Sean Wolfe. Mitsubishi says it succesfully tested an ammonia single-fuel burner. Nov. 2023.

URL: https://www.power-eng.com/gas-turbines/mitsubishi-says-it-successfully-
tested-an-ammonia-single-fuel-burner/#gref.

[184] TomWurth.GridMaster HICRotterdam. Tech. rep. Rotterdam: Siemens, Nov. 2022. URL: https:
//gridmaster.nl/wp-content/uploads/2022/11/20221124-report-GridmasterHICRdam_
public_final.pdf.

[185] Deyou Yang, Yufei Xi, andGuowei Cai. “Day-ahead dispatchmodel of electro-thermal integrated
energy system with power to gas function”. In: Applied Sciences (Switzerland) 7.12 (Dec. 2017).
ISSN: 20763417. DOI: 10.3390/app7121326.

[186] Dongmei Yang et al. “Optimal Scheduling of Thermoelectricity in Integrated Energy System
Based on Waste Heat Recovery from Power to Gas and Flexible Thermoelectricity Ratio”. In:
EI2 2022 - 6th IEEE Conference on Energy Internet and Energy System Integration. Institute
of Electrical and Electronics Engineers Inc., 2022, pp. 623–630. ISBN: 9798350347159. DOI:
10.1109/EI256261.2022.10116751.

[187] Charlotte Yong and Andrew Keys. Decarbonisation options for large volume organic chemicals
production, LyondellBasell Rotterdam. Tech. rep. TNO, Jan. 2021. URL: www.pbl.nl/en..

[188] Mahmoud Zadehbagheri et al. “The impact of sustainable energy technologies and demand
response programs on the hub’s planning by the practical consideration of tidal turbines as a
novel option”. In: Energy Reports 9 (Dec. 2023), pp. 5473–5490. ISSN: 23524847. DOI: 10.
1016/j.egyr.2023.04.377.

[189] Bin Zhang et al. “Dynamic energy conversion and management strategy for an integrated elec-
tricity and natural gas system with renewable energy: Deep reinforcement learning approach”.
In: Energy Conversion and Management 220 (Sept. 2020). ISSN: 01968904. DOI: 10.1016/j.
enconman.2020.113063.

[190] Zhenwei Zhang et al. “Day-ahead Optimal Dispatch for Integrated Energy System Considering
Power-to-gas and Dynamic Pipeline Networks”. In: 2020 IEEE Industry Applications Society An-
nual Meeting, IAS 2020. Institute of Electrical and Electronics Engineers Inc., Oct. 2020. ISBN:
9781728171920. DOI: 10.1109/IAS44978.2020.9334831.

[191] Pengfei Zhao et al. “Economic-Effective Multi-Energy Management Considering Voltage Regu-
lation Networked with Energy Hubs”. In: IEEE Transactions on Power Systems 36.3 (May 2021),
pp. 2503–2515. ISSN: 15580679. DOI: 10.1109/TPWRS.2020.3025861.

https://www.stedin.net/over-stedin/duurzaamheid-en-innovaties/een-nieuw-energiesysteem/power2gas
https://www.stedin.net/over-stedin/duurzaamheid-en-innovaties/een-nieuw-energiesysteem/power2gas
www.royalhaskoning.com
https://www.mobilityhouse.com/int_en/knowledge-center/article/which-cars-are-v2g-capable
https://www.mobilityhouse.com/int_en/knowledge-center/article/which-cars-are-v2g-capable
https://www.power-eng.com/gas-turbines/mitsubishi-says-it-successfully-tested-an-ammonia-single-fuel-burner/#gref
https://www.power-eng.com/gas-turbines/mitsubishi-says-it-successfully-tested-an-ammonia-single-fuel-burner/#gref
https://gridmaster.nl/wp-content/uploads/2022/11/20221124-report-GridmasterHICRdam_public_final.pdf
https://gridmaster.nl/wp-content/uploads/2022/11/20221124-report-GridmasterHICRdam_public_final.pdf
https://gridmaster.nl/wp-content/uploads/2022/11/20221124-report-GridmasterHICRdam_public_final.pdf
https://doi.org/10.3390/app7121326
https://doi.org/10.1109/EI256261.2022.10116751
www.pbl.nl/en.
https://doi.org/10.1016/j.egyr.2023.04.377
https://doi.org/10.1016/j.egyr.2023.04.377
https://doi.org/10.1016/j.enconman.2020.113063
https://doi.org/10.1016/j.enconman.2020.113063
https://doi.org/10.1109/IAS44978.2020.9334831
https://doi.org/10.1109/TPWRS.2020.3025861


A
Additional background

In this chapter further background information can be found, in addition to the knowledge presented in
Chapter 1. Subjects elaborated on are the historical development of the dutch electricity grid, grid issues
other than grid congestion, technical solutions to congestion in general and for the HIC Rotterdam, an
elaboration on the energy hub concept as well as the historical development of the HIC Rotterdam.

A.1. Dutch electricity grid
A.1.1. Historical development
The first public electricity supply in the Netherlands was commissioned in 1884 in Rotterdam. An
accumulator (battery) was used to provide light to a block of houses. Electricity consumption in the early
period focused on lighting, especially in hotels and department stores, as a novelty to attract customers,
and in factories and railway stations. In the early period, it was mainly private individuals who took
initiatives to set up electricity facilities around the country. Rotterdam was the first municipality to take
charge of electricity supply in 1895. Other municipalities followed at the beginning of the twentieth
century. Electricity supply centralised further as municipal power companies merged into regional and
provincial power companies. In 1949, these regional power companies united to form the Cooperating
Electricity Producers (SEP in Dutch). TenneT, SEP’s successor, emerged in 1998 when it is designated
in the new Electricity Act as the independent operator of the national transmission grid [180].

Before 1998, utilities were allowed to own an electricity network and sell the electricity simultaneously,
which gave companies that owned the network unfair advantages over companies that were only active
in the retail sale of electricity. This Act demanded the decoupling of utilities and electricity supply. The
generation and retail of electricity in the Netherlands were liberalised. However, the transmission and
distribution were and are still centralised and operated by the system operator and the utilities. The
system operator and utilities have a monopoly position in the energy market. Therefore, these parties
have to be regulated to guarantee the rights of consumers and businesses in the electricity sector. The
Authority for Consumers and Markets was founded to this end in 2013.

The electricity grid handles the transmission of electrical energy from the international level to the
local level where consumers are individually connected. To make this possible, all electricity networks
at local, regional and national level are interconnected to form an interconnected electricity supply
system. In this system, a distinction is made between the transmission function and the distribution
function. At the national level, the transmission grid handles power transmission. Connections to the
grids of neighbouring countries also belong to the transmission grid, as well as power plants and the
supply points of distribution grids. A distribution grid distributes electrical energy within a region to all
connected parties. Distribution grids are more branched than transmission grids and can be seen as
the ’capillaries’ of the electricity supply system [128]. Distribution system operators are responsible for
the distribution of electricity from the transmission grid to local consumers; houses, stores and industry
with a low or medium power demand.
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The transmission system operator, TenneT, is the only stakeholder responsible for managing the high-
voltage grid in the Netherlands, consisting of power lines with a voltage between 110 and 380 kV. The
distribution grid is owned by six utility companies: Cogas Infra en Beheer, Enduris, Enexis, Liander,
Stedin Netbeheer, and Westland Infra Netbeheer. They manage all powerlines with a voltage lower
than 110 kV.

The current energy system in the way it is described in the Electricity Act is based on a grid that facilitates
to users and the market. Where users may assume three market freedoms: freedom of connection
capacity, freedom of transaction and freedom of dispatch. These market freedoms are often referred to
as the ’copper-plate’ principle. Referring to the electricity grid as a big copper plate, on which anyone
can feed or take power, without restrictions. This principle is largely facilitated by the N-1 criterion in the
Electricity Bill 1998, enforcing a redundancy in grid infrastructure so that if any component fails electricity
can still be transmitted from every point A to every point B [37]. Adherence to the ’copper-plate’ principle
is exemplified by TenneT´s historically high availability percentage, achieving 99.99963% availability in
2022 [16].

A.1.2. Other grid related issues
Apart from congestion issues a power grid can face many different challenges. In the light of a changing
energy system these new forms of energy generation impose multiple challenges. As discussed in
Section 1.2.2 the increased implementation of renewables results in power system stability challenges.

Power stability
Frequency stability is one of the challenges that comes when synchronous generators with inertial
response are replaced with DC power generating RES. Fortunately, the Dutch power grid is inter-
connected with the Continental Europe Synchronised Area (CESA). This is the 50 Hz phase-locked
interconnection between most of Europe, the UK, Turkey and some North African countries. Since the
electricity grid is interconnected over such a vast network frequency stability is not an issue (personal
communication, 2023). Voltage level is another issue that might arise when DER, especially solar PV
is added to the generation portfolio. Furthermore, capacitive coupling is a power system issue that
occurs when two cables are aligned too close to each other. This coupling effect causes challenges
for grid operators in case limited space is available for infrastructure.

Spatial congestion
This introduces another congestion problem, spatial congestion. Due to a high density of energy infras-
tructure in some areas the space available underground for cables and pipes is increasingly limited. If
grid operators theoretically would have capacity for new installations on their distribution grid, a chal-
lenge remains how to establish a physical connection. In the meanwhile, further electrification and
expansion will cease without effective congestion management, hampering the region’s energy devel-
opment and sustainability goals. National goals of connecting 21 GW of wind power will also stagnate
since a significant portion of wind power is set to come ashore at only a few locations. Converting this
electricity to other forms of energy like hydrogen or ammonia could allow for the distribution of this clean
energy. The problem with these forms of energy is that they cannot be distributed and stored in the
same ways conventional energy carriers could. A transition to industries that require alternative energy
carriers results in an increased space demand. This is because these alternative fuels are often less
energy-dense. For example, hydrogen and biomass have an energy density of approximately 10 Nm3

and 20 MJ/kg respectively, while natural gas and oil have an energy density of 30 Nm3 and 40 MJ/kg
respectively. This lower energy density leads to larger volumes being required for the same amount of
energy.

Though these issues require significant efforts in order for society to decarbonise, this research project
focuses on the challenges associated with grid congestion.

A.2. System solutions
Chapters 1 and 4 already talked about solutions to grid congestion. In addition to the solutions men-
tioned there, more solutions exist that can help mitigate grid congestion.

Originally, grid congestion was tackled through grid expansion. However, infrastructure project are
characterised by long lead times. Furthermore, investing in additional transmission capacity in some
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cases, especially where there are large peaks at single points in time, is not the most efficient solution
to facilitate the transmission capacity requested by the market. This led to the construction of the
consideration framework for grid operators called ’expand unless’ by the Consultative Table Energy
(OTE in Dutch) [169]. The framework urges grid operators to also look at alternative solutions that add
flexibility to the system. These comprise partly of the technical measures discussed in Sections 1.2.4,
the utilisation of technical measures in the HIC Rotterdam is described in 4.2.2. Other solutions applied
by TenneT are the temporal utilisation of redundant infrastructure and dynamic line rating (DLR).

Important to note is that congestion is a temporal phenomenon. The congestion discussed in this
chapter typically only occurs for a few hours throughout the year. However, due to the inherent prop-
erties of the electricity grid, overloads can cause immediate faults. The power grid must therefore be
dimensioned to handle peak demand. Because the power grid is such critical infrastructure the grid is
operated according to the N-1 criterion. Meaning the failure of a single grid element does not result in
disruptions to the supply at consumers [84]. However, now that the limits of the power grid’s capacity
are approached this criterion is occasionally waived. Since 2022, TenneT has started to employ this
redundancy to facilitate transmission capacity for renewable energy generation, primarily from solar
parks. This provided up to 30% extra capacity in a number of places. Currently, this method is exclu-
sively applied to renewable energy generation sites since these are designed to cope with intermittent
generation [173].

DLR is the active monitoring of weather conditions to vary the thermal capacity of overhead lines. The
transport of electricity heats the conductors through which the current flows. This heating causes
conductors to sag, limiting the maximum transmission capacity of a high-voltage connection. However,
weather can have a beneficial effect on the cooling of conductors. At low temperature, but mainly due
to wind, the line is cooled more, resulting in less sag. In such a case, more current can therefore be
transported. With the Dynamic Line Rating technique, the sag and transport capacity of a number of
critical line segments of the power line are determined every five minutes in a direct manner. Based on
this measurement data, the amount of additional transmission capacity over the line can be determined
[34].

An alternative solution that is often suggested by literature and business papers is to include flexibility
in the form of Battery Energy Storage Systems (BESS). These systems can rapidly and reliably inject
or withdraw power through electrochemical conversion, allowing them to participate in imbalance mar-
kets. However, as outlined in Section 1.2.4, employing a BESS in imbalance markets aggravates the
congestion issue. Considering both the advantages and disadvantages, this multi-functionality leads
TenneT to regard BESSs as ’net-neutral’ in their calculations (personal communication, 2023).

A.2.1. System solutions in HIC Rotterdam
In the HIC Rotterdam some technical measures can be employed to reduce grid congestion. Section
4.2.2 mentions the presence of a capacitor bank, phase shifter and the possibility of grid reconfiguration.
These measures are explained in the following paragraphs.

Capacitor bank
A capacitor bank is present in the grid of the Botlek region. This is a system consisting of several
capacitors connected in series or parallel to form an energy storage system. By storing electric charge
a capacitor bank is able to provide voltage regulation, harmonic filtering or power factor correction of
which the latter is relevant for the congested grid. By adding or subtracting reactive power the capacitor
bank is able to increase the capacity factor thereby reducing line losses and improving system efficiency.
In short, the amount of useful power transported over the line is increased.

Phase shifter
A phase shifter or phase shifting transformer (PST) is an example of a Flexible AC Transmission Sys-
tem, a family of modern controllers able to perform power control [170]. In the connection Europoort-
Theemsweg a phase shifter is included. By controlling the phase shifter the amount of available power
can switch between lines Botlek-Geervliet and Maasvlakte-Europoort. This technical measure can help
relief the grid at times when one of both connections is overloaded. However, if both connections are
overloaded this control action does no longer help.

(Temporal) shifts
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Corrective switching was already proposed as a means to alleviate grid overloads in 1980 [79]. Re-
configuration is an interesting solution since it allows grid operators to alleviate overloads by altering
the grid topology instead of costly generation or load curtailments. In the HIC Rotterdam TenneT might
also see the need for network reconfigurations, hereby changing the grid topology.

A.3. Concept of an energy hub
Energy hubs can play a pivotal role in addressing the multifaceted challenges posed by the evolving
energy landscape. An energy hub is described as the place where the production, conversion, storage
and consumption of different energy carriers takes place [112]. In an energy hub streams of electricity,
heat, hydrogen, steam, and other forms of energy can be connected between companies. Applying this
to an industrial cluster allows for optimal use of the energy carriers available. Local electricity generation
fits neatly into the energy hub concept as well. Wind or solar PV power on-site can supply an industry
cluster with green energy, limiting the required grid connection. The problem with grid stability can be
alleviated by including flex solutions with fast response times in the energy hub, such as battery storage
systems. Even the large amounts of electrical energy from the North Sea benefit from the concept of
an energy hub. Converting electricity from wind parks to other energy carriers relieves the pressure on
the electricity grid.

A.3.1. Origin
In 2005 the energy hub concept was first presented by a research team at the Power Systems and High
Voltage Laboratory at ETH Zurich within a framework of the project called “a vision of future energy net-
works”, later referred to as the VOFEN project. The project aims to figure out the shape of energy
networks in the long term horizon (30-50 years). As a result of the VOFEN project an energy hub
concept was introduced for the first time and was defined as an interface between consumers, produc-
ers, storage devices and transmission devices in different ways: directly or via conversion equipment,
handling one or several carriers [43].

This definition has largely remained the same over the years. In [112] different concepts are reviewed
after which the definition of an integrated energy hub is described in the following way: The integrated
energy hub is a multi-generation system in which production, transmission, storage and consumption
of multi-energy carriers take place to meet different type of demands. This definition has been widely
adopted by both academic literature [127] as well as governments and the business world [109] as the
common definition for an energy hub. ’Transmission’ is often replaced with, or accompanied by, an
extra term ’conversion’ as different energy carriers can be converted from one to another to meet the
different types of demand. Some literature refers to an energy hub containing multiple energy carriers
as a ’hybrid energy hub’. Given the definition for an energy hub as stated above, this will be referred
to simply as an ’energy hub’.

A.3.2. How does an energy hub work?
Now that an understanding is developed of what purposes an energy hub might fulfil, the features that
allow it to do so are explored. As explained previously an energy hub is built around four features;
production, conversion, storage and consumption. These four features and how they contribute to the
energy hub are discussed. Possible components for each of the features are listed and highlighted in
the diagram in Figure 1.1.

Energy production
The energy hub model incorporates various energy resources, including RES, the electricity network,
the natural gas network, and heating networks, to meet diverse consumer demands. Inputs are shown
on the left side and top of the diagram in Figure 1.1. These resources can serve as inputs for the
energy hubmodel [103]. Traditional energy generation plants, such as thermal power plants, exhibit low
energy production efficiency, along with losses during energy transmission and distribution, resulting
in substantial energy wastage. For instance, in a typical coal thermal power plant, only 28% of primary
energy reaches residential consumers [124].

Energy hubs can facilitate distributed energy resources (DER) located near consumption sites. This
offers advantages such as reduced energy costs, diminished transmission and distribution losses, and
improved energy efficiency. DER systems include technologies like fuel cells, waste heat recovery
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equipment, and RES like PV systems and wind turbines. These systems produce energy in the form of
diverse carriers, such as electricity, heat, and hydrogen, using sources like solar energy, wind power,
and geothermal energy. Also, biomass can be employed to generate electricity, heat, and transport
fuels. Achieving 100% renewable energy systems in Europe by 2050, as discussed in [30], is feasible
through current technologies, highlighting the critical role of energy hub models in this transition.

The most utilised energy carriers are electricity and natural gas [112]. However with electricity trans-
port becoming more and more constraint and industries shifting away from fossil fuels, other energy
carriers can form a solution. Hydrogen emerges as a clean energy carrier within energy hubs, offer-
ing potential in various energy sectors. Utilising surplus energy from offshore wind parks presents
cost-effective prospects for renewable generation based hydrogen production. Furthermore, in energy
taxation, hydrogen consumption is now taxed the same as natural gas consumption. Together, with a
higher production price for hydrogen makes that there is no financial incentive to replace natural gas
with hydrogen in energetic applications. Technological innovation will aim to decrease the cost of hy-
drogen production. In addition, in the near future hydrogen use in energetic processes will be taxed at
a lower rate than natural gas in the Dutch energy tax [179].

Waste can also be a promising energy hub input. Using waste for energy production leads to reduced
emissions, enhanced energy efficiency, and improved waste management. Possible streams that can
be recycled are residual heat, organic waste streams or plastic waste that can be transformed to py-
rolysis oil [15, 17]. However, for energy hubs to drive sustainable energy systems, long-term depen-
dence on fossil fuels like electricity and natural gas, coupled with infrastructure challenges, presents
limitations. The energy hub paradigm calls for embracing alternative sources, especially RES. Energy
hub models should transcend traditional resource integration and encompass sustainable and clean
sources. These elements facilitate energy hubs in the integration of energy infrastructure and harness
the synergy among diverse energy carriers, thus shaping the future of sustainable energy systems
[167].

Energy conversion
As seen in the previous section, an energy hub can be fed from various sources. Some of these inputs
can be transferred to the output without any conversion and others can be converted to energy carriers
like electricity, heat or hydrogen. Depicted in Figure 1.1 by the blue and red diamonds. Boilers, electric
machines, gas turbines, micro turbines (MT), pumps, transformers, inverters, and heat exchangers can
be used to modify the input sources to a usable quality, quantity and mode [43]. Boilers mainly have
been used as additional energy supply alongside CHP-systems to compensate for the lack of recovered
heat when demand of heat is high. It is thus the most widely used in energy hub models after the CHP-
system [112]. The transformer has been mainly used to convert electricity purchased from the grid
to usable voltage amounts and it represents the dependence of energy hub models to the electricity
network. Heat exchangers have been commonly used alongside heating networks. An interesting
application of heat pumps is using them to convert excess electricity into thermal energy and storing it
in thermal storages. This leads to reduced operating costs and greater flexibility of a system. Another
sustainable fuel, biomass, has been used in energy hub models in the form of biomass boilers, biomass
reactors, and gasification reformers for the production of heat, electricity and biofuels respectively.

Many converters mentioned above are used to only convert one type of energy carrier. However,
energy hubs are designed to make use of various energy carriers to meet different demands. Therefore,
energy hub models benefit from systems, which can use a single energy carrier to meet more than
one demand. As these systems result in increased efficiency, reduced primary energy consumption
and thereby costs of the system. An example of such a system is the CHP-system. A CHP-system
simultaneously produces electricity and heat from a single energy source. CHP-systems have seen
their popularity increase because of their high efficiency and their flexibility to meet different demands
[112, 166]. In most cases, a CHP-system has the role of supplying electricity demand complementary
to a connection to the main electricity grid. In times of low demand, electricity can be supplied from
the network. At times of high demand and high electricity prices, electricity can be produced by the
CHP-system, helping to balance the grid.

A promising renewable conversion system is a fuel cell (FC in Figure 1.1). Part of why it is so promising
is its ability to use many fuels as input. Hydrogen, biogas, methanol, natural gas can all be fed as
input. In a hydrogen-fed fuel cell, electricity, heat and water are produced from hydrogen and oxygen.
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More advantages of the fuel cell are lower emissions and environmental pollution, higher efficiency,
easy installation, reliable operation [107], decentralised and distributed energy generation, possibility of
producing its fuel such as hydrogen in any place from electricity andwater, possibility of using renewable
fuels, and most important of all multi-generation possibility [147]. However, the fuel cell faces serious
challenges such as high cost, low power density, and durability. Electrochemical reactions in the fuel
cell release a significant amount of heat. The recovery of this heat for applications such as space
heating, provides the possibility to use the fuel cell as a CHP-system.

Energy storage
An integral part of an energy hub is an energy storage system (ESS), shown on the top in Figure 1.1.
An ESS can capture energy at times it is not needed for use at a later stage. Especially when RES
is included, as RES are hard to control and schedule due to their intermittent nature which shows
often the inverted pattern of the daily demand. Adding an ESS to a system with RES facilitates the
integration of the RES and increases the reliability in off-grid mode. The use of an ESS converts RES
to a dispatchable source.

Historically, thermal and electric storage have been most widely used [112]. This is mainly due to the
low initial capital cost of thermal storage and fast response time of electric storage [122]. Other ESSs
include hydrogen (shown on the bottom in Figure 1.1) and gas tanks, compressed-air and pumped-
hydro storage, flywheels or capacitors. The choice of using an ESS in the energy system should be
made with three goals in mind [112]; facilitating the integration of RES, increasing system reliability and
optimising system performance through the use of smart energy systems.

Traditional power grids, which were mainly based on synchronous machines, have a spinning rotor
which works as potential spinning reserve to respond to rapid changes in demand. In the RES-based
systems, this imbalance can play an important role in system reliability. ESSs can be used in power
systems for ancillary services in order to improve system conditions, the quality of power, and solving
problems related to its stability. Some of the advantages of using an ESS in power systems can be
described as the improvement of the network inertia to respond to fluctuations, frequency regulation,
voltage regulation, reducing volatility, preserving the network synchronisation, providing direct voltage
in the case of faults, providing the necessary energy to black start, providing spinning reserve, and
hereby reducing the need for more balancing infrastructure.

Another application of an ESS is the realisation of smart energy systems. Using a local ESS on the
demand side with smart technologies for demand-side management programs optimises the use of
equipment and resources. An ESS can be used for demand side management actions like load shifting,
as will be explained in the following paragraph on energy consumption. Stored energy from off-peak
periods can be used in on-peak periods and allows for delayed sales to the energy market, based on
energy prices. This is in addition to the reduction of system operating costs from peak shaving and
improving the load curve. In the optimal control of an ESS, many factors such as technical constraints,
anticipated production capacity, energy markets, energy pricing plans, demand, weather conditions,
etc. must be considered.

Energy consumption
The final aspect of an energy hub is the energy consumption. As discussed, energy can be consumed
through various energy carriers. Most energy hubs do this via electricity, heat or hydrogen [112]. The
arrows on the right in Figure 1.1 depict the loads. Almost all planning and management activities in
the energy system are for coordinating the production and consumption pattern. Given the ambiguous
nature of demand due to uncertainty in consumer behaviour, demand forecasting for different time pe-
riods has always been one of the main challenges in energy systems. The lack of detailed forecasts
of demand often leads to an unrealistic model of the system and can lead to problems such as capac-
ity shortage, reliability and even instability of the entire system. Therefore, the effects of the energy
demand profile on the overall system performance should be considered in planning. Traditional en-
ergy management systems were based on the production side management. Problems related to the
increase in demand and sudden changes in the system have mostly been compensated by increasing
production capacity. However, increasing capacity is not a viable solution anymore, as energy demand
increases faster than capacity can be installed.

A solution to this problem is demand side management (DSM) or demand response (DR). To relieve
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grid congestion multiple solutions can be applied. With an increasingly volatile energy system it is
important that all actors contribute to a robust grid. From the producer side actions such as curtailment
can be taken. The operator might help in expanding network capacity. Then there is the consumer
side which can help by offering demand side management. A few examples of DSM features are
load growth, energy savings, energy efficiency and demand management programs. These focus on
reducing the required energy or influencing the pattern of consumption over time. Examples of demand
response strategies are peak shaving, valley filling or load shifting. All are different methods to balance
a consumer’s demand profile. The flexibility becomes even greater when multiple energy carriers are
involved. When multiple energy carriers are present, the energy carrier with the lowest cost or more
efficient converters can be used at all times. This should, on the other hand, outweigh the increased
cost of the system, as infrastructure is needed for the different energy carriers. Industry has historically
been a sector with a standard consumption profile with little deviations. This will need to change to
facilitate the energy transition.

A.3.3. Scope
The spatial scope of an energy hub can vary greatly between projects. The term energy hub can
already be used for an integrated energy system within a single building. In such a case the electricity
network might be interconnected with the heating and cooling network and the building might have a
battery installed making it comply with the four energy hub features [22]. An example of such a system
is the Regionalwerke AG Baden in Switzerland which is often cited as the first energy hub. Here
the different energy flows within a single municipal utility are connected [50]. Conversely, an energy
hub can also be as big as an entire country. Since the national electricity and gas grid span across the
entire country and are interconnected, they initially form the basis of a vast energy hub. In the future the
hydrogen network might be connected to the other grids as well. Gasunie already uses this terminology
in their promotion of the Netherlands as ’European hydrogen energy hub’ [46]. However, this definition
does not hold completely since this integrated network is not centrally coordinated. The most common
spatial distribution of an energy hub is that between a number of companies located in a single area
[127]. In such a case companies can connect their electricity connections if they are situated under the
same substation. These types of energy hubs can be further subdivided into residential, commercial,
agricultural and industrial energy hubs [113]. Respectively a neighbourhood, block of offices, group of
farm-related processes or industry-parties can be grouped to form an energy hub. Since this thesis
focuses on companies within the Harbour Industrial Complex Rotterdam, the scope can be described
as an industrial energy hub.

A.3.4. Control
Since an energy hub incorporates many system components that are interconnected, the need arises
for an energy management system (EMS). This EMS can control the energy flows present within the
energy hub. In general, two coordination frameworks can be distinguished; a centralised and a decen-
tralised mode. In the centralised mode, a service provider is responsible for the optimisation of optimal
energy flow amongst all participants, while in the decentralised mode, each company is in charge of
its individual controllable units to participate in the local P2P market for the individual benefit [176]. At
pilot projects in the Netherlands the centralised mode is used more often. In 2022 at Schiphol Trade
Park an e-hub was establishment with a central energy service provider [137]. A project in cooperation
with DSO Stedin started in September 2023 where a central organisation manages the energy flows of
the companies enlisted to the cooperation [155]. Although both do not fulfil the requirements of an en-
ergy hub, since only electricity is used as an energy carrier, the pilots show the entrepreneurial way of
thinking applied in the Netherlands. Since a general framework is missing and there is little experience
on energy hubs a collaborative approach is preferred.

A.3.5. Similar concepts
When examining the topic of energy hubs in both academic literature and business papers, the term
is commonly used to describe projects with varying characteristics. Similarly, multiple expressions
are employed for the energy hub concept: energy system integration, multi-energy system, integrated
energy system, utility sharing or multi-commodity hub, among others. To establish a clear distinction
between this research’ subject and related concepts, concepts similar to that of an energy hub are
discussed below.
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Microgrid
The concept most often used similarly to that of the energy hub is the microgrid. Many articles, reports
and press releases use the term microgrid interchangeably with energy hub. A key difference sepa-
rating both terms however is the energy carriers present in the system. For a microgrid the system
consists solely of electrical connections, while an energy hub by definition connects multiple energy
carriers by utilising conversion equipment. Another characteristic that sets the microgrid apart form
the energy hub is the possibility to operate a microgrid in standalone mode, having no connection to
the grid. Examples of pilot projects at Schiphol Trade Park and REC Tholen are both examples of
microgrids, these will be discussed in Section 2.1. If in the future multiple energy hubs would be in-
terconnected, they might be referred to as meso-grids. For example in the case the HIC Rotterdam
would be interconnected into a single energy hub. Another term that emerges in the communication on
energy systems is cable pooling. Cable pooling applies the microgrid concept to RES, often solar PV.

Closed distribution system
In the Netherlands a common term for a collaboration on energy systems is that of a closed distribution
system (CDS) or ’Gesloten distributiesysteem’ (GDS) in Dutch. The CDS is a classification recognised
under dutch law of a private electricity and/or gas network with a further set of conditions. The CDS
has a grid connection and operates on a local scale. A CDS might be the same as an energy hub or
might include an energy hub within its system.

Virtual Power Plant
Similar to the microgrid is the virtual power plant (VPP) in the sense that only electricity flows within
the system. The difference between both is that a microgrid is connected locally with direct connec-
tion between participating companies. Whereas a VPP is essentially a microgrid that is only virtually
connected and can inhibit parties over a large geographical area. A VPP can be initiated to balance
demand profiles in order to limit the load on the overarching grid.

Industrial symbiosis
Another concept that is closely aligned to that of the energy hub is that of ’industrial symbiosis’. Used
to describe an approach where waste from one industrial process can serve as the raw materials
for another, thereby reducing the impact of industry on the environment [44]. Both energy hubs and
industrial symbiosis share common goals like resource and economic efficiency and aim to do this
through collaboration between various stakeholders.

Prof. M.R. Chertow from the Yale School of Environment whose research has been a driving force in
the exploration of the industrial symbiosis concept, introduces a criterion that can be applied to both
industrial symbiosis and energy hubs. The 3-2 heuristic stipulates that at least three different entities
must be involved in exchanging at least two different resources to be considered a basic type of indus-
trial symbiosis. By involving three entities, the 3-2 heuristic begins to recognise complex relationships
rather than linear one-way exchanges [26].

While sharing similarities, both concepts inherently differ from each other. Energy hubs focus on cre-
ating a resilient energy system by introducing flexibility and diversifying energy sources. Industrial
symbiosis focuses more on optimising the use of materials, thereby reducing waste. Also on scope
both concepts typically differ, due to the different resources to optimise. Optimisation of material use
is usually confined to a local industrial cluster, whereas in theory energy systems can be integrated on
regional or even national level. As is explained in the previous subsection. Some examples exist of arti-
cles labelling projects on regional scale as industrial symbiosis thereby blurring the distinctive features
of both concepts [80]. Both phenomena also tend to originate differently. The energy hub is envisioned
beforehand as the intricate interaction of the various components create flexibility. For industrial sym-
biosis a network might originate more organically. The industrial district in Kalundborg in Denmark has
been dubbed as the first example of industrial symbiosis by academics. This project is not the result of
a careful environmental planning process. Rather it is the result of a gradual cooperative evolution of
four neighbouring companies and the Kalundborg municipality [54].

A.4. Port of Rotterdam
The Port of Rotterdam is the largest seaport in Europe, and the world’s largest seaport outside of
East Asia. From 1962, until 2004, it was the world’s busiest port by annual cargo tonnage, but was
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overtaken in 2004. In 2020, Rotterdam was the world’s tenth-largest container port in terms of twenty-
foot equivalent units (TEU) handled, with a total of 467.4 million tonnes cargo in 2022 1 [161, 70]. It
has acquired this position by years of innovation and expansion.

TheRotterdam port originates from around 1250when a damwas built in the river Rotte [52]. The village
that developed was given the name Rotte-dam. In the 17th century the port began to further develop
with the construction of ports close to the city. These were expanded in the direction of Schiedam
and at the southside of the river in the late 19th century. The expansion of the port took flight in the
20th century. The petrochemical industry, still one of the most prominent in the port, first settled after
the construction of the ’Eerste Petroleumhaven’ at Pernis in 1929. The petrochemical industry further
expanded to the Botlek area in 1947. The Suez Crisis in 1956 led to the scaling of tankers. Rotterdam
capitalised on this development with the construction of the Europoort area, which was accessible
to the largest ocean-going vessels. Consequently, by 1962, the port of Rotterdam had become the
largest port globally. The construction of the Europoort meant the port now stretched from the city
all the way to the sea, marking the culmination of expansion possibilities. Nevertheless, the hunt for
spatial expansion continued.

The amount of ships attending the port grew in the second half of the 20th century, as well as there size,
resulting in the need for spatial expansion. This led to the construction of an artificial landmass in the
North Sea: Maasvlakte 1. Expansion continued in the 21st century with the latest project Maasvlakte
2, which was commissioned in May 2013. With this addition the total port area accumulates to 12,500
hectares. In this area the port accommodates approximately 120 industrial companies representing di-
verse sectors and activities. These activities make that the port area provides employment for 183,000
FTE and has an added value of 2.8% of the Dutch GDP. A study on the effect of the ports in the Rhine-
Meuse area on the entire Dutch economy even estimated the total employment provided at 563,800
FTE and a total added value of 63 billion euro, equivalent to 8.2% of the Dutch GDP [20].

1TEU, twenty-foot equivalent unit, is a unit of cargo capacity based on a standard intermodal container with a length of 20 foot
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Grid topology HIC

Figure B.1: 150kV substations (blue dots) and corresponding clusters (striped lines)

Figure B.2: Zoomed image of 150 kV substation in the Maasvlakte and Europoort areas
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Figure B.3: Zoomed image of 150 kV substation between the Theemsweg and Waalhaven areas1

Figure B.4: 380 kV substation in the HIC Rotterdam (lined dots indicate connection to the national 380 kV grid)

1EA = Individual connection (’eigen aansluiting’ in Dutch)
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Energy hub technologies

In Chapter 5 a selection is made on components eligible for energy hub integration based on the
components lists provided in that chapter. The component lists mentioned there are derived from the
literature search on energy hub components. The output of this literature search is presented here in
Tables C.1 and C.2. These tables also shows the power capacity and TRL of some of the components.
Components that lack an indication for either or both are excluded on other criteria(s) already. The
tables presented in Chapter 5 are concatenated as some of the components listed here are similar in
use.

Table C.1: Overview of potential storage components for an energy hub

Type Storage utilities Energy in/output Storage medium
Chemical H2-tank H2 H2O
Chemical Salt cavern H2 H2O
Chemical NH3-tank H2 NH3
Electrical Supercapacitor E Electric capacity
Electrochemical EV E Chemical
Electrochemical Li-ion battery E Chemical
Electrochemical Redox-flow battery E Chemical
Electromagnetic SMES E Magnetic field
Latent heat Ice storage C H2O
Latent heat Cryogenic air H Air
Mechanical Flywheel E Rotational
Mechanical Pumped hydro E Potential
Mechanical CAES E Potential
Sensible heat Molten salt H Salt
Sensible heat Hot water H H2O
Sensible heat Hollow rock H Rocks
Thermo-chemical heat Adsorption H Sorbent
Thermo-chemical heat Salt hydrate (Cellcius) H Salt
C = Cooling, E = Electricity, H = Heat, H2 = Hydrogen
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Table C.2: Overview of potential conversion components for an energy hub

Type Conversion technologies Input Output Capacity (MW) TRL
Biogas production Pyrolysis BM BF, BG, SG 30 8/9
Biogas production Anaerobic digestion BM BF, BG, H 5.5 9
Boiler Natural gas boiler NG S / H 3-73 9
Boiler Biomass boiler BM S / H 345 9
Boiler H2 boiler H2 S / H 1-300 8/9
CHP CHP (turbine+ORC) NG E, H 24-900 9
Fuel cell Solid Oxide FC H2 / M / NG E, H 20 9
Fuel cell PEM FC a H2 / M / NG E, H 2 8
Fuel cell Alkaline FC E, H <8
Fuel cell Molten Carbonate FC E, H <8
Fuel cell Posphoric Acid FC E, H <8
H2 conversion Haber-Bosch H2, N2, NG NH3 9
H2 conversion Haber-Bosch electric H2, N2, E NH3 8.5 8/9
H2 production Methane pyrolysis CH4 H2 3/6
H2 production Partial oxidation NG, BM, O2 SG, S 350 9
H2 production Elektrolyser Alkaline E H2, S / H 1000 8/9
H2 production SMR b NG SG, S 300 9
H2 production Elektrolyser PEM E H2, S / H 1000 8/9
H2 production Gasification BM/C SG, S 1000 8
H2 production TWSC c H2O, H H2 3/4
H2P ORC low heat d LT heat E 5 9
H2P ORC high heat d HT heat E 17.5 9
H2P RTG e H E 3/5
H2P RED f H E 2
Mechanical Piezoelectric generator Mechanical E 0.001 8
P2H Electrode boiler E S / H 90 9
P2H Electric boiler E S / H 5 9
P2H Heat pump E H 20 9
Renewable Wind E 3-15 9
Renewable Solar PV E 144 9
Renewable Geothermal E, H 8-15 8
Renewable Hydropower E 25 8/9
Renewable Solar thermal E, H 500 8
Renewable Tidal energy E 1.2 5/8
Renewable OTEC g E, H 100 4/5
Renewable Wave energy E 5/6
Rotary engine Biogas turbine BG E, H 8 9
Rotary engine Fuel/natural gas turbine NG, H2 E, H 500 9
Rotary engine ICE h NG E, H 10 9
Rotary engine Steam turbine NG/BG E, H 8598/740 9
Rotary engine Ammonia turbine NH3 E, H 288 5/7
Waste RIFT i Iron powder S / H 100 5/7
Waste Waste incineration Waste S / H 9
BF = Biofuel, BG = Biogas, BM = Biomass, C = coal, CH4 = Methane, E = Electricity, H = Heat, H2 =
Hydrogen, H2O = water, M = Methanol, NG = Natural gas, NH3 = Ammonia, S = Steam, SG = Syngas

a PEM = Proton exchange membrane
b SMR = Steam methane reforming
c TWSC = Thermochemical water splitting cycle
d ORC = Organic rankine cycle
e RTG = Radioisothope thermoelectric generator
f RED = Reverse electrodialysis
g OTEC = Ocean thermal energy conversion
h ICE = Internal combustion engine
i RIFT = Renewable Iron Fuel Technology
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Generating load profiles

In Chapter 7 scenarios are designed for an industrial cluster that is modelled in Chapter 8. Before these
research phases can start however a model of the industrial cluster’s electricity system needs to be
made. Through a literature search a list of components is compiled that together make up the operation
of a tank terminal. Combining literature data with information gathered from terminal operators gives
insights into the power ratings of components and operating hours. These two characteristics are
needed to generate a component’s load profile. For each terminal a model is made that includes the
number of components for each actual terminal. Due to confidentiality reasons these compositions are
not shared in this report.

The generated load profiles are tuned by comparing the load duration curve (LDC) of the generated
profile with the LDC of the measured load data. A validation is done using the LDC as it will not be
possible to recreate an hourly copy of the measured data, since the hourly operation of a terminal is
not predictable. To this research the LDC of a load profile is more interesting as the electricity load
model is meant to calculate the overloads over an entire year. Furthermore, the characteristics of the
generated load profile are compared to those of the measured load data by comparing their mean,
median, standard deviation and skewness.

The generated LDC’s for all four load models and their respective measured data are presented in
Figures D.1-D.4. Tables D.1-D.4 show the comparison on the profile’s characteristics respectively. For
terminals 2-4 the generated LDCmatches the measured data well, supported by the metrics. The mean
is used to scale the power ratings of the components, therefore all four graphs score relatively well on
this metric. Standard deviation for terminals 2-4 shows less than 10% difference highlighting similar
characteristics. Skewness for terminals 3-4 can be regarded similar. For terminal 2 the measured load
is skewed towards the half of the dataset with lower values. This is mainly caused by the long ’tail’ of
the graph, as can be seen in Figure D.2. For terminal 1 it proved harder to obtain a similar LDC. Partly,
this is due to the fact that less insights were provided into the terminal’s operation.
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Figure D.1: Load duration curve of measured and generated load for terminal 1

Table D.1: Analysis on similarity between both profiles for terminal 1

Metric Measured load Generated load Difference
Mean 377 412 -9.46%
Median 318 405 -27.24%
Std dev 194 135 30.3%
Skewness 1.95 0.481
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Figure D.2: Load duration curve of measured and generated load for terminal 2

Table D.2: Analysis on similarity between both profiles for terminal 2

Metric Measured load Generated load Difference
Mean 2333 2309 1.05%
Median 2352 2310 1.79%
Std dev 270.4 250.1 7.50%
Skewness -0.6793 0.0145
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Figure D.3: Load duration curve of measured and generated load for terminal 3

Table D.3: Analysis on similarity between both profiles for terminal 3

Metric Measured load Generated load Difference
Mean 816 800 1.92%
Median 796 791 0.63%
Std dev 166 180 8.46%
Skewness 0.456 0.284
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Figure D.4: Load duration curve of measured and generated load for terminal 4

Table D.4: Analysis on similarity between both profiles for terminal 4

Metric Measured load Generated load Difference
Mean 1847 1838 0.46%
Median 1828 1823 0.28%
Std dev 350.7 342.4 2.38%
Skewness 0.3738 0.2455



E
Internal and external factors

For the design of the scenario space a literature search is performed. Reports describing future sce-
narios guided the development of a list of external and external factors and their parametrisation as
well as quantification. The future scenarios described in business reports acted as directive for the
bandwidths of the uncertainty intervals in the scenario model.

The outcomes of this literature search are presented in the form of an Excel sheet in Figures E.1 and E.2.
In addition to a literature search two workshop sessions are organised to refine the lists of external and
internal factors, as well as their parametrisation and quantification. The body of the workshop sessions
was a brainstorm on the different factors. Participants were asked to write down internal and external
factors they could think of that might impact the cluster of terminals in the future. An image is presented
in Figure E.3 and Figure E.4 showing parts of the outcomes of the workshop. In the following part of
the workshop factors already on the list or newly written down were discussed.
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Figure E.1: Outcome of the literature search on internal factors
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Figure E.2: Outcome of the literature search on external factors
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Figure E.3: Image of part of the outcomes of the brainstorm during the workshop
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Figure E.4: Image of provided internal factors as preparation for the workshop, additional factors are written down and pasted
on the list



F
Modelling assumptions

109



110

Figure F.1: Overview of all assumptions made in the construction of both models, presented in an Excel sheet



G
Sensitivity Analysis

A sensitivity analysis is done to verify the outcomes of the simulation model and PRIM analysis. The
exact values of the outcomes in this research are less important than the story they tell. As described
in Chapter 10, the model lacks detail to use the outcomes for calculations on system planning. The
outcomes do however illustrate important drivers in the development of the cluster’s energy system.
This sensitivity analysis is done to show the model is implemented correctly and subsequent analyses
are sound. First, the outcomes of the simulation model are tested when calculated for different initial
parameters. Then, the outcomes for the PRIM analysis are compared to outcomes for similar but
different scenario simulations.

G.1. Simulation model
As explained in Chapter 8 the simulationmodel calculates the operating schedules of the components at
the start of a run. This means that for every generated scenario the same schedule is used. Depending
on the configuration of the energy hub for every single scenario the profile then differs. An example of
some profiles generated from the same schedule is shown in Figure G.1.

Figure G.1: Load profiles for various simulation runs

The figure shows the load profiles of the cluster as a consequence of differing configurations. The con-
figurations are subsequently determined by the parameters chosen for every single scenario. From the
figure can be seen that even though the same schedule is used to generate the load profiles, different
profiles are generated. Nevertheless, it is interesting to evaluate the effect of a different schedule, as
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base for the simulations. Another simulation is run that uses a different generated schedule, but equal
parameter ranges. The run is performed for 20 scenarios and 400 policies as well. The outcome of
the feature scoring shows the parameters influencing the overloads for this simulation run in Table G.1.
When comparing this feature scoring to the one in 9.1 it is clear that similar results are obtained. Both
tables show a similar outcome as ’Pelec’ and ’shoreSGV ’ top the table followed by ’PEboiler ’, ’PCHP ’ and
’nterminals’. At the bottom of the table variables associated with the area of solar PV, EV charging
or VRU’s are found. The tables do show however that the variables are not weighted exactly similar.
Nonetheless, similar conclusions can be drawn on components influencing the overload of the system.

Table G.1: Top and bottom 10 feature scores of another simulation run for ’overload’

Nr Parameter Score Nr Parameter Score
1 P_elec 0.2184 34 n4_SGV 0.0051
2 shore_SGV 0.1942 35 n1_mixers 0.0050
3 P_CHP 0.1287 36 A4_solarPV 0.0050
4 P_Eboiler 0.1139 37 n3_DVI 0.0049
5 n_terminals 0.0555 38 A2_solarPV 0.0049
6 n2_SGV 0.0293 39 n3_comp 0.0049
7 shore_barge 0.0196 40 n4_EV 0.0048
8 n2_barge 0.0130 41 n3_barge 0.0047
9 n1_SGV 0.0126 42 n3_EV 0.0045
10 n1_truck 0.0113 43 A1_solarPV 0.0045

For these simulations it was chosen to calculate 8000 experiments, as 20 scenarios and 400 policies
are selected. In Tables G.2 and G.3 the feature scoring is shown following simulation runs with 100
scenarios/400 policies and 20 scenarios/2000 policies respectively. Both thus calculate 40,000 ex-
periments. This is close to the largest possible set of experiments that could be computed using the
available hardware, as a set of 50,000 experiments could not be computed.

Table G.2: Top and bottom 10 feature scores of simulation run for ’overload’ using 100 scenarios/400 policies

Nr Parameter Score Nr Parameter Score
1 P_elec 0.2234 34 n_wind 0.0059
2 shore_SGV 0.1820 35 A3_solarPV 0.0057
3 P_Eboiler 0.1296 36 A4_solarPV 0.0057
4 P_CHP 0.0902 37 A1_solarPV 0.0057
5 n_terminals 0.0680 38 P_DVI 0.0057
6 n2_SGV 0.0231 39 n2_comp 0.0057
7 P_gen 0.0142 40 n3_EV 0.0054
8 shore_barge 0.0133 41 n3_DVI 0.0054
9 P_bat 0.0131 42 n3_truck 0.0051
10 n3_SGV 0.0121 43 n1_DVI 0.0050

Both tables again show similar outcomes for the feature scoring for different simulation runs. For the
simulation run with 20 scenarios and 2000 policies the most influential variable is now ’shoreSGV ’. Nev-
ertheless, ’Pelec’ is still second with both showing similar values. The power rating of e-boilers and the
CHP-system are again the third and fourth variable, followed by the amount of terminals interconnected
in the cluster.

G.2. PRIM
A similar analysis is done on the outcomes of the PRIM analysis. First, for a single simulation run the
outcomes of different PRIM-boxes is compared. Then, the effect on the outcomes is evaluated when
a different simulation run is used to generate PRIM-boxes.

First, different PRIM-boxes are evaluated from the same simulation run. Figure G.2a shows the tradeoff
plot for the used simulation run. In this plot Box 60 is indicated by the red circle, Box 150 by the blue



G.2. PRIM 113

Table G.3: Top and bottom 10 feature scores of simulation run for ’overload’ using 20 scenarios/2000 policies

Nr Parameter Score Nr Parameter Score
1 shore_SGV 0.2184 34 n1_comp 0.0037
2 P_elec 0.1902 35 n2_DVI 0.0037
3 P_Eboiler 0.1404 36 n2_mixers 0.0037
4 P_CHP 0.1395 37 A1_solarPV 0.0037
5 n_terminals 0.0409 38 n3_truck 0.0036
6 n2_SGV 0.0403 39 n3_DVI 0.0036
7 shore_barge 0.0267 40 n1_DVI 0.0036
8 n3_SGV 0.0149 41 n4_SGV 0.0036
9 n1_SGV 0.0146 42 n3_mixers 0.0035
10 P_gen 0.0141 43 n4_DVI 0.0035

circle and Box 244 by the green circle. The output of the PRIM-boxes shows that all generate the same
outcome. During the course of this research there have been instances where different PRIM-boxes
with the same number of restricted dimensions have produced different outcomes. Therefore, the goal
has been to chose the PRIM-box with the highest score for both density and coverage while having
three or four restricted dimensions, as described in Chapter 8.

(a) Plot showing tradeoff, Box 60 (red), Box 150 (blue), Box 244(green) (b) Details of chosen box: Box 60

Figure G.2: PRIM-boxes for overloads = 0

(a) Details of chosen box: Box 150 (b) Details of chosen box: Box 244

Figure G.3: PRIM-boxes for overloads = 0

When plotting the tradeoff for a different simulation run with equal initial parameters a similar curve is
the result, as is shown in Figure G.4. Furthermore, the outcome for the PRIM-boxes of this simulation
is equal to the PRIM-boxes found for the previous simulation run. PRIM-box 150 is indicated by the
red circle in Figure G.4. These analyses show that the results provided in Chapter 9 are sound and
conclusions can be drawn on the outcomes of the simulations.
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Figure G.4: Plot showing tradeoff for different simulation run

Figure G.5: Details of chosen box: Box 103



H
Python Code

1 # -*- coding: utf-8 -*-
2 """
3 Created on Tue Mar 19 11:35:21 2024
4

5 @author: lbal1
6 """
7

8 import sys
9 import random
10 import copy
11 import numpy as np
12 import pandas as pd
13 import matplotlib.pyplot as plt
14 from ema_workbench import Model, Constant, RealParameter, BooleanParameter, IntegerParameter,

CategoricalParameter , ArrayOutcome, ScalarOutcome, ema_logging, perform_experiments
15 from ema_workbench.util.utilities import save_results, load_results
16 from ema_workbench.analysis.scenario_discovery_util import RuleInductionType
17 import ema_workbench.analysis.prim as prim
18

19 from ema_workbench.analysis import feature_scoring
20 import seaborn as sns
21 ema_logging.log_to_stderr(ema_logging.INFO)
22

23 #%% Import datasets
24

25 irradiation = pd.read_excel("zonuren_2021_Rotterdam.xlsx", usecols='AA', skiprows
=[0,1,2,3,4,5,6,7,8])

26 wind_speed = pd.read_excel("windsnelheden_2021_Rotterdam.xlsx", usecols='Z', skiprows=range
(11))

27

28 #%% Scenario parameters
29 P_mixer = 40
30 mixer_utilisation = [(32/730), ((714)/730)]
31 P_comp = 20 # compressor power
32 P_nitrob_barge = 40
33 P_nitrob_SGV = 200
34 P_truck = 400
35 P_EV = 55 # Suffices for

regular charging throughout the day
36 num_modes_Eboiler = 20 # 2 * 20 times

25 or 100 = 1 or 4 MW E-boiler
37

38 num_intervals_per_year = 672 # first week
39

40 #%% Variable generation
41 # Solar PV
42 P_solarPV = 0.0002 * irradiation # 20%

efficiency - P in [kW/m2]
43 P_solarPV = P_solarPV[:num_intervals_per_year]
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44

45 # Wind - Vestas V112-3.45
46 V = wind_speed
47 V[V < 3] = 0
48 V[V > 13] = 13
49 # cut-off speed van turbine is 25 m/s
50 Cp_wind = 0.817536
51 rho_air = 1.225 # density [kg/

m^3]
52 blade_radius = 56
53

54 wind_power = 0.0005 * Cp_wind * rho_air * blade_radius**2 * V**3 # Wind power
in kW - 1/2*Cp*rho*R^2*V^3

55 P_wind = wind_power[:num_intervals_per_year]
56 #%% Barge pumps+shorepower
57 # Barge berths STR - gem. 151 = 38 uur
58 lb0_barge = [26, 36, 36, 28, 40, 8]
59 ub0_barge = [140, 256, 168, 360, 360, 352]
60

61 biased_set0_barge = [num for num in range(lb0_barge[0], ub0_barge[0])] + [num for num in
range(lb0_barge[1], ub0_barge[1])] + [num for num in range(lb0_barge[2], ub0_barge[2])] +
[num for num in range(lb0_barge[3], ub0_barge[3])] + [num for num in range(lb0_barge[4],
ub0_barge[4])] + [num for num in range(lb0_barge[5], ub0_barge[5])]

62

63 def generate_ones_barge(terminal_berths):
64 return random.choices([6, 1], [0.2, 0.8]) * random.choice(terminal_berths)
65

66 def generate_zeros_barge():
67 return [0] * random.randint(6, 108)
68

69 full_barge_schedule = []
70

71 for i in range(78): # 78 is
maximum amount of barge berths in cluster

72 barge_schedule = [] # Initialize data for each dataset
73 while len(barge_schedule) < num_intervals_per_year:
74 zeros_block = generate_zeros_barge()
75 barge_schedule.extend(zeros_block)
76 ones_block_barge = generate_ones_barge(biased_set0_barge)
77 barge_schedule.extend(ones_block_barge)
78 # Trim excess data if generated more than required
79 barge_schedule = barge_schedule[:num_intervals_per_year]
80 # Append the data to the list of datasets
81 full_barge_schedule.append(barge_schedule)
82

83 part_barge_shore_schedule = copy.deepcopy(np.array(full_barge_schedule))
84

85 for row in range(len(part_barge_shore_schedule)):
86 for x in range(len(part_barge_shore_schedule[row])):
87 if (part_barge_shore_schedule[row][x] == 1 or part_barge_shore_schedule[row][x] == 6)

:
88 if random.randint(1,5) == 1:
89 part_barge_shore_schedule[row][x] = 350
90 else:
91 part_barge_shore_schedule[row][x] = part_barge_shore_schedule[row][x] * 50
92

93 full_barge_shore_schedule = copy.deepcopy(np.array(full_barge_schedule))
94

95 for row in range(len(full_barge_shore_schedule)):
96 for x in range(len(full_barge_shore_schedule[row])):
97 if (full_barge_shore_schedule[row][x] == 1 or full_barge_shore_schedule[row][x] == 6)

:
98 full_barge_shore_schedule[row][x] = 350
99

100 #%% SGV pumps + shorepower
101 lb0_SGV = [32, 180, 108, 96, 22, 60]
102 ub0_SGV = [364, 296, 572, 152, 96, 340]
103

104 biased_set0_SGV = [num for num in range(lb0_SGV[0], ub0_SGV[0])] + [num for num in range(
lb0_SGV[1], ub0_SGV[1])] + [num for num in range(lb0_SGV[2], ub0_SGV[2])] + [num for num
in range(lb0_SGV[3], ub0_SGV[3])] + [num for num in range(lb0_SGV[4], ub0_SGV[4])] + [num
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for num in range(lb0_SGV[5], ub0_SGV[5])]
105

106 def generate_ones_SGV(terminal_berths):
107 return random.choices([3, 1], [0.2, 0.8]) * random.choice(terminal_berths)
108

109 def generate_zeros_SGV():
110 return [0] * random.randint(6, 108)
111

112 full_SGV_schedule = []
113

114 for i in range(23): # 23 is
maximum amount of SGV berths in cluster

115 SGV_schedule = [] # Initialize data for each dataset
116 while len(SGV_schedule) < num_intervals_per_year:
117 zeros_block_SGV = generate_zeros_SGV()
118 SGV_schedule.extend(zeros_block_SGV)
119 ones_block_SGV = generate_ones_SGV(biased_set0_SGV)
120 SGV_schedule.extend(ones_block_SGV)
121 SGV_schedule = SGV_schedule[:num_intervals_per_year]
122 full_SGV_schedule.append(SGV_schedule)
123

124 part_SGV_shore_schedule = copy.deepcopy(np.array(full_SGV_schedule))
125

126 for row in range(len(part_SGV_shore_schedule)):
127 for x in range(len(part_SGV_shore_schedule[row])):
128 if (part_SGV_shore_schedule[row][x] == 1 or part_SGV_shore_schedule[row][x] == 3):
129 if random.randint(1,5) == 1:
130 part_SGV_shore_schedule[row][x] = 2600
131 else:
132 part_SGV_shore_schedule[row][x] = part_SGV_shore_schedule[row][x] * 300
133

134 full_SGV_shore_schedule = copy.deepcopy(np.array(full_SGV_schedule))
135

136 for row in range(len(full_SGV_shore_schedule)):
137 for x in range(len(full_SGV_shore_schedule[row])):
138 if (full_SGV_shore_schedule[row][x] == 1 or full_SGV_shore_schedule[row][x] == 3):
139 full_SGV_shore_schedule[row][x] = 2600
140

141 #%% Compressors
142 uptime_comp = 16 # in hours
143 downtime_comp = 40 # in hours
144

145 def generate_ones_comp():
146 return [1] * random.randint(1, uptime_comp)
147

148 def generate_zeros_comp():
149 return [0] * random.randint(1, downtime_comp)
150

151 comp_data = []
152

153 # Generate the data for each compressor
154 for i in range(118):
155 comp = [] # Initialize data for each dataset
156

157 # Repeat the process until 35040 values are generated
158 while len(comp) < num_intervals_per_year:
159 ones_block = generate_ones_comp()
160 comp.extend(ones_block)
161

162 zeros_block = generate_zeros_comp()
163 comp.extend(zeros_block)
164 comp = comp[:num_intervals_per_year]
165

166 # Append the data to the list of datasets
167 comp_data.append(comp)
168

169 comp_data = np.array(comp_data)
170 #%% DVIs / BoGs
171 def generate_ones_DVI():
172 return [1] * random.randint(16, 19)
173
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174 # Function to generate a block of zeros
175 def generate_zeros_DVI():
176 return [0] * random.randint(16, 91)
177

178 # Initialize the list to store all datasets
179 full_DVI_schedules = []
180

181 # Generate the data for each DVI
182 for i in range(24):
183 schedules = []
184 while len(schedules) < num_intervals_per_year:
185 ones_block = generate_ones_DVI()
186 schedules.extend(ones_block)
187

188 zeros_block = generate_zeros_DVI()
189 schedules.extend(zeros_block)
190 schedules = schedules[:num_intervals_per_year]
191 full_DVI_schedules.append(schedules)
192

193 full_DVI_schedules = np.array(full_DVI_schedules)
194 #%% Nitrogen blanketing barge
195 # Function to select approximately 1/6 of the berths from the berthing schedule
196 def select_berths_barge(berths):
197 selected_berths_barge = []
198 for schedule in berths:
199 selected_schedule = []
200 for berth in schedule:
201 if (berth == 1 or berth == 6) and random.randint(1, 6) == 1: # Select

approximately 1/6 of the berths
202 selected_schedule.append(1)
203 else:
204 selected_schedule.append(0)
205 selected_berths_barge.append(selected_schedule)
206 return selected_berths_barge
207

208 full_barge_schedule = np.array(full_barge_schedule)
209

210 #%% Nitrogen blanketing SGV
211 # Function to select approximately 1/6 of the berths from the berthing schedule
212 def select_berths_SGV(berths):
213 selected_berths_SGV = []
214 for schedule in berths:
215 selected_schedule = []
216 for berth in schedule:
217 if (berth == 1 or berth == 3) and random.randint(1, 6) == 1: # Select

approximately 1/6 of the berths
218 selected_schedule.append(1)
219 else:
220 selected_schedule.append(0)
221 selected_berths_SGV.append(selected_schedule)
222 return selected_berths_SGV
223

224 full_barge_schedule = np.array(full_barge_schedule)
225 full_SGV_schedule = np.array(full_SGV_schedule)
226

227 #%% Truck charging
228 non_truck_t = 12# up to 3 hours of no truck
229

230 load_time = 2 # half an hour loading / charging
231

232 def generate_ones_truck():
233 return [1] * load_time
234

235 def generate_zeros_truck():
236 return [0] * random.randint(1,non_truck_t)
237

238 truck_schedule = []
239

240 for i in range(31):
241 truck = [] # Initialize data for each dataset
242 while len(truck) < num_intervals_per_year:
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243 # Generate a block of ones
244 zeros_block = generate_zeros_truck()
245 truck.extend(zeros_block)
246 ones_block = generate_ones_truck()
247 truck.extend(ones_block)
248

249 truck = truck[:num_intervals_per_year]
250

251 # Append the data to the list of datasets
252 truck_schedule.append(truck)
253

254 truck_schedule = np.array([truck_schedule])
255

256 #%% EV charging
257 non_EV_t = 8# import
258

259 def generate_ones_EV():
260 return [1] * random.randint(28, 36) # working day

of 7 to 9 hours
261

262 def generate_zeros1_EV():
263 return [0] * random.randint(26, 36) # working day

starts between 06:30-09:00
264

265 def generate_zeros2_EV():
266 return [0] * 60
267

268 EV_schedule = []
269

270 for charger in range(105):
271 EV = []
272 for day in range(365):
273 day = []
274 zeros_block = generate_zeros1_EV()
275 day.extend(zeros_block)
276 ones_block = generate_ones_EV()
277 day.extend(ones_block)
278 zeros_block = generate_zeros2_EV()
279 day.extend(zeros_block)
280

281 day = day[:96]
282 EV.extend(day)
283 EV = EV[:num_intervals_per_year]
284 EV_schedule.append(EV)
285

286 EV_schedule = np.array([EV_schedule])
287

288 #%% E-boiler
289

290 def generate_ones_Eboiler_winter():
291 return [1] * random.randint(16, 91)
292

293 def generate_zeros_Eboiler_winter():
294 return [0] * random.randint(16, 19)
295

296 def generate_ones_Eboiler_summer():
297 return [1] * random.randint(16, 19)
298

299 def generate_zeros_Eboiler_summer():
300 return [0] * random.randint(16, 91)
301

302 def generate_ones_Eboiler():
303 return [1] * random.randint(16, 31)
304

305 def generate_zeros_Eboiler():
306 return [0] * random.randint(16, 31)
307

308 # Initialize the list to store all datasets
309 Eboiler_data1 = []
310 Eboiler_data2 = []
311



120

312 # Generate the data for each heated tank
313 for i in range(num_modes_Eboiler):
314 data1 = []
315 while len(data1) < 5840:
316 ones_block = generate_ones_Eboiler_winter()
317 data1.extend(ones_block)
318 zeros_block = generate_zeros_Eboiler_winter()
319 data1.extend(zeros_block)
320 data1 = data1[:5840]
321 while 5840 <= len(data1) < 14600:
322 ones_block = generate_ones_Eboiler()
323 data1.extend(ones_block)
324 zeros_block = generate_zeros_Eboiler()
325 data1.extend(zeros_block)
326 data1 = data1[:14600]
327 while 14600 <= len(data1) < 26280:
328 ones_block = generate_ones_Eboiler_summer()
329 data1.extend(ones_block)
330 zeros_block = generate_zeros_Eboiler_summer()
331 data1.extend(zeros_block)
332 data1 = data1[:26280]
333 while 26280 <= len(data1) < 29200:
334 ones_block = generate_ones_Eboiler()
335 data1.extend(ones_block)
336 zeros_block = generate_zeros_Eboiler()
337 data1.extend(zeros_block)
338 data1 = data1[:29200]
339 while 29200 <= len(data1) < 35040:
340 ones_block = generate_ones_Eboiler_winter()
341 data1.extend(ones_block)
342 zeros_block = generate_zeros_Eboiler_winter()
343 data1.extend(zeros_block)
344

345 data1 = data1[:num_intervals_per_year]
346 Eboiler_data1.append(data1)
347

348 # Generate the data for each heated tank
349 for i in range(num_modes_Eboiler):
350 data = []
351 while len(data) < 5840:
352 zeros_block = generate_zeros_Eboiler_winter()
353 data.extend(zeros_block)
354 ones_block = generate_ones_Eboiler_winter()
355 data.extend(ones_block)
356 data = data[:5840]
357 while 5840 <= len(data) < 14600:
358 zeros_block = generate_zeros_Eboiler()
359 data.extend(zeros_block)
360 ones_block = generate_ones_Eboiler()
361 data.extend(ones_block)
362 data = data[:14600]
363 while 14600 <= len(data) < 26280:
364 zeros_block = generate_zeros_Eboiler_summer()
365 data.extend(zeros_block)
366 ones_block = generate_ones_Eboiler_summer()
367 data.extend(ones_block)
368 data = data[:26280]
369 while 26280 <= len(data) < 29200:
370 zeros_block = generate_zeros_Eboiler()
371 data.extend(zeros_block)
372 ones_block = generate_ones_Eboiler()
373 data.extend(ones_block)
374 data = data[:29200]
375 while 29200 <= len(data) < 35040:
376 zeros_block = generate_zeros_Eboiler_winter()
377 data.extend(zeros_block)
378 ones_block = generate_ones_Eboiler_winter()
379 data.extend(ones_block)
380 data = data[:num_intervals_per_year]
381 Eboiler_data2.append(data)
382
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383 Eboiler_data_full = np.array(Eboiler_data1) + np.array(Eboiler_data2)
384

385 #%% Other
386 other_cols = 20 # amount of

'other' assets operating at random times
387

388 #%% EMA model
389 def energy_problem(n_terminals=None, n1_barge=None, n2_barge=None, n3_barge=None, n4_barge=

None, shore_barge=None, n1_SGV=None, n2_SGV=None,
390 n3_SGV=None, n4_SGV=None, shore_SGV=None, n1_mixers=None, n2_mixers=None,

n3_mixers=None, n4_mixers=None, n1_comp=None,
391 n2_comp=None, n3_comp=None, n4_comp=None, P_DVI=None, n1_DVI=None, n2_DVI=

None, n3_DVI=None, n4_DVI=None, n1_truck=None,
392 n2_truck=None, n3_truck=None, n4_truck=None, n1_EV=None,n2_EV=None, n3_EV=

None, n4_EV=None, P_other=None, P_Eboiler=None,
393 P_elec23=None, P_elec4=None,
394 P_gen=None, P_bat=None, P_CHP=None, A1_solarPV=None, A2_solarPV=None,

A3_solarPV=None, A4_solarPV=None,
395 n_wind=None):
396 if shore_barge == 0:
397 Barge1 = np.array(full_barge_schedule[:n1_barge])
398 Barge2 = np.array(full_barge_schedule[8:n2_barge+8])
399 Barge3 = np.array(full_barge_schedule[33:n3_barge+33])
400 Barge4 = np.array(full_barge_schedule[48:n4_barge+48])
401 P_barge1 = 50 * sum(Barge1)
402 P_barge2 = 50 * sum(Barge2)
403 P_barge3 = 50 * sum(Barge3)
404 P_barge4 = 50 * sum(Barge4)
405 elif shore_barge == 2:
406 Barge1 = np.array(full_barge_shore_schedule[:n1_barge])
407 Barge2 = np.array(full_barge_shore_schedule[8:n2_barge+8])
408 Barge3 = np.array(full_barge_shore_schedule[33:n3_barge+33])
409 Barge4 = np.array(full_barge_shore_schedule[48:n4_barge+48])
410 P_barge1 = sum(Barge1)
411 P_barge2 = sum(Barge2)
412 P_barge3 = sum(Barge3)
413 P_barge4 = sum(Barge4)
414 elif shore_barge == 1:
415 Barge1 = np.array(part_barge_shore_schedule[:n1_barge])
416 Barge2 = np.array(part_barge_shore_schedule[8:n2_barge+8])
417 Barge3 = np.array(part_barge_shore_schedule[33:n3_barge+33])
418 Barge4 = np.array(part_barge_shore_schedule[48:n4_barge+48])
419 P_barge1 = sum(Barge1)
420 P_barge2 = sum(Barge2)
421 P_barge3 = sum(Barge3)
422 P_barge4 = sum(Barge4)
423 if shore_SGV == 0:
424 SGV1 = np.array(full_SGV_schedule[:n1_SGV])
425 SGV2 = np.array(full_SGV_schedule[3:n2_SGV+3])
426 SGV3 = np.array(full_SGV_schedule[10:n3_SGV+10])
427 SGV4 = np.array(full_SGV_schedule[15:n4_SGV+15])
428 P_SGV1 = 300 * sum(SGV1)
429 P_SGV2 = 300 * sum(SGV2)
430 P_SGV3 = 300 * sum(SGV3)
431 P_SGV4 = 300 * sum(SGV4)
432 elif shore_SGV == 2:
433 SGV1 = np.array(full_SGV_shore_schedule[:n1_SGV])
434 SGV2 = np.array(full_SGV_shore_schedule[3:n2_SGV+3])
435 SGV3 = np.array(full_SGV_shore_schedule[10:n3_SGV+10])
436 SGV4 = np.array(full_SGV_shore_schedule[15:n4_SGV+15])
437 P_SGV1 = sum(SGV1)
438 P_SGV2 = sum(SGV2)
439 P_SGV3 = sum(SGV3)
440 P_SGV4 = sum(SGV4)
441 elif shore_SGV == 1:
442 SGV1 = np.array(part_SGV_shore_schedule[:n1_SGV])
443 SGV2 = np.array(part_SGV_shore_schedule[3:n2_SGV+3])
444 SGV3 = np.array(part_SGV_shore_schedule[10:n3_SGV+10])
445 SGV4 = np.array(part_SGV_shore_schedule[15:n4_SGV+15])
446 P_SGV1 = sum(SGV1)
447 P_SGV2 = sum(SGV2)
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448 P_SGV3 = sum(SGV3)
449 P_SGV4 = sum(SGV4)
450 Mixer1 = np.array([random.choices([1, 0], mixer_utilisation, k=num_intervals_per_year)

for _ in range(n1_mixers)])
451 Mixer2 = np.array([random.choices([1, 0], mixer_utilisation, k=num_intervals_per_year)

for _ in range(n2_mixers)])
452 Mixer3 = np.array([random.choices([1, 0], mixer_utilisation, k=num_intervals_per_year)

for _ in range(n3_mixers)])
453 Mixer4 = np.array([random.choices([1, 0], mixer_utilisation, k=num_intervals_per_year)

for _ in range(n4_mixers)])
454 P_mixer1 = P_mixer * np.sum(Mixer1, axis=0)
455 P_mixer2 = P_mixer * np.sum(Mixer2, axis=0)
456 P_mixer3 = P_mixer * np.sum(Mixer3, axis=0)
457 P_mixer4 = P_mixer * np.sum(Mixer4, axis=0)
458 Comp1 = comp_data[:n1_comp]
459 Comp2 = comp_data[8:n2_comp+8]
460 Comp3 = comp_data[48:n3_comp+48]
461 Comp4 = comp_data[68:n4_comp+68]
462 P_comp1 = P_comp * sum(Comp1)
463 P_comp2 = P_comp * sum(Comp2)
464 P_comp3 = P_comp * sum(Comp3)
465 P_comp4 = P_comp * sum(Comp4)
466 DVI1 = full_DVI_schedules[:n1_DVI]
467 DVI2 = full_DVI_schedules[2:n2_DVI+2]
468 DVI3 = full_DVI_schedules[10:n3_DVI+10]
469 DVI4 = full_DVI_schedules[14:n4_DVI+14]
470 P_DVI1 = P_DVI * sum(DVI1)
471 P_DVI2 = P_DVI * sum(DVI2)
472 P_DVI3 = P_DVI * sum(DVI3)
473 P_DVI4 = P_DVI * sum(DVI4)
474 nitrob_barge1 = select_berths_barge(full_barge_schedule[:n1_barge])
475 nitrob_barge2 = select_berths_barge(full_barge_schedule[5:n2_barge+5])
476 nitrob_barge3 = select_berths_barge(full_barge_schedule[25:n3_barge+25])
477 nitrob_barge4 = select_berths_barge(full_barge_schedule[40:n4_barge+40])
478 P_nitrob_barge1 = P_nitrob_barge * np.sum(nitrob_barge1, axis=0)
479 P_nitrob_barge2 = P_nitrob_barge * np.sum(nitrob_barge2, axis=0)
480 P_nitrob_barge3 = P_nitrob_barge * np.sum(nitrob_barge3, axis=0)
481 P_nitrob_barge4 = P_nitrob_barge * np.sum(nitrob_barge4, axis=0)
482 nitrob_SGV1 = select_berths_SGV(full_SGV_schedule[:n1_SGV])
483 nitrob_SGV2 = select_berths_SGV(full_SGV_schedule[3:n2_SGV]+3)
484 nitrob_SGV3 = select_berths_SGV(full_SGV_schedule[9:n3_SGV]+9)
485 nitrob_SGV4 = select_berths_SGV(full_SGV_schedule[15:n4_SGV]+15)
486 P_nitrob_SGV1 = P_nitrob_SGV * np.sum(nitrob_SGV1, axis=0)
487 P_nitrob_SGV2 = P_nitrob_SGV * np.sum(nitrob_SGV2, axis=0)
488 P_nitrob_SGV3 = P_nitrob_SGV * np.sum(nitrob_SGV3, axis=0)
489 P_nitrob_SGV4 = P_nitrob_SGV * np.sum(nitrob_SGV4, axis=0)
490 truck1 = truck_schedule[:n1_truck]
491 truck2 = truck_schedule[3:n2_truck+3]
492 truck3 = truck_schedule[13:n3_truck+13]
493 truck4 = truck_schedule[21:n4_truck+21]
494 P_truck1 = P_truck * np.sum(truck1, axis=(0,1))
495 P_truck2 = P_truck * np.sum(truck2, axis=(0,1))
496 P_truck3 = P_truck * np.sum(truck3, axis=(0,1))
497 P_truck4 = P_truck * np.sum(truck4, axis=(0,1))
498 n_1p = n1_EV // 2
499 n_1r = n1_EV - n_1p
500 n_2p = n2_EV // 2
501 n_2r = n2_EV - n_2p
502 n_3p = n3_EV // 2
503 n_3r = n3_EV - n_3p
504 n_4p = n4_EV // 2
505 n_4r = n4_EV - n_4p
506 EV1 = EV_schedule[:n_1r]
507 EV2 = EV_schedule[10:n_2r+10]
508 EV3 = EV_schedule[60:n_3r+60]
509 EV4 = EV_schedule[85:n_4r+85]
510 P_EV1 = P_EV * np.sum(EV1, axis=(0,1))
511 P_EV2 = P_EV * np.sum(EV2, axis=(0,1))
512 P_EV3 = P_EV * np.sum(EV3, axis=(0,1))
513 P_EV4 = P_EV * np.sum(EV4, axis=(0,1))
514 P_EVs1 = P_EV1 + (P_EV * n_1p)
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515 P_EVs2 = P_EV2 + (P_EV * n_2p)
516 P_EVs3 = P_EV3 + (P_EV * n_3p)
517 P_EVs4 = P_EV4 + (P_EV * n_4p)
518 P_Eboilers = P_Eboiler * sum(Eboiler_data_full)
519 Other1 = np.array([[random.random() for _ in range(other_cols)] for _ in range(

num_intervals_per_year)])
520 Other2 = np.array([[random.random() for _ in range(other_cols)] for _ in range(

num_intervals_per_year)])
521 Other3 = np.array([[random.random() for _ in range(other_cols)] for _ in range(

num_intervals_per_year)])
522 Other4 = np.array([[random.random() for _ in range(other_cols)] for _ in range(

num_intervals_per_year)])
523 P_other1 = P_other * sum(Other1.T)
524 P_other2 = P_other * sum(Other2.T)
525 P_other3 = P_other * sum(Other3.T)
526 P_other4 = P_other * sum(Other4.T)
527 P_solarPV1 = np.array(P_solarPV.T * A1_solarPV)
528 P_solarPV2 = np.array(P_solarPV.T * A2_solarPV)
529 P_solarPV3 = np.array(P_solarPV.T * A3_solarPV)
530 P_solarPV4 = np.array(P_solarPV.T * A4_solarPV)
531 P_winds = np.array(P_wind * n_wind)
532 if n_terminals == 4:
533 P_barges = P_barge1 + P_barge2 + P_barge3 + P_barge4
534 P_SGVs = P_SGV1 + P_SGV2 + P_SGV3 + P_SGV4
535 P_mixers = P_mixer1 + P_mixer2 + P_mixer3 + P_mixer4
536 P_comps = P_comp1 + P_comp2 + P_comp3 + P_comp4
537 P_DVIs = P_DVI1 + P_DVI2 + P_DVI3 + P_DVI4
538 P_nitrob_barges = P_nitrob_barge1 + P_nitrob_barge2 + P_nitrob_barge3 +

P_nitrob_barge4
539 P_nitrob_SGVs = P_nitrob_SGV1 + P_nitrob_SGV2 + P_nitrob_SGV3 + P_nitrob_SGV4
540 P_trucks = P_truck1 + P_truck2 + P_truck3 + P_truck4
541 P_EVs = P_EVs1 + P_EVs2 + P_EVs3 + P_EVs4
542 P_others = P_other1 + P_other2 + P_other3 + P_other4
543 P_solarPVs = P_solarPV1 + P_solarPV2 + P_solarPV3 + P_solarPV4
544 P_elec = P_elec4
545 if n_terminals == 2:
546 P_barges = P_barge1 + P_barge2
547 P_SGVs = P_SGV1 + P_SGV2
548 P_mixers = P_mixer1 + P_mixer2
549 P_comps = P_comp1 + P_comp2
550 P_DVIs = P_DVI1 + P_DVI2
551 P_nitrob_barges = P_nitrob_barge1 + P_nitrob_barge2
552 P_nitrob_SGVs = P_nitrob_SGV1 + P_nitrob_SGV2
553 P_trucks = P_truck1 + P_truck2
554 P_EVs = P_EVs1 + P_EVs2
555 P_others = P_other1 + P_other2
556 P_solarPVs = P_solarPV1 + P_solarPV2
557 P_elec = P_elec23
558 else:
559 P_barges = P_barge1 + P_barge2 + P_barge3
560 P_SGVs = P_SGV1 + P_SGV2 + P_SGV3
561 P_mixers = P_mixer1 + P_mixer2 + P_mixer3
562 P_comps = P_comp1 + P_comp2 + P_comp3
563 P_DVIs = P_DVI1 + P_DVI2 + P_DVI3
564 P_nitrob_barges = P_nitrob_barge1 + P_nitrob_barge2 + P_nitrob_barge3
565 P_nitrob_SGVs = P_nitrob_SGV1 + P_nitrob_SGV2 + P_nitrob_SGV3
566 P_trucks = P_truck1 + P_truck2 + P_truck3
567 P_EVs = P_EVs1 + P_EVs2 + P_EVs3
568 P_others = P_other1 + P_other2 + P_other3
569 P_solarPVs = P_solarPV1 + P_solarPV2 + P_solarPV3
570 P_elec = P_elec23
571 P_total = P_barges + P_SGVs + P_mixers + P_comps + P_DVIs + P_nitrob_barges +

P_nitrob_SGVs + P_trucks + P_EVs + P_Eboilers + P_others - P_solarPVs - P_winds
572 P_total = P_total[0,5:num_intervals_per_year] # Due to

digital square wave signal of certain components
573 P_input = P_elec + P_gen + P_bat + P_CHP
574 P_max_load = np.max(P_total)
575 P_th_load = np.max(P_barges) + np.max(P_SGVs) + np.max(P_mixers) + np.max(P_comps) + np.

max(P_DVIs) + np.max(P_nitrob_barges) + np.max(P_nitrob_SGVs) + np.max(P_trucks) + np
.max(P_EVs) + np.max(P_Eboilers) + np.max(P_others)

576 balance = P_max_load - P_input
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577 if balance > 0:
578 overload = balance
579 else:
580 overload = 0
581 return {"P_max_load": P_max_load, "overload": overload, "P_th_load": P_th_load}
582

583 energy_model = Model('EnergyModel', function=energy_problem)
584 energy_model.time_horizon = 1
585

586 #%% X, L
587 energy_model.uncertainties = [
588 CategoricalParameter("n_terminals", np.array([2, 3, 4])),
589

590 CategoricalParameter("P_elec", np.array([15000, 20000, 25000, 40000]))
591 ]
592

593 energy_model.constants = [
594 # Constant("P_elec", 20000),
595 # Constant("n1_truck", 0),
596 # Constant("n2_truck", 0),
597 # Constant("n3_truck", 0),
598 # Constant("n4_truck", 0),
599

600 # Constant("n1_EV", 10),
601 # Constant("n2_EV", 40),
602 # Constant("n3_EV", 25),
603 # Constant("n4_EV", 50),
604

605 # Constant("shore_barge", 2),
606 # Constant("shore_SGV", 2),
607

608 # Constant("P_Eboiler", 0)
609

610 # Constant("P_gen", 0),
611 # Constant("P_bat", 0),
612

613 # Constant("P_CHP", 0),
614

615 # Constant("A1_solarPV", 0),
616 # Constant("A2_solarPV", 0),
617 # Constant("A3_solarPV", 0),
618 # Constant("A4_solarPV", 0),
619

620 # Constant("n_wind", 0)
621 ]
622 energy_model.levers = [
623 IntegerParameter("n1_barge", 1, 8),
624 IntegerParameter("n2_barge", 7, 25),
625 IntegerParameter("n3_barge", 5, 15),
626 IntegerParameter("n4_barge", 7, 30),
627

628 IntegerParameter("n1_SGV", 0, 3),
629 IntegerParameter("n2_SGV", 2, 7),
630 IntegerParameter("n3_SGV", 1, 5),
631 IntegerParameter("n4_SGV", 2, 8),
632

633 IntegerParameter("n1_mixers", 20, 100),
634 IntegerParameter("n2_mixers", 100, 400),
635 IntegerParameter("n3_mixers", 50, 200),
636 IntegerParameter("n4_mixers", 150, 500),
637

638 IntegerParameter("n1_comp", 2, 8 ),
639 IntegerParameter("n2_comp", 10, 40),
640 IntegerParameter("n3_comp", 5, 20),
641 IntegerParameter("n4_comp", 15, 50),
642

643 RealParameter("P_DVI", 200, 600),
644

645 IntegerParameter("n1_DVI", 0, 2 ),
646 IntegerParameter("n2_DVI", 0, 8 ),
647 IntegerParameter("n3_DVI", 0, 4 ),
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648 IntegerParameter("n4_DVI", 0, 10),
649

650 CategoricalParameter("n1_truck", np.array([0, 1, 3])),
651 CategoricalParameter("n2_truck", np.array([0, 2, 10])),
652 CategoricalParameter("n3_truck", np.array([0, 2, 8])),
653 CategoricalParameter("n4_truck", np.array([0, 2, 10])),
654

655 CategoricalParameter("n1_EV", np.array([0, 2 , 10])),
656 CategoricalParameter("n2_EV", np.array([0, 10, 40])),
657 CategoricalParameter("n3_EV", np.array([0, 5 , 25])),
658 CategoricalParameter("n4_EV", np.array([0, 10, 50])),
659

660 CategoricalParameter("shore_barge", np.array([0, 1, 2])), # 0 = None, 1 =
20%, 2 = 100%

661

662 CategoricalParameter("shore_SGV", np.array([0, 1, 2])), # 0 = None, 1 =
20%, 2 = 100%

663

664 CategoricalParameter("P_Eboiler", np.array([0, 25, 100, 250, 500])),
665

666 IntegerParameter("P_other", 5, 50),
667

668 CategoricalParameter("P_gen", np.array([0, 1000, 5000])),
669

670 CategoricalParameter("P_bat", np.array([0, 1000, 5000])),
671

672 CategoricalParameter("P_CHP", np.array([0, 12000])),
673

674 CategoricalParameter("A1_solarPV", np.array([0, 500, 10000])),
675 CategoricalParameter("A2_solarPV", np.array([0, 1500, 80000])),
676 CategoricalParameter("A3_solarPV", np.array([0, 1000, 50000])),
677 CategoricalParameter("A4_solarPV", np.array([0, 1500, 100000])),
678

679 CategoricalParameter("n_wind", np.array([0, 1, 2]))
680 ]
681 energy_model.outcomes = [
682 ScalarOutcome("P_max_load"),
683 ScalarOutcome("overload"),
684 ScalarOutcome("P_th_load")
685 ]
686

687 #%% Perform experiments
688 # 2 uncertainties, 41 levers
689 results = perform_experiments(energy_model, scenarios=20, policies=400)
690 #%%
691 experiments, outcomes = results
692

693 #%% outcomes - run
694 # coverage: fraction of data in 'outputs of interest'
695 # density: fraction of cases in 'outputs of interest'
696 x = experiments
697 y2 = outcomes["overload"] > 15000
698

699 #%% PRIM search - run
700 prim_alg = prim.Prim(x, y2, threshold=0.8)
701

702 box1 = prim_alg.find_box()
703 print("PRIM␣box␣1:\n")
704 box1.show_tradeoff()
705 box1.inspect()
706 box1.inspect(style='graph')
707 box1.show_pairs_scatter()
708 plt.show()
709

710 #%% Another PRIM box 2
711 print("PRIM␣box␣2:\n")
712 box2 = prim_alg.find_box()
713 box2.show_tradeoff()
714 box2.inspect()
715 box2.inspect(style='graph')
716 box2.show_pairs_scatter()
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717

718 #%% And another PRIM box 3
719 print("PRIM␣box␣3:\n")
720 box3 = prim_alg.find_box()
721 box3.inspect()
722 box3.show_tradeoff()
723 box3.inspect(style='graph')
724 box3.show_pairs_scatter()
725 plt.show()
726

727 #%% Feature scoring
728 Y1 = outcomes["P_max_load"]
729 Y2 = outcomes["overload"]
730 y = {"P_max_load":Y1, "overload":Y2}
731 y_1 = {"P_max_load":Y1}
732 y_2 = {"overload":Y2}
733 fs = feature_scoring.get_feature_scores_all(x, y)
734 sns.heatmap(fs, cmap="viridis", annot=True)
735

736 plt.show()
737

738 fs = fs.nlargest(len(fs), 'overload')
739 fs_display = pd.concat([fs.head(20), fs.tail(20)])
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