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1 | INTRODUCTION

1.1 | Background and motivation

The prediction of remaining useful life (RUL) is crucial for complex systems such as electrical systems and has become an
increasingly popular research topic in recent years.! The RUL refers to the time remaining until a system can no longer per-
form its intended function, and accurate RUL prediction is essential for ensuring system safety and reliability, minimizing
maintenance costs, and maximizing its lifespan. Modern sensor technology has facilitated the collection of multivariate
sensor data, allowing real-time monitoring of a system’s health status. These multivariate data provide valuable infor-
mation on the system’s performance, which can be used to predict the RUL. Therefore, developing effective methods for
analyzing and processing multivariate sensor data is critical for accurate RUL prediction.

The major challenge in RUL prediction based on multivariate sensor data is the inability of any one-dimensional signal
to fully capture the variation of RUL.? One example of such data is the multivariate three-phase industrial induction motor
data used in our case study. Figure 1 shows an example of a motor with 11 channels of raw signals including current, voltage,
and temperature presented as a function of the experimental period (i.e., the cycles shown in Figure 1), where the true
value of RUL is also available. As seen, most signals do not exhibit a significant trend during the experiment, making
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FIGURE 1 Example of multivariate sensor data for a three-phase induction motor.

them unsuitable for direct use in RUL prediction. This challenge demonstrates the need for effective techniques to extract
relevant information from multiple sensor data for accurate RUL prediction. In the following subsection, we provide a
comprehensive review of the existing literature on RUL prediction based on multivariate sensor data, covering the three
main areas of research: sensor fusion techniques, degradation index (DI) methods, and RUL prediction models.

1.2 | Literature review
1.2.1 | Sensor fusion

In the field of degradation modeling for complex systems that collect multivariate sensor data, an effective fusion of the
sensor data is a critical task. Existing fusion methods for multivariate sensor data can be broadly categorized into three
groups: signal-level, feature-level, and decision-level.>~

Signal-level fusion involves the direct integration of all raw sensor signals. For instance,® directly fuses multisensor
data using a 2-D convolutional neural network and applies several artificial intelligence (AI) methods to the fused data
for fault detection and diagnosis of gearboxes. However, signal-level fusion requires caution since sensor recordings may
have different acquisition, pre-filtering, and amplification settings, and raw data fusion often requires commensurate data
as input.?

Feature-level fusion predicts the health status by combining extracted features from the data of each raw sensor. This
approach has been widely used due to its simplicity and effectiveness. For example, ref. [7] proposes an RUL prediction
method by performing a gated recurrent unit network on the extracted nonlinear features generated using kernel princi-
pal component analysis.® proposes an integrated deep multiscale feature fusion network for aero engine RUL prediction
using multisensor data, and they integrate features extracted from the convolutional neural network and gated recurrent
unit network.
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The third category, decision-level fusion, involves integrating the decisions made from independent analyses of mul-
tivariate sensor data, such as fault diagnosis, RUL prediction, or other types of analysis tasks. For example,’ develops
a decision-level fusion method by combining the high-dimensional decisions transformed from low-dimensional deci-
sions made based on individual sensor data.'” proposes a decision-level method for multisensor fusion for collaborative
fault diagnosis by using an enhanced voting fusion strategy. However, this approach is a post-processing technique that
heavily depends on the quality of the raw data and is highly sensitive to the decision fusion rules, limiting its practical
applications.'!

1.2.2 | Degradation index construction

The reviewed multivariate sensor data fusion methods in Section 1.2.1 share a common drawback: the absence of a univari-
ate index that credibly reflects the underlying degradation process. While some of these methods employ the raw sensor
data or extracted features as input to different AT models, there is still no satisfactory fused indicator that meets require-
ments such as monotonicity, smoothness, and maximum range information.'” As a result, these approaches tend to be less
interpretable with respect to the underlying degradation process, making many existing statistical methods inapplicable.
Consequently, the construction of an informative univariate index, or the DI as referred to in this paper, is a crucial step
towards describing the underlying degradation process based on multivariate sensor data.'>*

Several methods have been proposed for constructing the DI. For example,'® proposes a method to construct the DI
by fusing multi-sensor data at the signal level and using the resulting DI for the degradation modeling of an aircraft gas
turbine engine. Subsequent work has been done by refs. [12, 15-18]. In particular, ref. [19] presents a DI building method for
multivariate sensor data with censoring, which can automatically select informative sensor signals using the group least
absolute shrinkage and selection operator penalty. However, these methods may not be suitable for all practical cases
as they assume there should be a trend in some raw signals, which may not be the case where only extracted features
show such trends. Furthermore, these methods are all focused on raw sensor data and may be time-consuming for high-
dimensional feature spaces. In addition,' also notes that existing methods cannot perform automatic variable selection,
and the DI and variable selection procedure in their own work lacked an explanation for the contribution of each sensor.

1.2.3 | RUL prediction

To accurately predict the RUL, it is necessary to establish a precise correlation between the constructed DI and
RUL. Univariate DI-based RUL prediction methods typically fall into three categories: physical-based, data-driven, and
hybrid approaches.’”?! Physical-based methods require a thorough understanding of the degradation behavior based
on failure mechanisms, which can be challenging to obtain for complex systems. Conversely, data-driven methods
have gained attention in recent years due to their mechanism-agnostic approach, which infers the health status of
products from monitored degradation signals. Hybrid methods combine both physical-based and data-driven meth-
ods, but their effectiveness may be limited by the difficulty of obtaining accurate failure mechanisms for complex
systems.

Data-driven methods can be further classified into statistical and Al methods.? Statistical methods based on the Wiener
process, Gamma process, and inverse Gaussian process have been widely used. Examples and applications can be found in
refs. [23-28] and references therein. However, these stochastic process methods have some strong assumptions such as the
Markov property, and are also prone to model misspecification problems, which limit their application in engineering.?’
In contrast, Al methods are not affected by these limitations.’* Among them, the similarity-based method is widely used
for DI-based RUL prediction due to its intuitive and interpretable nature.’' Further examples can be found in the review
paper.*?

1.3 | Objective and overview
Based on the literature review, the issues of existing methods can be summarized as follows. Although direct mapping

of multivariate sensor data and RUL is possible, DI-based methods are often more intuitive and explainable. However,
existing DI-based methods mainly focus on cases where the raw sensor data have significant trends, which is not suitable
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for many applications, as demonstrated in Figure 1. Despite the inclusion of feature engineering procedures, existing DI-
based methods may still lack efficiency and applicability in high-dimensional feature spaces. Additionally, the accuracy of
existing DI-based methods for RUL prediction heavily relies on the form of DI and the sample size of the training dataset,
limiting their usefulness in certain applications.

Motivated by the above-mentioned issues, this paper proposes DI-based prognostic frameworks for predicting RUL in
complex systems. In contrast to existing DI-based methods, our constructed DI is feature-based and performs automatic
feature selection, which is essential for accurately capturing the underlying degradation trend of the system. Further-
more, our proposed DI incorporates a nonlinear relationship between the selected features and the degradation process,
better reflecting the complex and nonlinear nature of practical engineering applications. Based on the constructed DI and
similarity matching method, we have developed three frameworks for prognostic RUL prediction of complex systems that
collect multivariate sensor data. These frameworks are designed to overcome the challenges of accurately predicting RUL.
The basic principles of these frameworks are illustrated in Figure 2, highlighting the importance of data preprocessing,
feature extraction and selection, DI construction, and RUL prediction.

The main contributions of this paper are summarized as follows:

(1) Introduction of feature-level prognostics frameworks for DI-based RUL prediction, which can also automatically select
informative features.

(2) Development of a nonlinear form of DI to amalgamate representative features extracted from collected multivariate
sensor data.

(3) Proposal of an ensemble approach that stably integrates common and individual features.

The remainder of this paper is organized as follows. In Section 2, we provide details of the feature engineering process
for multivariate sensor data and the method used to construct a DI. The procedure for deriving similarity-based RUL
and quantifying the uncertainty of predictions is presented in Section 3. We then illustrate the developed prognostics
frameworks for DI-based RUL in Section 4. In Section 5, we conduct a simulation study to investigate the performance of
the proposed frameworks. In Section 6, we provide a case study based on real-world induction motors degradation data.
Finally, we give some concluding remarks and discussions in Section 7.

2 | DEGRADATION INDEX CONSTRUCTION
2.1 | Feature engineering

Raw sensor data typically consists of time series data with a fixed sampling frequency. However, analyzing the data at
each time point can be computationally expensive and may not yield useful information. To address this challenge, feature
extraction is commonly used to generate features from the raw time series that accurately describe the data while reducing
computational costs."*’ Additionally, feature selection can be employed to select the most informative subset of features,
as not all extracted features may be useful. Therefore, feature extraction and feature selection techniques are crucial for
exploring useful information and reducing computational costs.
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TABLE 1 Extracted features from raw sensor signals.

Feature Description Equation
. k .
D1 Average amplitude %Zi:l h()
= wo-pr )"
D> Standard deviation < % >
1/2
D3 Root mean square amplitude (i 2?:1 h(i)2>
2
. k ;
D Squared mean rooted absolute amplitude (i Y., 1h@IY 2)
k Sy
Ds Kurtosis coefficient Zi 0P
(k=1)p3
- " (h(D—p, )
Ds Skewness coefficient Z’“((—”fl)
(k=1)p3
P Peak value max |h(D)|
Ps Peak factor b
ps3
Do Margin factor &
D4
Waveform factor —m
Pro TS, )
Impulse factor &
Pu P L3E h()

In this study, we focus on investigating time-domain feature extraction techniques. Specifically, we employ the time
domain features used in previous works such as refs. [1] and [20]. The details of the extracted features are presented
in Table 1, where h represents a time series with a length of k. Among all the features, (py, p3, p4, p7) are used to
capture the amplitude and energy of each signal, while the remaining ones reflect the distribution of the signal over
the time domain. Note that the features listed in Table 1 differ for each signal and k denotes the total length of the
signal.

Since noisy features can impede modeling accuracy, feature selection is often utilized to retain the most important
subset of features. In many existing works on DI construction, Fisher’s discriminant ratio is used as a criterion for feature
selection.?” This ratio can be formulated as follows:

(,Uj,1 - #j,2)2
2

Gj,l

Sp(X;) = : )

2
+ 0}',2

where y; . and ojz.’c are the mean and variance of feature X; within the healthy (¢ = 1) or unhealthy (c = 2) class. To
determine these two classes, we follow the approach used in refs. [1] and [20], which assumes that the first few cycles are
relatively healthy and the last few cycles become faulty.

Fisher’s discriminant ratio method only identifies unit-specific informative features rather than general informative fea-
tures across multiple reference units. To address this limitation, we propose a new feature selection method that selects
the most common informative features across reference units. First, we calculate Fisher’s discriminant ratios for all fea-
tures in Table 1 of each unit and sort them in descending order. We then select a certain percentage of features with the
highest ratios. In practice, this percentage can be chosen by engineering background or cross-validation. In this paper,
the top 50% is used for a fair comparison, which is consistent with refs. [1] and [20]. Next, we generate the most frequent
features by selecting a certain percentage of the reference units (e.g., 5 out of 7 units in our case study) and taking the
intersection of features from each subset. Finally, we select the union of these intersections as the set of selected features.
This approach improves the robustness and generalization of our feature selection method. The entire feature engineering
process is presented in Algorithm 1.

2.2 | Constructing degradation index
After feature engineering, the next step is to construct a suitable DI based on these selected features. Let p be the number

of selected features from the raw sensor data, and x(s) = [x;(s), X5(s), ... , X,(s)] be the corresponding features generated
at operational time s.
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ALGORITHM 1 The overall process of feature engineering.

Input :Multivariate sensor signal data for all reference units after preprocessing.
Output: The general informative features of most reference units.

1 for each unit do

2 Calculate the Fisher’s discriminant ratios for all features according to Table 1;
3 Sort these ratios in descending order;

4 Take out a certain percentage of the top-ranked features;

5 Take a certain percentage of the reference units as subsets;
6 Find the intersection of features for each subset;
7 return The union of these intersections.

To construct the DI, we employ the cumulative damage model,>"” which assumes that the degradation of a system
accumulates over time and is widely used in many engineering systems. Specifically, the DI Z(t) is defined as follows:

t
Z(t) = / u(s)ds, 2
0

where u(s) is constructed by the selected features following the additive model
p
u(s) = Y B filx;(s), g1, 3)
j=1

where 3; is the parameter reflecting the contribution of the jth feature, and f;[x;(s), ¢;] is the corresponding effect func-
tion. To make f;[x;(s), ¢;] flexible to capture potential nonlinear patterns of the features, we adopt a linear combination
of spline basis

L
Filx(s), 851 =Y $iibsj(s), )
=1

where j is the feature index, bsji(s),l = 1,..., L are the B-spline basis functions, L is the number of degrees of freedom,

and ¢ are the corresponding weight coefficients which can be derived by fitting the jth feature. The B-spline is used due

to its simplicity of computation and wide applicability. More details can be found in ref. [33].

Regarding the properties to construct the DI, we employ the following three widely used properties'>>1°:

a) Monotonic degradation trend: The trend of a constructed DI is assumed to be monotonic, showing a clear increasing
or decreasing degradation trend. Without loss of generality, we assume that the DI is monotonically increasing in this
work.

b) Consistent initial status: In practice, the initial states of different units are often assumed to be the same, which can be
achieved by setting the initial value of the constructed DI to 0.

¢) Maximized range information: The range information of the constructed DI starting from the initial to the failure time
point should be maximum to guarantee a clear degradation trend.

The constructed Z(t) naturally satisfies the first two properties, that is, Z(0) = 0 and Z(t) is monotonically increasing.
As pointed out in refs. [12] and [18], the maximum range information ensures that the range of the constructed DI (i.e.,
initial degradation level to the level of failure) is maximized, providing a clear degradation trend. To achieve this, we
propose the following unconstrained optimization problem to determine the parameters 8 = (1, ..., 8p),

rr}ein(l — DR(B) + AlIBl, ©)

where R(f) = 1/min;Z; with Z; being the DI value of the ith reference unit at the failed time, 4 € [0, 1] is a tuning param-
eter which can be determined by cross-validation, and || - ||; is the L; norm. Note that minimizing R(8) maximizes the
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overall range of the reference units. Moreover, by incorporating the lasso penalty, the proposed method automatically
performs feature selection, which is a critical step often overlooked in DI-related studies. Because the objective func-
tion (5) is highly complex, it is recommended to use heuristic optimization algorithms** such as simulated annealing
for optimization.

3 | RUL PREDICTION
3.1 | Similarity-based RUL

With the constructed DI, we propose a similarity-based method for RUL prediction. The similarity-based prediction
method is a popular data-driven approach that is widely used in RUL prediction because it does not require pre-knowledge
of failure mechanisms or specific degradation models.*"*> The basic principle is to compare the DI of a test unit with those
of reference units at specific time points. If they are similar, the RULs of the test and reference units should also be similar.
The commonly used Euclidean distance is adopted in this paper to measure the similarity between the DI of the test unit
and the DIs of the reference units.*"*

Because the length of DIs for the test and reference units are often different, the distance cannot be calculated directly.
Therefore, a reconstruction of the DIs is necessary to ensure that the test and reference units share the same length of
DI at the reconstructed segments. Assuming there are n failed reference units, the DI of the ith reference unit is Z; =
(Zi1, . ,Zi,ni), where i =1,2,...,n and Zij is the value of the DI for the ith reference unit at time j. Note that the n;
values are integers, representing the cycle number at which the ith reference unit failed. Let the DI of the test unit be
Zry =(Zr1,..,Z7,), where t is the current operating time, which is also an integer. Then, the DI of the ith reference unit is
reconstructed into n; — ¢ + 1 segments {Z; 1, ..., Z; j, ..., Zj p, 111}, Where Z; ; = (Z; 3 Zijri-1)»J = 1,..,n; —t + 1. The
Euclidean distance between Zr, and Z; ; is calculated by

NI

diji =21 — Zijll2s (6)

where || - ||, is the L, norm.

The most similar segment from the ith reference unit is then selected by using the smallest distance d;; = min;d, ; ;.
Let k be the index number of the most similar segment, and Z; = (Z;, ..., Z; k4+:—1)- The corresponding predicted RUL
at time ¢ based on the ith reference unit is derived as

RULi’[ =n; — (k +t— 1) (7)

Consequently, the similarity-based RUL of the test unit at time ¢ is estimated by a weighted sum of the RULs derived from
all the reference units, which can be expressed as

n
RUL, = )| w;RUL;,, )
i=1

1/diy
Xy 1/di
. . . . . . n
since a smaller value of d; , indicates stronger similarity and },_ w;, = 1.%

where w;; 1= is the weight for the ith reference unit at time . Note that it is reasonable to use w; ; as the weight

3.2 | Prediction interval for RUL

In practice, the prediction interval is often more valuable and can be used to measure the uncertainty in prediction. To
calculate the prediction interval of similarity-based RUL, we propose a method that applies the bootstrap method after
constructing the DIs of all units. The basic idea is to resample with replacement from the DIs of the reference units and
then derive the prediction for the similarity-based RUL for the test unit using the procedures described in Section 3.1
based on the resampled data. This procedure is repeated M times to derive M predicted RULs. Finally, the corresponding
prediction interval can be obtained by using the empirical percentiles of the M predicted RULs. For example, the 95%
prediction interval can be calculated using the algorithm described in Algorithm 2 by setting y = 0.05.
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ALGORITHM 2 Procedures of constructing the 100(1 — y)% prediction interval for RUL.

Input : Constructed DIs of reference units and the DI of the test unit at time ¢.
Output: The 100(1 — y)% prediction interval for the RUL of the test unit.

1 form < 1to M do

2 Resample with replacement from the construct DIs of reference units, and the sampling size is consistent with
the number of reference units;

3 Derive the most similar segments for the DI of the test unit based on the resampled DIs and (6);

Determine the similarity-based RUL of the test unit at time ¢ using (7) and (8);

Calculate the y/2 and 1 — y /2 quantiles of the M predicted RULs;
return The y/2 and 1 — y /2 quantiles of the M predicted RULs.

£y

[ Y]

FIGURE 3 Flowchart of the static prognostics.

4 | FRAMEWORKS FOR RUL PREDICTION

With the identified features, we can compute the similarity-based RUL for the test unit using the DIs constructed in
Section 2 and the prediction procedure outlined in Section 3. In this section, we introduce three frameworks for RUL
prediction. The first framework considers only the information from the reference units, the second framework dynami-
cally incorporates information from both the test and reference units, and the third framework is an ensemble of the first
two methods.

4.1 | The static framework

For the collected multivariate sensor signal data, a straightforward approach is to train the parameter vector § in (5) based
on the selected common features from the reference units and then use this parameter vector to predict the RUL for the
test unit. We refer to this method as a static method since it relies solely on the information from reference units to derive
the parameter vector 3.

To determine the DIs for the reference and test units, the common features are first selected from the raw sensor data
of the reference units using the feature engineering method outlined in Section 2.1. Then, the contribution parameters
Bj,Jj =1,..., pin(3) can be derived by solving (5) using these data, denoted as Bg. Thus, the DIs of reference and test units
can be determined by substituting B and the corresponding feature data into (2). Using these DIs and the prediction
method described in Section 3, the similarity-based RUL for the test unit can be derived. The flowchart of this method is
illustrated in Figure 3.
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FIGURE 4 Flowchart of the dynamically updating prognostics.

4.2 | The dynamic framework

While the static method presented relies solely on the common information shared by the reference units, it is impor-
tant to note that each unit also has unique individual features that affect its degradation process. In order to account
for both the common and individual features, we propose a dynamic prognostic method that integrates both. We divide
the DI at time ¢ in (2) into two parts, the common part ZM(¢) and the individual part Z@(¢), which can be expressed
as

¢ ¢
Z(t) = ZOW) + Z29() = / u;(s)ds + / u,(s)ds, 9)
0

0

and,

P1
w(s) = Y Br, 12, (5). 8,
= (10)
P2
uy(s) = ) Ba, fo,[x2,(5), 8,
j=1

where p; and p, are respectively the numbers of common and individual features, ,81j and ,82j are the corre-
sponding contribution parameters, and flj [xlj(s), ¢1j] and fzj [xzj(s), ¢2j] capture the effects of the corresponding
features.

To obtain the DI of the test unit, the contribution parameters of the common part Blj, j=1,...,p; are assumed
to be consistent with the reference units, while the individual parameters sz, j=1,...,p, are allowed to vary based
on the data collected from the test unit at operating time ¢. Using the common features of reference units and (5),
,81j, J =1,...,p; can be derived by the static framework, denoted as Bg.. Each reference unit’s individual contribution
parameter, denoted as fBg,, is independently computed by solving (5). This computation focuses on the top informa-
tive individual features exclusive to each reference unit, excluding common features. It is important to note that there
is no overlap between the sets of common and individual features, and the values of Bg, vary among distinct reference
units.

Up until this point, the proposed framework only utilizes the degradation data from the reference units and can be
performed offline: the DIs of reference units can be determined by Bg. and Bg,. As for the test unit, the individual con-
tribution parameter B, can be dynamically updated by solving (5) using the selected individual features at operating
time ¢. Combining with the common parameter ., we can dynamically obtain the DI of the test unit and calculate the
corresponding similarity-based RUL at each operation time point. The flowchart of the dynamic method is illustrated in
Figure 4.
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FIGURE 5 Flowchart of the ensemble prognostics.

4.3 | The ensemble framework

The effectiveness of the proposed dynamic framework largely depends on the individual features selected for the test unit.
This is because the data size of the test unit is typically smaller than that of the reference units, making it more susceptible
to random errors during the dynamic updating process, particularly when the operating time ¢ is short. To address this
issue, the following ensemble framework is proposed to achieve a more stable prediction. The basic idea is to ensemble
the predicted RULs from the static and dynamic frameworks based on the fact that the RUL of a unit will not improve
over time and will not experience a sudden big drop."*’ Let RULg, denote the predicted RUL at the operating time ¢
from the static framework, RULp ;. denote the predicted RUL at the operating time ¢ + 1 from the dynamic framework.
Then RULg; — RULp ;4 can be defined as the ensemble condition. Specifically, if RULg; — RULp ;4 is smaller than a
preset minimum drop, ming, then the prediction at time ¢ + 1 is RULg, — miny. If RULg; — RULp ;44 is larger than a
preset maximum drop, maxg, then the prediction at time ¢ + 1 is RULg, — max,. Otherwise, the prediction at time ¢ + 1
is RULp ;1. The values of min; and max, can be determined through cross-validation. The flowchart of the ensemble
method is illustrated in Figure 5.

5 | SIMULATION STUDY
5.1 | Simulated dataset

In this section, a simulation study is conducted to evaluate the performance of the proposed frameworks. The settings are
designed to be similar to those in the case study in Section 6. Specifically, there are 10 units, and for each unit, 10 signal
data are collected. The failed cycles for the units are (24, 26, 25, 23, 28, 22, 25, 24, 21, 19). Similar to ref. [19], we assume
each signal is a trend function of the experimental cycle with some noise, which can be formulated as X,,,(¢) = g,,,(¢) +
en(t),m = 1,...,10. Without loss of generality, the trend function g,,(t) can be a constant, linear, power, or trigonometric
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FIGURE 6 Simulated data for 10 units with 10 signals. Each panel represents a single signal. The horizontal axis shows experimental
cycles and the vertical axis shows signal measurement. Different colors and line types represent different units.

function, and the noise ¢,,(t) follows a zero-mean normal distribution. The simulated dataset and corresponding functions
gm(t) are shown in Figure 6.

5.2 | Feature engineering and data normalization

Prior to applying the proposed frameworks, feature engineering is necessary as discussed in Section 2.1. Using the data
in Figure 6, the features in Table 1 can be calculated. Each unit has a total of 110 features, with 10 signals and 11 features
per signal. In the feature selection stage, we employ Fisher’s discriminant ratio and Algorithm 1 to select useful features.
In the simulated dataset, the number of subsets is 36, as we consider 7 out of 9 as the percentage mentioned in Algo-
rithm 1. The number of selected common features for different units are as follows: (43,43,43,48, 44,48, 43,43, 48,45).
Figure 7 illustrates the selected features and their corresponding coefficients estimated by the static framework
using simulated data. The visual representation demonstrates the successful generation and selection of infor-
mative features by the proposed framework. Additionally, it effectively captures both increasing and decreasing
trends.

To reduce the impact of varying data magnitudes, the min-max approach is used to normalize the selected features
before model training.35 For a selected feature, it can be formulated as

, X —min(X)

" max(X) — min(X)’ ()

where X denotes the original feature, max(X), min(X) are calculated over cycles, and X’ refers to the normalized version.

5.3 | Performance evaluation

To evaluate the performance of the RUL prediction, the commonly used metric, the root mean square error (RMSE), is
employed.! Let RUL and RUL be the vector of true and predicted RULSs of one specific unit, respectively, and ny be the
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FIGURE 7 Example of the selected features and the corresponding coefficients in the simulated dataset.
corresponding failed cycle number. Then, the RMSE can be formulated as,
RMSE = |RUL — RUL||,/+/n7. (12)

In addition to RMSE, it is also important to quantify the uncertainty associated with RUL predictions. To do this, a 95%
prediction interval is widely used, which can be calculated using Algorithm 2 by setting y = 0.05.

5.4 | Simulation performance

To verify the feasibility and effectiveness of the proposed frameworks in this paper, we utilize two additional methods
from refs. [1] and [20] as benchmarks since they also concentrate on the same dataset as in our case study.

These studies assume that the DI and RUL have a fixed linear' or nonlinear?” relationship. To predict the RUL, they first
build the model from the input features to the DIs using the feed-forward neural network with one-hidden layer, and then
they smooth the DI dynamically to improve the quality of the DI. Finally, with the fixed linear or nonlinear relationship,
they predict the RUL based on the constructed DI. More details can be found in refs. [1] and [20].

The leave-one-out approach is utilized to validate the performance and determine the reference units. For instance, if
unit 1is chosen as the test unit, the remaining 9 units are treated as reference units. RMSEs based on different methods are
reported in Table 2, where M1 is the method in ref. [1], M2 is the method in ref. [20], M3 is the static method in Section 4.1,
M4 is the dynamic method in Section 4.2, and M5 is the ensemble method in Section 4.3. The average value of the RMSE in
predicting all the units is reported in the last row in the table, and the minimum RMSE value for each unit is highlighted
in bold. For uncertainty quantification, the results of 4 representative units are shown in Figure 8, where the solid black
line is the true value of RUL.
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TABLE 2 RMSE of RUL prediction for the simulated dataset.
Test Unit M1 M2 M3 M4
Unit1 2.44 3.14 0.58 1.51
Unit 2 3.20 6.32 1.84 3.76
Unit 3 2.60 4.90 1.00 2.55
Unit 4 2.71 1.83 1.43 2.76
Unit 5 4.61 9.02 4.61 4.99
Unit 6 3.28 1.39 3.25 4.69
Unit 7 2.61 4.90 0.93 1.52
Unit 8 2.44 3.22 1.43 3.59
Unit 9 3.99 2.53 0.83 2.66
Unit 10 5.84 5.91 1.96 4.36
Mean 3.37 4.32 1.79 3.24

WILEY -2

M5
0.42
1.90
0.87
1.28
4.40
3.26
0.80
1.17
1.43
2.20
1.77

The bold values represent the minimum RMSE for each unit or motor across different methods. These values are highlighted for easier comparison.

FIGURE 8
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RUL predictions and the 95% prediction interval for the simulated dataset. RUL, remaining useful life.

Table 2 and Figure 8 suggest that the proposed methods (M3 and M5) generally outperform the existing methods (M1
and M2), as indicated by their smaller RMSE and narrower prediction intervals. In particular, the ensemble method
(M5) outperforms the static method (M3) in most cases (6 out of 10 and the mean RMSE case), highlighting the effec-
tiveness of integrating static and dynamic methods using the proposed ensemble framework. The dynamic method
(M4) yields comparable results per unit to the existing methods, suggesting that it is able to extract useful information
using dynamic updating. However, the inconsistent performance also underscores the necessity of the ensemble method

(M5).

Note that M1 and M2 demonstrate similar performances, as evidenced by their comparable RMSEs. This could be due
to the simulated dataset having a predominantly linear relationship between DI and RUL. As a result, M1 and M2 may

have similar capabilities in capturing the underlying trend.
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FIGURE 9 Timeline of the accelerated thermal aging and data collection process.

6 | CASESTUDY

In this section, a case study on the degradation data of 8 three-phase industrial induction motors is presented to
demonstrate the implementation of the proposed frameworks.

6.1 | Dataoverview

The data were reported by ref. [36], where ten 5-horsepower motors were used for the accelerated thermal aging process.
Asdepicted in Figure 9A, each thermal aging cycle lasts approximately one week. Further details of each cycle are provided
below.

(1) Initial heating: Heat the motor in one of 3 identical EW-52402-91 ovens at 160°C (or 140°C) for 72 h.
(2) Air cooling: Remove and allow to air cool for 6 h.

(3) Quenching/humidity chamber: Quench in an enclosed shallow water pool for 15 minutes.

(4) Second heating: Immediately place back in the oven and heat again for 72 h.

(5) Second air cooling: Air cool for 18 h before data collection.

In the data collection stage, as shown in Figure 9B, each motor was connected to a Winco generator through an elas-
tomeric coupling and instrumented with a data collection system. The steady-state data were collected for 2 s every 15 min
at 10 kHz and 4 times per cycle for each motor."?-*® The processes of thermal aging and data collection were repeated
until the motor fails to startup normally. The experimental device setup for accelerated thermal aging motor experiments
is illustrated in Figure 10.%

In general, this experiment collected 13 channels of key signals including three-phase current (Current 1, 2, 3), three-
phase voltage (Voltage 1, 2, 3), two directions of vibration (Accelerometer 1, 2), acoustic (Microphone), speed (Tachometer),
temperature (Temperature), and load (output current and voltage) signals. The two channels of load signals were
excluded because they were measured by connecting a motor to specific load equipment which is unavailable in prac-
tical systems."? Since 2 out of the 10 motors experienced abnormal faults during the experiment, the data from 11 signal
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FIGURE 10 Experimental device for accelerated thermal aging of electric motor.

TABLE 3 Details of time to failure for each motor and the corresponding missing values.

Motor number Failed cycle Missing values

1 18 Current 2: cycle 5 and 6; Voltage 3: cycle 5, 6, and 7

2 27 Current 2: cycle 5 and 6; Voltage 3: cycle 5, 6 and 7

3 26 Current 1: cycle 7; Current 2: cycle 5, 6, and 7;
Current 3: cycle 7; Voltage 3: cycle 5, 6, and 7

4 29 Current 2: cycle 5 and 6; Voltage 3: cycle 5, 6, and 7

5 28 Current 2: cycle 2; Voltage 3: cycle 2 and 3

6 27 Current 2: cycle 5; Voltage 3: cycle 5, 6, and 7

7 27 Current 2: cycle 5 and 6; Voltage 3: cycle 5, 6, and 7

8 25 Current 2: cycle 5; Voltage 3: cycle 5 and 6

channels of the rest 8 motors were used in this paper. The details of time to failure for each motor and the corresponding
missing values are given in Table 3.

6.2 | Data pre-processing and feature engineering

As shown in Table 3, some cycle signals have missing values due to human error in data acquisition or short-term damage
to the data collection system. Following refs. [1, 20], these missing values are replaced by the nearest historical values.
Specifically, when a cycle of signals at a channel is missing, it is replaced with values from its previous cycle. For instance,
for the missing values of Current 1 in cycle 7 for Motor 3, they are replaced by signals from cycle 6. Then, the features
listed in Table 1 can be calculated. Each motor has 121 features in total, as there are 11 channel signals with 11 features
per signal. The leave-one-out approach is employed to validate the performance and determine the reference motors,
which is consistent with the simulation study. As highlighted in Section 2.1, we first select useful features using Fisher’s
discriminant ratio and Algorithm 1. For the proposed frameworks, the number of subsets is 21, as we consider 5 out of 7
as the percentage mentioned in Algorithm 1, and the number of selected common features for different test motors are
(50, 50, 50, 48, 47,48, 50, 51).

Figure 11 displays an illustration of the selected features and their corresponding coefficients estimated by the
static framework. The visual representation reveals that the proposed framework successfully generated and selected
informative features, while also effectively capturing both increasing and decreasing trends.
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FIGURE 11 Example of the selected features and the corresponding coefficients in the case study.
TABLE 4 RMSE of RUL prediction for the case study.
Test motor M1 M2 M3 M4 M5
Motor 1 5.38 10.70 8.44 6.83 8.50
Motor 2 3.50 4.77 1.18 2.57 0.30
Motor 3 4.00 4.05 1.01 1.17 117
Motor 4 5.53 6.71 2.18 2.49 2.13
Motor 5 6.17 5.50 1.23 2.54 1.09
Motor 6 3.45 5.73 0.96 2.88 0.33
Motor 7 4.81 4.58 3.45 4.09 1.50
Motor 8 2.95 3.72 1.06 1.75 1.76
Mean 4.47 5.72 2.44 3.04 2.10

Coefficient = 0.00852

Coefficient = 0.00355

The bold values represent the minimum RMSE for each unit or motor across different methods. These values are highlighted for easier comparison.

6.3 | Performance of the proposed frameworks

Similar to the simulation study, the RMSE in RUL prediction based on different methods of each motor is reported in
Table 4. Recall that M1 refers to the method proposed in ref. [1], M2 corresponds to the method presented in ref. [20], M3
denotes the static method detailed in Section 4.1, M4 represents the dynamic method shown in Section 4.2, and finally,
M5 indicates the ensemble method elaborated in Section 4.3. The last row in the table shows the mean value of the RMSE
in predicting all motors, and the minimum RMSE value in each row is highlighted in bold for easy comparison of these
methods. For uncertainty quantification, the results of 4 representative motors are shown in Figure 12, where the solid
black line is the true value of RUL.

85U80|7 SUOWWIOD dA a1 8|qeo! [dde ayy Aq pausenob are sejolie YO ‘8sN JO Se|n. 10} Areiqi8ulUQ A8]IM UO (SUORIPUCO-PUE-SWLBY/LI0D" A3 | 1M ATe1q 1[BUI [UO//SANY) SUORIPUOD PUe S8 18U} 89S " [1720Z/0T/7T] uo AkiqiTauliuo ABIM ‘Bra AiseAlun ealuyoe L Aq ST9E@Ib/z00T 0T/10p/wo0 A8 im Areiqiul|uo//sdny woly papeojumoq ‘. ‘vZ0Z ‘8E9T660T



KANG ET AL. W l L E Y 3725

—— TrueRUL -=- M3

—— TrueRUL -=- M3

Remaining Useful Life
1
Remaining Useful Life

Cycle Cycle

(A) Motor 2 (B) Motor 4

8 — TrueRUL -—- M3 817 — TrueRUL -—- M3
-— M M4 ‘
- M2 -—- M5 .

Remaining Useful Life
5
Remaining Useful Life
5

(C) Motor 5 (D) Motor 7

FIGURE 12 RUL predictions and the 95% prediction interval for the case study.

Table 4 and Figure 12 indicate that, in general, the proposed methods (M3 and M5) outperform the existing methods
(M1 and M2), as evidenced by their lower RMSE values and narrower prediction intervals. While the dynamic method
(M4) does not consistently improve prediction performance compared to the static method (M3), it still provides valuable
information, underscoring the importance of the ensemble method (M5). Notably, Table 4 and Figure 12 demonstrate that
M5 achieves the best performance in terms of RMSE in most cases, indicating that the proposed ensemble framework
effectively integrates the static and dynamic methods. Further comparisons of the RMSE performance of the proposed
methods show that Motor 1 always got the worst RMSE performance compared to other motors, and this may be due to
the much shorter failure time of Motor 1 (18 cycles vs. 25 ~ 29 cycles).

7 | CONCLUSIONS

This paper presented novel DI-based prognostic frameworks for predicting RUL in complex systems that collect mul-
tivariate sensor data. The proposed DI, Z(t) in (2), is feature-based and performs automatic feature selection, which is
essential for capturing the underlying degradation trend of the system. Moreover, Z(¢) incorporates a nonlinear rela-
tionship between the selected features and the degradation process, which reflects the complex and nonlinear nature
of the practical engineering applications. Based on the constructed DI, three frameworks were developed for prognostic
RUL prediction utilizing various degradation sources. The proposed frameworks do not require prior knowledge of fail-
ure mechanisms or specific degradation models, making them applicable to a wide range of engineering systems. The
performances of the proposed frameworks were validated through both simulation studies and a case study on the degra-
dation data of 8 three-phase industrial induction motors. The numerical results demonstrate that the proposed prognostic
frameworks outperform existing methods by a large margin in terms of predictive accuracy.

One potential direction for future research is to explore more efficient optimization algorithms to solve (5). The com-
putational efficiency of the proposed frameworks is highly dependent on the number of reference units and experimental
cycles. Given the relatively small number of motors in our case study, the proposed frameworks can be efficiently imple-
mented on a personal laptop. Nevertheless, more efficient optimization algorithms or parallel computation techniques
have to be invoked in the presence of a large number of reference units or experimental cycles. Another possible future
research direction is to leverage information from additional sources, such as data collected from different experimental
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settings. This may be achieved by developing other types of objective functions and exploring more advanced techniques
such as transfer learning.
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