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S U M M A RY

Quantum computers promise to solve certain problems such as quantum chemistry simula-

tions much more efficiently than their classical counterparts. Although it is still unclear what

material system will ultimately host large-scale quantum computers, solid-state systems are

promising candidates due to their inherent scalability and advanced fabrication techniques

that can be adapted from comparable technologies. Crucially, a future quantum computer will

depend on the quality of its most fundamental building block, the quantum bit, or qubit. Qubits,

although ideally insensitive to potential noise, are very susceptible to slight changes in their

environment. Therefore, they do not only make the building block for quantum computers, but

are also precise sensors.

One of the most studied solid-state implementations of a qubit is the transmon, a weakly

anharmonic oscillator based on superconducting capacitive and nonlinear inductive elements.

Typically, Al−AlOx−Al superconductor-insulator-superconductor Josephson junctions are

used for the latter. The interaction of the transmon with the control circuitry, typically super-

conducting resonators, is described by circuit quantum electrodynamics. In this PhD thesis,

a more recently demonstrated type of qubit is further developed and studied in detail us-

ing circuit quantum electrodynamics. In these qubits, the Josephson element of the trans-

mon is replaced with indium arsenide nanowires, forming a superconductor-normal metal-

superconductor junction. In addition to the standard flux tunability, these qubits can also be

voltage tuned. Due to the compatibility of all the materials used with an applied magnetic

field, this type of qubit is a good candidate to be used as a precise and accurate sensor in

a magnetic field. The goal of this work is to introduce the in-plane magnetic field as a new

tuning knob to the toolbox of circuit quantum electrodynamics.

Advances in material science, especially the epitaxial growth of an aluminum shell directly

on the indium arsenide nanowire, have enabled the fabrication of nanowire transmons with

state-of-the-art coherence. An understanding of their workings in a zero-field environment

is important before applying a magnetic field. Thus, we characterize the noise these qubits

are subject to (Chapter 4) and find a strong coupling of charge two-level systems to their

Josephson energy next to the expected weakly coupled flux and voltage noise.

Applying a magnetic field reveals that coherence in these qubits can be observed up to

70 mT, substantially above the superconducting gap of bulk aluminum (Chapter 5). Effects

limiting the performance include the thick and fully covering aluminum shell, and the align-

ment and stability of the magnetic field. The use of different nanowires, the installation of a

persistent-current vector solenoid and additional magnetic shielding then enables the opera-

tion of voltage- and flux-tunable devices in a magnetic field (Chapter 6). This constitutes a

good starting point for circuit quantum electrodynamics experiments in a magnetic field, such

as the investigation of the microscopic origin of flux-noise.
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S A M E N VAT T I N G

Kwantumcomputers beloven bepaalde problemen, zoals kwantumchemiesimulaties, veel ef-

ficiënter op te lossen dan hun klassieke tegenhangers. Hoewel het nog steeds onduidelijk

is welk materiaal systeem uiteindelijk grootschalige kwantumcomputers zal huisvesten, zijn

vaste stof systemen veelbelovende kandidaten vanwege hun inherente schaalbaarheid en

geavanceerde fabricagetechnieken die kunnen worden aangepast vanuit vergelijkbare tech-

nologieën. Een toekomstige kwantumcomputer is cruciaal afhankelijk van de kwaliteit van zijn

meest fundamentele bouwsteen, de kwantumbit, of qubit. Alhoewel ze idealiter ongevoelig

zijn voor potentiële ruis, zijn qubits zeer vatbaar voor kleine veranderingen in hun omgev-

ing. Daarom vormen ze niet alleen de bouwsteen voor kwantumcomputers, maar zijn ze ook

precieze sensoren.

Een van de meest bestudeerde vaste stof implementaties van een qubit is de trans-

mon, een zwak anharmonische oscillator gebaseerd op supergeleidende capacitieve en su-

pergeleidende niet-lineaire inductieve elementen. Meestal worden Al−AlOx−Al supergeleider-

isolator-supergeleider Josephson-juncties gebruikt voor dat laatste. De interactie van de trans-

mon met de regelschakelingen, typisch supergeleidende resonatoren, wordt beschreven door

circuit kwantumelektrodynamica. In dit proefschrift wordt beschreven hoe een meer recent

gedemonstreerd type qubit verder wordt ontwikkeld en in detail wordt bestudeerd met behulp

van circuit kwantumelektrodynamica. In deze qubits wordt het Josephson-element van de

transmon vervangen door indiumarsenide nanodraden, waardoor een supergeleider-normaal

metaal-supergeleider junctie wordt gevormd. Naast de standaard flux-afstemmo- gelijkheden,

kunnen deze qubits ook met spanning worden afgestemd. Vanwege de compatibiliteit van alle

gebruikte materialen met een toegepast magnetisch veld, is dit type qubit een goede kandi-

daat om gebruikt te worden als een precieze en nauwkeurige sensor in een magneetveld. Het

doel van dit proefschrift is om het magnetische veld in het vlak als een nieuwe afstemknop

toe te voegen aan de toolbox van de circuit kwantumelektrodynamica.

Ontwikkelingen in de materiaalkunde, in het bijzonder de epitaxiale groei van een alu-

minium schil direct op een indiumarsenide nanodraad, hebben de fabricage van nanodraad

transmons mogelijk gemaakt met state-of-the-art coherentie. Een goed begrip van hun werk-

ing in een nulveldomgeving is belangrijk voordat een magnetisch veld wordt aangelegd. We

karakteriseren dus de ruis waaraan deze qubits onderhevig zijn (Hoofdstuk 4) en vinden

een sterke koppeling van ladings tweeniveausystemen met hun Josephsonenergie naast de

verwachte zwak gekoppelde flux en ladingsruis.

Het aanleggen van een magnetisch veld laat zien dat de coherentie in deze qubits kan

worden waargenomen tot 70 mT, aanzienlijk boven het kritische magneetveld van bulk alu-

minium (Hoofdstuk 5). Effecten die de prestaties beperken zijn de dikke en volledig dekkende

aluminium schil en de uitlijning en stabiliteit van het magnetische veld. Het gebruik van

X I I I
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verschillende nanodraden, de installatie van een persistent-current vectorsolenoïde en ex-

tra magnetische afscherming maken vervolgens de werking mogelijk van voltage- en flux-

afstembare systemen in een magnetisch veld (Hoofdstuk 6). Dit vormt een goed startpunt

voor kwantumelektrodynamicaexperimenten in een magnetisch veld, zoals het onderzoek

naar de microscopische oorsprong van fluxruis.



Z Ä M E FA S S I G

Quantecomputer verspräched gwüssi Problem wie Quantechemiesimulatione dütlich effizien-

ter z löse als ihri klassische Pendants. Es isch nach wie vor unklar, weles Materialsystem

schlussendlich brucht werde wird zum grossskaligi Quantecomputers z baue. Allerdings sind

Implementatione wo uf Festkörpersystem beruhed ufgrund vo ihrer inhärente skalierbarkeit

und fortgschrittne Fabrikationsmethode wo aapasst werde chönd vo ähnliche Technologie

vielversprächendi Kandidate. En zuekünftige Quantekomputer wird stark vo de Qualität vo

sine fundamentelle Baustei, de Quantebits, oder Qubits, abhange. Obwohl Qubits idealerwiis

nüt vo allfälligem Ruusche merke würed, sind si eifach beiiflusst vo chlinste Veränderige i

ihrer Umgäbig. Entsprechend sind si also nöd nur di fundamentelle Baustei vo Quantecom-

puter, aber au sehr präziisi Sensore.

Eini vo de meiststudierte Variante vonerem Festkörperqubit isch s Transmon, en schwach

anharmonische Oszillator wo userem supraleitende Kondensator und enere supraleitende,

nödlineare Induktivität bestaht. Typischerwiis werded Al − AlOx − Al Supraleiter-Isolator-

Supraleiter Josephsonübergäng für di letzteri brucht. D Wächselwürkig vonerem Transmon

mit sinere Kontrollelektronik, meistens supraleitendi Resonatore, isch dur d Schaltchreisquan-

teelektrodynamik beschribe. I dere Doktorarbet wird en neulich demonstrierte Typ vo Qubits

mithilf vo de Schaltchreisquanteelektrodynamik wiiter entwicklet und gnauer studiert. I dene

Qubits wird s Josephsonelemänt vonerem Transmon miterem Indiumarsennanodraht wo en

Supraleiter-Normalleiter-Supraleiter Übergang macht ersetzt. Zuesätzlich zu de standard-

mässige Regulierbarkeit mit magnetischem Fluss chönd die Qubits au mit elektrischer Span-

nig reguliert werde. Wil alli Materialie wo für d herstellig vo dene Qubits brucht werded kom-

patibel mit Magnetfälder sind, sind die Qubits gueti Kandidate um als präziisi und gnaui Sen-

sore inerem Magnetfeld iigsetzt z werde. S Ziil vo dere Arbet isch s Magnetfäld i de Ebeni

vom Chip als neue Parameter id Werchzüügchiste vo de Schaltchreisquanteelektrodynamik

iizfüehre.

Fortschritt i de Materiaalwüsseschafte, speziell s epitaxielle Wachse vo Aluminiumschale

direkt uf de Indiumarsennanodröht, händ ermöglicht, Nanodrahttransmons mit de beste Ko-

häränzziite härzstelle. Es isch wichtig es guets Verständnis vo ihrne Eigeschafte inere Nullfäl-

dumgäbig z ha bevor es Magnetfäld aagleit wird. Drum charakterisiered mer di verschidene

Ruuschprozäss wo die Qubits gspüüred (Kapitäl 4), und finded näbst em erwartete schwach

kopplete Ruusche im magnetische Fluss und de elektrische Spannig e starchi Kopplig vo

Ladigszweiniveausystem zu de Josephsonenergie vo de Qubits.

Wänn mer es Magnetfeld aaleit gseht mer, dass die Qubits Kohäränz bis zu 70 mT

zeiged, was dütlich über em kritische Fäld vo dickem Aluminium isch (Kapitäl 5). Sache wo

d Leistig vo dene Qubits beschränked sind under anderem di dicki und vollumgäbendi Alu-

miniumschale, sowie d Uusrichtig und d Stabilität vom Magnetfäld. D verwändig vo andere

X V
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Nanodröht, d Installation vonerem Vektromagnet mit Duurstrom und zuesätzlichi Schild gäge

Magnetfälder ermöglichts, Qubits wo mit magnetischem Fluss und mit elektrischer Spannig

regulierbar sind inerem Magnetfäld z kontrolliere (Kapitäl 6). Das isch also en guetä Start-

punkt für Schaltchreisquanteelektrodynamikexperiment inerem Magnetfäld, wie zum Biispil d

Undersuechig vom mikroskopische Uursprung vom Ruusche im magnetische Fluss.
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2 1 . I N T R O D U C T I O N

When the word qubit is mentioned, a natural thought is quantum computation. This com-

puting paradigm that promises to solve some complex problems more efficiently is an excit-

ing application of quantum mechanics. A lot of research and development work has gone

into making quantum bits in various material systems. One of the currently more promising

systems towards realizing a medium-scale quantum computer are transmons. These weakly

anharmonic, superconducting resonators can be made using established micro-fabrication

techniques. They can be coupled to each other and to the outside world. The theory describ-

ing this is called circuit quantum electrodynamics (CQED).

A key measure of performance of these circuits is their quantum coherence. Any noisy

process that couples to the qubits will reduce it. On the one hand side this is a bad thing,

because it means that their ability to perform interesting computations is limited. On the other

hand side, it also means that these qubits are highly sensitive detectors, especially when

operated in a CQED environment. Various interesting physical processes take place in the

presence of magnetic fields. So far, CQED has been limited to fields that are lower than the

critical field of bulk aluminum, which is a standard material for key components of transmons.

Hence, the development of a CQED system that can withstand magnetic fields will allow for

interesting experiments.

This chapter does not try to give an introduction to the large field of CQED, or even

quantum computing. There is literature doing this already [1]. The goal of this chapter is

rather to motivate why it is desirable to have a CQED platform that can operate in magnetic

fields. For this, we will look in detail at one of the limiting factors of superconducting circuits

nowadays, flux noise. It is expected that more information about its nature can be gained

if it is also investigated in a magnetic field. After that, further possible experiments with the

system developed in this thesis are discussed.

1 . 1 Qubits as flux noise sensors

Nowadays, many schemes for quantum computing with superconducting qubits rely on chang-

ing the frequency of these qubits. This is most commonly done by threading a flux through

the SQUID loop that defines the Josephson energy of the qubit, and is referred to as flux-

tuning (Chapter 2). But every knob that can be used to control properties of the qubit is also

a potential source of noise and decoherence. If there is noise in the flux threaded through

the SQUID loop, the qubit frequency will change unpredictably. This frequency noise mani-

fests itself effectively as a noise in the phase of quantum state stored in the qubit. This leads

to decoherence. The reduction in coherence due to flux noise is a limiting factor for many

experiments and applications.

In order to reduce the effect a certain noise has on the system, two measures can be

taken. On the one hand side it is possible to reduce the sensitivity of the system to this noise.

In the case of SQUID-loop-based qubits suffering from flux noise, this can be done by the use

of asymmetric Josephson junctions [2, 3]. With this method, the qubit frequency will respond

less strongly to an applied flux. Therefore, also flux noise will have less of an effect on the

qubit frequency, leading to reduced dephasing. On the other hand, the absolute noise can
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be reduced. To do so, knowledge of its source is required. It has been shown that not the

noise of the biasing electronics at room temperature, but rather on-chip noise sources are

the dominant contributions. The problem of flux noise has already been observed a long time

ago [4, 5], but the direct identification of its microscopic origin remains an open challenge.

There is a wealth of possible candidates that lead to flux noise, ranging from nuclei

with nonzero magnetic moment in the bulk of the substrate to electron spins of adsorbed

molecules on the surface of the chip. Over time, theoretical and experimental works were

able to rule out some of these possible candidates. Nonetheless, an effective suppression of

on-chip flux noise (for example by means of improved fabrication techniques) requires precise

knowledge about its nature. I will outline here what the possible candidates causing flux noise

are, what possible interactions between them are and whether it is possible to rule them out

as the dominant source of flux noise. Then I will discuss the two most likely systems models

that theoretically describe what happens if a magnetic field is applied.

In general, flux noise is observed to have a spectral density S(f ) that is roughly A=f ¸

(¸ ≤ 1), with an amplitude of
√
A ∼ 1 − 10 —Φ0 at 1 Hz. This property is observed to

be roughly independent of the SQUID loop size and the materials used, and the noise power

tends to increase with decreasing temperature [4, 6, 7]. The spectrum has been measured

to be 1=f ¸ like over many orders of magnitude in frequency. The slope ¸ has been found

to depend on temperature and the SQUID loop geometry. A possible and quite general ex-

planation for 1=f noise is a distribution of two-level systems (TLS) with a magnetic moment

that switch their states with a wide distribution of switching rates [8, 9]. The distribution of

switching rates determines the magnitude of the flux noise.

In an intuitive model, flux noise is due to the presence of electron spins in surface traps.

The electron can, thermally activated, hop between different states, that each have a fixed

spin direction. This hopping would therefore lead to a changing magnetic flux through the

SQUID loop [7]. However, the density of defect sites required to produce typically measured

levels of flux noise is orders of magnitude higher than what is expected for glassy materi-

als [10, 11]. Further on, it has been possible to largely rule out the presence of two-level

systems (TLS) in the bulk of the substrate to have a strong effect on the qubits [12–14]. Nu-

clear magnetic moments themselves give a too weak contribution and their frequency spec-

trum does not match the experimental results [7, 15]. With a scanning SQUID microscope,

it was possible to determine the surface spin density to be ∼ 4 · 1017=m2 [16]. This is

in good agreement with the surface spin density of ∼ 5 · 1017=m2 extracted from the tem-

perature dependence of flux threading a SQUID loop [17]. These surface spins could also

be determined to be paramagnetic (to follow a 1=T temperature law) [16–18]. However, an

interaction between the spins is required to explain the magnitude of the flux noise given this

surface density [11]. This is supported by the fact that a model solely relying on thermally

activated switchers would predict a decrease in noise with lower temperature, contradicting

observations [19]. In fact, there are indications that the spin-ensemble is close to a spin-glass

transition [11, 20]. Obtaining a good understanding of flux noise therefore means obtaining

a good understanding of defect sites potentially being responsible for hosting the observed
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surface spins and interactions between the surface spins. This understanding is crucial in

order to reduce flux noise.

Let us now discuss what sites and defects could host paramagnetic electron spins re-

sponsible for flux noise. If dangling bonds at the interface between silicon and its oxide host

only one electron, it would lead to a paramagnetic electron spin [21]. Also metal-induced

gap states can produce local moments if there is some disorder at the metal-insulator inter-

face [22]. A further possibility are adsorbed molecules on the surface of the device [23, 24].

For example, molecular oxygen could bind to the surface via Lewis-base defect sites [25, 26]

Their density matches the observed surface spin density on AlOx [27]. A recent experiment

shows that passivation of the surface with molecules that have no magnetic moment (in that

example NH3) can substantially reduce the observed flux noise [28]. An electron spin reso-

nance experiment confirms this, and shows that the adsorbents are from a single species in a

doublet with a spin of S = 1=2 and a g factor of 2:0 [27]. Although it does not exclude other

effects, this furthers indicates that molecular oxygen is a likely source. The same experiment

could also evidence the presence of physisorbed atomic hydrogen on the surface. This atom

also has a magnetic moment, and can therefore lead to flux noise too.

Solely the presence of magnetic moments is not enough to explain the observed level and

temperature dependence of flux noise. There needs to be an interaction between the mag-

netic moments. A theoretical suggestion is that spin-diffusion is mediated by a Ruderman-

Kittel-Kasuya-Yosida (RKKY) interaction that couples the electron spins via cooper-pairs in

the superconductor [15, 29–31]. This interaction produces a spin glass, and can be shown

to produce 1=f -like flux noise [32]. It is important to note that RKKY interactions conserve

the total spin and magnetization. There is, however, experimental evidence that spin and to-

tal magnetization are not conserved [16]. Although this does not exclude the presence of an

RKKY interaction, it does require that another interaction be present which does not conserve

the total spin and magnetization [33]. Possible such interactions are spin-orbit, hyperfine and

magnetic dipole-dipole. Neutral gold atoms have an orbital angular momentum of zero, there-

fore the spin-orbit interaction can be neglected [16, 33]. In the case of physisorbed atomic

hydrogen, the hyperfine interaction is 1:42 GHz. Its hyperfine transition can be experimen-

tally observed [18, 27]. The coherent interaction alone would not lead to flux noise at other

frequencies, but if further nuclei interact with the hydrogen electron spins a wide distribution

of relaxation rates can be obtained. This will again lead to 1=f noise [33]. In comparison,

magnetic dipole-dipole interactions are much weaker. With a typical distance r ≈ 7 nm

between dipoles, given by the measured surface spin density, their energy is

H

h
=
—0—

2
B

4ır3
≈ 5 MHz; (1.1)

and can therefore be neglected as well. Here, —0 is the magnetic permeability and —B is the

Bohr magneton.

In summary, it is likely that the observed flux noise stems from two sources. The first are

surface adsorbents with a magnetic moment. It has been observed to be a S = 1=2 doublet

state of a single spin species, with a g -factor of 2:0 [27]. A likely candidate is O−2 captured

at Lewis base defect sites [25, 26]. This is confirmed by passivation of the surface with a
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non-magnetic molecule which lead to a significant reduction in flux noise [28]. The second

contribution is likely from electron spins of physisorbed atomic hydrogen which is present on

the surface of the device. The spins of the hydrogen electron undergo a hyperfine interaction

with their nuclei. This could be directly measured in an ESR experiment [27] and in the noise

spectrum of a superconducting qubit [18]. If further on these electron spins also interact via

some other channel that switches their state, this will also lead to 1=f flux noise.

In both of these pictures, the application of a magnetic field would change the noise

spectrum. I will now discuss two models that describe the behavior of the identified likely can-

didates in a magnetic field. The first model (Section 1.1.1) is fairly generic, it assumes a two-

level system with an energy splitting between the two states. Increasing this energy splitting

will reduce the switching rates, therefore leading to a suppression of flux noise. An example

for a system described by this model is molecular oxygen on the surface of the device. The

second model (Section 1.1.2) treats the hyperfine-split physisorbed hydrogen atoms. Due to

the coherent hyperfine interaction, the previously discussed model does not apply anymore.

A pseudo-trotterization approach is used to capture both the coherent interaction and the

probabilistic relaxation of the electron states.

1 . 1 . 1 Flux noise from a two-level system

Let us assume a fairly generic two-level system with an energy splitting ∆E between its

states |↑〉 and |↓〉. The following calculations are general, but let us consider these states to

correspond to the spin of an electron in the vicinity of the SQUID loop. Switching between the

states will change the flux threaded through the SQUID loop. If there is a large distributions

of switching rates, we will see that this leads to 1=f noise.

The states of the TLS will switch due to a finite temperature T . We denote the transition

rate from |↑〉 to |↓〉 (|↓〉 to |↑〉) as Γ↑↓ (Γ↓↑). The ratio between the transition rates can be

derived from the Maxwell-Boltzmann distribution to be

Γ↑↓
Γ↓↑

= e
∆E
kBT ; (1.2)

where kB is the Boltzmann constant. In the steady state, the probability of finding the system

in |↑〉 (|↓〉) is given by p↑;ss (p↓;ss), where

p↑;ss =
1

1 + e
∆E
kBT

;

p↓;ss =
1

1 + e
− ∆E
kBT

:

(1.3)

More generally, the equation of motion of the system probability can be solved. This allows

us to express the probability ~p(t) to be in either state at time t ,

~p(t) = eA·t ~p(0); where A =

 
−Γ↑↓ Γ↓↑
Γ↑↓ −Γ↓↑

!
; (1.4)
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Figure 1.1: A single two-

level system that switches

between two states

produces a Lorentzian

spectrum (green to black

curves). The sum over

a certain distribution

of such switchers (Σ

Lorentzians) approxi-

mates a 1=f spectrum.
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where the basis (|↑〉 ; |↓〉) is used. This system is time invariant, therefore we can write its

autocorrelation function as

E(fi) = 〈x(t)x(t + fi)〉
= p↑;ss

`
p↑↑(fi)− p↑↓(fi)

´
− p↓;ss

`
p↓↑ − p↓↓(fi)

´
= 1 + sech2

„
∆E

kBT

«
e−Γfi ;

(1.5)

where we denote the absolute rate Γ = Γ↑↓ + Γ↓↑. We used the fact that we average over

all times t to insert the steady-state populations. Characteristically for switching processes,

the autocorrelation function decays exponentially over time.

The knowledge of the autocorrelation function allows us to calculate the spectrum of the

system. The Wiener-Khinchin theorem states that the spectrum is just the Fourier-transform

of the autocorrelation function,

∫(f ) =

Z ∞
−∞

E(fi)e−2ıifif dfi = ‹(f ) + 2 · sech2
„

∆E

kBT

«
Γ

Γ2 + 4ı2f 2| {z }
Lorentzian

: (1.6)

The spectrum is Lorentzian, scaled with a prefactor that we will discuss later. This is char-

acteristic for a single random switcher [8]. If now the spectra of many such switchers with

a distribution of switching rates are summed up (Figure 1.1), the total spectrum gets a 1=f

shape [9]. Note that a rate distribution according to a uniform barrier density is required for

this.

Let us now assume such a uniform barrier distribution of the switchers, which is equal to

a dirstribution of T1 = 1=Γ that satisfies

P (T1) = D=T1 with

Z
P (T1)dT1 = 1; (1.7)

where D is a normalization factor. For this to be applicable, the states of the switchers un-

der consideration must have an interaction leading to such a rate distribution [15, 33]. To
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Figure 1.2: Effect of

temperature and mag-

netic field on flux noise.

(a) Dependence of the

flux noise prefactor on

magnetic field for different

temperatures (curves).

The Zeeman energy

splitting increases linearly

with applied field (green,

right axis). (b) For realistic

device parameters, an

increase in TEcho
2 is ex-

pected when a magnetic

field is applied.
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obtain the spectrum of the ensemble of the switchers, we integrate a single spectrum over

the distribution of rates,

S(f ) =

Z
P (T1) · 2 · sech2

„
∆E

kBT

«
1=T1

1=T 2
1 + 4ı2f 2

dT1

=
D

2
sech2

„
∆E

kBT

«
· 1

f
:

(1.8)

This indeed produces the observed 1=f spectrum (Figure 1.1). In order to obtain the magni-

tude of the flux noise, the coupling of a single spin to the SQUID loop needs to be known. This

will yield a proportionality factor linking the flux noise with S(f ). The proportionality factor de-

pends strongly on the interaction under consideration and the geometry and determining it

therefore exceed the range of the discussion here.

Nonetheless, it is instructive to look at the dependence of the noise spectrum on the

energy splitting of the two-level system. Let us come back to the before mentioned case of a

g = 2:0 spin system that undergoes a Zeeman splitting in a magnetic field B. The energy

difference between the two states is then given as

∆E = g—B · B = 28
GHz

T
· B · h: (1.9)

Accordingly, as the field increases (∆E increases, the prefactor of Equation (1.8) decreases

[Figure 1.2(a)]. The effective temperature of the spin ensemble is unclear, but application of

a magnetic field on the order of 100 mT leads to a significant change in the prefactor.

Typically, in the present system of transmon qubits, the level of flux noise is determined

by measuring coherence as a function of applied flux [3, 34, 35]. Let us express the effect

of a magnetic field in terms of measurable properties of a flux-tunable transmon qubit with
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realistic parameters. We will discuss later (Chapter 4) that an energy relaxation time T1 =

15 —s, a flux noise level of 10 —Φ0 at 1 Hz are realistic. Typically, off the flux sweetspot,

the coherence of transmon qubits is limited by flux noise. If we examine the coherence of a

qubit at a point with flux sensitivity of 2 GHz=Φ0, the Echo coherence time will be limited to

TEcho
2 ∼ 10 —s. Application of a magnetic field will then start to quench out the dynamics

of the spins, reducing the flux noise. Based on this [Equation (1.8)], an increase in TEcho
2 is

predicted. As the effective temperature of the spin bath is not known, the effect of an applied

magnetic field on TEcho
2 is shown for various temperatures. Even for pessimistic estimates

of the spin bath temperature, an increase of TEcho
2 is expected. Measuring the field and

temperature dependence of the device will therefore allow us to extract information about the

spin bath. This will help to further our understanding of the microscopic origin of flux noise.

1 . 1 . 2 Flux noise in the presence of hyperfine coupling

Let us now consider the more specific case of electrons of physisorbed atomic hydrogen.

Their presence on AlOx surfaces has been experimentally confirmed [18, 27]. These elec-

trons undergo a hyperfine interaction with their nucleus. This coherent interaction itself will

not lead to a 1=f flux noise spectrum. But if the electron spins also undergo other interac-

tions with surrounding defects, analogeusly to what was discussed in Section 1.1.1, a 1=f

flux noise background can appear. Here, we give a basic model for how this happens and

what the effect of temperature and magnetic field on the system is. In order to also model the

coherent interaction, we need a different approach from before.

One way of obtaining the spectrum of a bath of electrons that undergo a hyperfine inter-

action with their nucleus and switches due to further interactions is to simulate time traces of

the electrons. As their evolution is not unitary – they undergo probabilistic switches – it is not

possible to simply evolve their quantum state. Instead, the state is evolved for a time step ∆t ,

after which it is probabilistically switched. This is repeated many times to generate a trace

for the expectation value of the electron state. The power spectral density of such a trace

is obtained by its Fourier transform. Many spectral densities of traces with varying switching

rates are averaged to produce an approximation to the spectrum of the bath. Another way of

obtaining the spectrum would be to solve the Lindblad master equation.

Let us first study the spectrum of the hyperfine split atomic hydrogen in a magnetic field.

The Hamiltonian of the hyperfine interaction,

ĤHyperfine = h
AHyp

4
~̂S · ~̂I, where ~̂S; ~̂I =

0B@ff̂x

ff̂y

ff̂z

1CA ; (1.10)

couples electron and nucleus. More precisely, it couples the states |↑⇓〉 and |↓⇑〉, where |↑〉,
|↓〉 indicates the electron and |⇑〉, |⇓〉 indicates the nuclear state. We call the set of basis

states {|↑⇑〉 ; |↑⇓〉 ; |↓⇑〉 ; |↓⇓〉} the computational basis. The interaction strength is given

by AHyp = 1:42 GHz, and h is the Planck constant.
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Figure 1.3: Hyperfine spectrum of atomic hydrogen. (a) The energy levels of Equation (1.12)

as a function of applied field. (b) The electron-spin resonance transitions between the hyper-

fine split levels, the energy of the hyperfine splitting and the g = 2 Zeeman split transition as

a function of magnetic field.

If a magnetic field is applied, both the electron and nucleus undergo a Zeeman splitting.

However, because the nuclear magnetic moment is three orders of magnitude smaller than

the magnetic moment of the electron, we take the Hamiltonian to only act on the electron,

ĤZeeman(B) = −g—B

2
B · ff̂z ⊗ îd: (1.11)

The combined Hamiltonian

Ĥ(B) = ĤHyperfine + ĤZeeman(B) (1.12)

describes the coherent evolution of the system under consideration. It can be diagonalized

for each value of magnetic field, and its spectrum is shown in Figure 1.3(a).

At zero magnetic field, the eigenstates of the Hamiltoninan in Equation (1.12) are singlets

and triplets in the computational basis. The ground state is the singlet, and the higher-energy

triplets are degenerate. More general, the eigenstates of Ĥ(B) are |↑⇑〉, |↓⇓〉, |¸〉 and |˛〉.
The latter two are superpositions of |↑⇓〉 and |↓⇑〉. If a large magnetic field is applied, they

are better and better described in the computational basis. Next to the hyperfine transition,

there are also electron resonance transitions [Figure 1.3(b)]. These transitions leave the state

of the nucleus unchanged but switch the electron spin.

Now we discuss how the time evolution of the electron state expectation value 〈ffz〉 can

be simulated. In the following, we will consider states | 〉 whose time evolution is given by the

Hamiltonian in Equation (1.12). Additional to this unitary evolution, also stochastic switching

events of the electron state occur. Therefore, the time evolution is modeled stepwise. At every

step, the state | (t)〉 is first evolved coherently for a time step ∆t under Ĥ(B),

| (t + ∆t)〉 = e−
i∆t
h̄ Ĥ(B) | (t)〉 : (1.13)

Then, similar to Equation (1.4), the state stochastically undergoes a relaxation event. Due to

its much slower time dynamics, we assume the nuclear state to be fixed and only the electron
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Figure 1.4: (a) Example for a generated trace of the electron state expectation value. If the

state is in a superposition of |↑⇓〉 and |↓⇑〉 it will undergo a coherent evolution as these are

not eigenstates of Equation (1.12). Next to the coherent evolution, also stochastic jumps of

the electron state occur. (b) Averaged power spectral density traces in (a). The spectrum,

averaged over many switcher traces for a fixed rate. As characteristic for TLSs, the spectrum

has a Lorentzian shape. On top of the Lorentzian, a peak at the frequency of the coherent

oscillation is observed.

state to switch. Later on, we will generate such traces with relaxation rates taken from a

distribution. The excitation and relaxation rates have a ratio given by the Maxwell-Boltzmann

distribution [Equation (1.2)]. The switching probability psw;a from | (t)〉 to a computational

state | a〉 is given as

psw;a = ∆t
X

c

Γca|〈 (t)| c〉|2; (1.14)

where {| c〉}c are the computational states and Γca the switching rates from state | c〉 to

| a〉. In case a switching event occurs, the state | (t + ∆t)〉 is set to be the computational

state | a〉 to which it switched. If no relaxation event occurs, the state is evolved for the next

time step according to Equation (1.13). Therefore, if the state is in either |¸〉 or |˛〉, 〈ffz〉
oscillates with the (B-dependent) hyperfine frequency. With this procedure traces of 〈ffz〉 are

generated [Figure 1.4(a)].

Next, the power spectral density (PSD) of this trace is calculated. It is given by

S〈ffz〉(f ) =
∆t

N

˛̨̨̨
˛
NX

n=1

〈ffz〉ne−i2ınf∆t

˛̨̨̨
˛
2

=
∆t

N
|FFT (〈ffz〉)|2 ; (1.15)

where N is the number of time steps the state was evolved for. To obtain a meaningful signal,

the PSD of many (> 100) traces needs to be averaged. If only a single switching rate is used,

the spectrum is effectively a Lorentzian [Figure 1.4(b)]. In addition to that, there is a peak at

the hyperfine frequency. This is due to the coherent evolution of the states |¸〉 and |˛〉.
Let us now consider a more realistic scenario, where many different switching rates are

contributing. Many traces are generated, and every time a rate Γ is randomly chosen from
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Figure 1.5: Spectrum of the switcher traces, averaged over different switching rates. The field

is fixed at 100 mT while the temperature is changed. The 1=f background increases with

temperature. Correspondingly, the peak due to the hyperfine interaction reduces in magni-

tude.

a distribution P (Γ) [Equation (1.7)]. This produces a 1=f spectrum with a clear peak at

the frequency of the hyperfine interaction (Figure 1.5). To verify the procedure, we repeat

it for varying temperatures while keeping the field fix. Clearly, the background is reduced

with decreasing tempeature. This is in agreement with what we expect from Equation (1.8).

Note that the peak of the hyperfine splitting becomes less pronounced and wider as the

temperature increases. This is because the switching rates and the relative populations of

the states |↑⇑〉 and |↓⇓〉 increase.

Let us now focus on the situation where the temperature is kept fixed and the field is in-

creased. Again, we observe a reduction of the background, in agreement with Equation (1.8).

The slight increase of S〈ffz〉(f ) at low fields is because the isotropy of Equation (1.12) is

being broken as the applied magnetic field increases. The peak in the spectrum changes

its frequency and is also reduced in magnitude [Figure 1.6(a)]. The frequency at which the

peak occurs increases with magnetic field according to the hyperfine splitting frequency [Fig-

ure 1.6(b)] This is expected, as the hyperfine interaction that effectively acts as a drive be-

tween |↑⇓〉 and |↓⇑〉 is further and further detuned with increasing magnetic field.

Analogous to Figure 1.2, we now study the expected Echo coherence times given the

noise spectrum (Figure 1.7). The expected Echo coherence times of a flux-sensitive qubit

can be calculated from the obtained noise spectrum (Section 4.2.3). The same, realistic de-

vice parameters of T1 = 15 —s and a sensitivity of 2 GHz=Φ0 are assumed. Establishing

the precise relation between S〈ffz〉(f ) and the flux noise is left for further studies. Here,

we assume proportionality and normalize the flux noise for each temperature such that at

B = 0 mT it is 10 —Φ0 at 1 Hz. A larger frequency range of the noise spectrum is re-

quired to calculate the expected TEcho
2 than is reasonably obtainable with direct simulations

of switcher traces. Therefore, Lindblad master equation simulations are used to generate Fig-

ure 1.7 [36]. In order to be consistent with the model (no decay in the nuclear states), only
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Figure 1.6: (a) Spec-

trum of switcher traces

averaged over different

switching rates. The

temperature is kept con-

stant at 50 mK while

the field is changed. The

1=f background reduces

with increasing field.

The frequency of the

hyperfine interaction peak

increases with field, but

its magnitude decreases.

(b) Comparison to the

hyperfine spectrum. The

extracted peak frequency

from (a) matches the

field-dependent hyperfine

frequency.
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the four collapse operators that change the electron state are taken into account. In the toy

model under consideration, the rates Γ corresponding to the collapse operators |↓⇑〉 〈↑⇑|
and |↓⇓〉 〈↑⇓| are assumed to be the same, irrespective of the applied field. The rates of

the inverse processes are then calculated to satisfy the ratio given by the Boltzmann factor

according to the energies given in Figure 1.3(a). This does not respect the detailed balance

of the system. Note that the initial decrease in TEcho
2 is due to the breaking of the isotropy

of Equation (1.12) as the applied magnetic field increases. If only a ffz ⊗ ffz is present, this

effect is not observed.

Note that these simulations do not capture the full reality of the situation. For example,

they do not take into account how much the field of a single electron spin couples to the

Figure 1.7: For realis-

tic device parameters, the

Echo coherence time of a

flux-sensitive transmon is

expected to increase. The

assumed flux noise re-

sults from hyperfine-split

hydrogen atoms with a

distribution of switching

rates.
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SQUID loop. Therefore, the simulations do not yield directly a prediction of the flux noise

in the device. Further on, the interactions leading to the distribution of relaxation rates of

the electron spins are not explicitly taken into account here. They are just assumed to yield

a distribution of relaxation rates of the electron spin. More precise models will be required

to distinguish between different potential origins of flux noise. Nonetheless, the models still

qualitatively indicate what will happen to the flux noise if it is subjected to magnetic field.

Importantly, they show that, within the experimentally addressable parameter regime, a clearly

measurable suppression of the flux noise can be achieved.

1 . 2 Quantized conductance enabling semi-digital gates

The transmon qubits studied in this thesis rely on a Josephson junction that is formed based

on semiconducting nanowires to provide the nonlinear inductance (Chapter 2). The Joseph-

son energy of the nanowires can be tuned in-situ using voltage side gates, changing the

qubit frequency f01 [37, 38]. These qubits are called gatemons. Note that the conductance of

the nanowire (and therefore its Josephson energy) is an erratic function of the applied side-

gate voltage. This tunability can be used to perform voltage-controlled z gates on a single

qubit [38] and gates between two qubits [39]. Further on, it also allows to operate voltage-

controlled quantum busses [40]. All these operations are sensitive to noise in the applied

gate voltage VG. Noise in VG leads to a noise in f01 because of the non-trivial (and unpre-

dictable) dependence of f01(VG).

Nanowires where the conductance is quantized have been demonstrated [41–43]. In

such a situation, the Josephson energy increases stepwise with VG. In the ideal case, the

conductance of the nanowire is insensitive to small changes in VG in the middle of a conduc-

tance plateau. This means that f01 of a gatemon with a wire that is in a regime of quantized

conductance is insensitive to noise on VG. This could greatly enhance the performance of

the gatemon, as noise in VG is a strong source of decoherence (Chapter 4).

A further exciting application of gatemons with nanowires in the quantized conductance

regime are semi-digital gates. The typical way to perform single-qubit z gates is to change

f01 as a function of time t . Here, this would be done by changing VG. The single-qubit phase

ffi that is acquired is given by the frequency difference ∆f01 integrated over the gate time,

ffi =

Z tf

t0

∆f01(VG(t))dt: (1.16)

The acquired phase is therefore sensitive to noise in VG during the gate time. In the case

of perfectly quantized conductance, this dependence would be largely suppressed as small

deviations in VG would not lead to a change in f01. However, the acquired phase is still

sensitive to errors in the timing. In a similar manner it might be possible to implement two-

qubit gates that are more resilient to noise. Such semi-digital gates might prove to be useful

in qubit control which is due to the analog character of its gates inherently error prone [44].
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1 . 3 Charge parity detection for topological quantum computing

Quantum computations are inherently prone to errors because their fundamental building

blocks, qubits, are imperfect. To mitigate the effects of errors on single qubits that are part of a

large code, involved and elaborate schemes are required [45–47]. An appealing alternative is

therefore a quantum computer that is inherently protected from errors, a topological quantum

computer [48–50]. The necessary ingredients for a possible scheme are a one-dimensional

semiconducting nanowire with strong spin-orbit interaction and a high g -factor, a magnetic

field along the wire axis and superconductivity [51–53]. The quantum states in such an im-

plementation are stored non-locally, and are therefore insensitive to decoherence [54]. The

readout in such schemes relies on the mapping of the quantum state onto a charge par-

ity [55]. Also more recent schemes use this principle [56, 57]. Therefore, efficient charge

parity detection is required to perform readout on such quantum computers.

Nanowire based transmon qubits are well-suited to act as charge-parity detectors in topo-

logical quantum computation schemes. The materials used, field compatible superconduc-

tors and nanowires, make the fabrication requirements of these transmons comparable to

the above mentioned necessary ingredients for topological quantum computers. The use of

a nanowire junction instead of the typically used Josephson junction based on Al and AlOx

eliminates the problem of the low critical magnetic field of bulk Al [58]. The use of NbTiN and

nanowire junctions opens the door to operating such qubits at fields of ∼ 0:5 T, the typical

requirement for the above mentioned application. Further on, transmons are good charge-

parity detectors [59, 60]. Ramsey-based techniques allow detection of small frequency shifts.

Therefore, the qubit system discussed in this thesis makes a good candidate to perform these

tasks.

1 . 4 Coupling transmons to different quantum systems

Superconducting qubits in a circuit quantum electrodynamics architecture can exhibit high

coupling rates to their control knobs, which allows experimentalists to perform fast operations

on them [61, 62]. However, their coherence is comparatively low, which makes the execution

of long and complex quantum algorithms challenging so far [63]. On the other hand, electron

spin ensembles from crystal defect sites can store quantum states for a long time [64]. This

makes them attractive candidates for quantum memories (a quantum hard drive). However,

the direct coupling to such system typically is rather low. Therefore, combining these two

systems could allow for fast operations and long storage times [65].

The strong coupling between electron spins ensembles and superconducting coplanar

waveguide resonators has been demonstrated [66, 67]. In subsequent work, even the cou-

pling to a superconducting qubit could be shown [68]. Application of a magnetic field would po-

larize the spin ensemble and shift its frequencies to higher fields, improving performance [69].

This scheme could be extended to also address nuclear spins via hyperfine coupling [70] or

allow conversion from microwave to optical photons [71]. Further on, the coupling to other

quantum computing platforms that require magnetic fields can be realized [72, 73].
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1 . 5 Thesis overview

I started my PhD around the time when the first two demonstrations of hybrid super-conducting-

semiconducting transmon devices were published [37, 38]. Where the implementation in

Copenhagen was mostly focusing on demonstrating coherence in voltage-tunable circuits,

the work done in Delft was aiming at understanding the physics of both, voltage- and flux-

tunable devices. This defined an interesting starting point for the project. Would it be possible

to make coherent flux- and voltage-tunable devices that push the coherence times towards

those of standard transmons? Would they make for useful qubits? And would these devices

be able to withstand magnetic fields, just as we hoped for?

In Chapter 2, I discuss the theoretical basics needed for a single-qubit cQED experiment.

Starting from the idea of engineering artificial atoms, I will discuss their building blocks. I

focus on how the Josephson junction in standard transmons differs from the one in nanowire

transmons, and what that means for the spectrum of these devices.

Chapter 3 describes the fabrication process that combines standard cQED fabrication

techniques with the nanowire etching and contacting. I will also highlight the fabrication im-

provements made to increase the field compatibility of the devices. This includes holes in

resonators and qubits to avoid vortex formation and NbTiN air-bridges.

Then, in Chapter 4, I show the basic characterizations of flux- and voltage-tunable nanowire

transmon qubits. I address the question whether these qubits have a shot at being useful for

large-scale quantum computation. A detailed investigation of their noise background reveals

a previously unknown noise process.

In Chapter 5, I study the effects of an applied in-plane magnetic field to the qubits that

were discussed in Chapter 4. This is the first demonstration of coherence of superconduct-

ing qubits in magnetic fields exceeding the superconducting gap of aluminum. Based on the

response of the devices to the magnetic field, I identify several factors that limit their perfor-

mance.

In Chapter 6, I address the limitations for field compatibility. A first demonstration of a

flux-tunable split-junction device operating in in-plane magnetic fields exceeding the gap of

aluminum is given.

I summarize the results and findings of this thesis in Chapter 7, and give an outlook for

future possibilities.
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Figure 2.1: Schematic of a flux-tunable split-junction nanowire transmon.

In this chapter, the theoretical basics of the devices studied in this thesis are discussed.
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2 . 1 Engineering atoms

Nature provides us with almost ideal two-level systems that can be used as qubits. For ex-

ample, trapped ions [74] or electron and nuclear spins of single dopant in purified silicon [75]

can encode quantum states. However, it is also possible to engineer two-level systems. This

can be done in various ways, for example by defining quantum dots in a two-dimensional

electron gas [76] with superconductors [77–79]. The approach of engineered qubits, typically

solid-state systems, has the advantage that it can rely on existing lithographic fabrication tech-

niques and it gives freedom in the choice of parameters. The price to pay is, however, that

in current implementations of fully engineerable systems the coherence times are compara-

tively short [63, 75, 80]. It is therefore important to reduce the noise these circuits are subject

to by means of cleaner fabrication or better filtering and to make them more insensitive to

these noise processes by smart design of the circuits and parameter choices.

In this chapter, we describe how the transmon [62], one of the most promising qubits

for medium-scale quantum computing, emerged from its predecessor, the Cooper-pair box

(CPB) [77, 81], and how its properties change when its key component, the Josephson junc-

tion, is formed by a proximitized semiconducting nanowire [82–85]. Transmons are essen-

tially anharmonic LC oscillators that can be brought into their quantum ground state. This

imposes two requirements, a nonlinear element and a circuit with low dissipation. Without

a low dissipation rate the quantum information is quickly lost. Therefore, the use of super-

conducting materials is a natural choice. Further on, superconducting materials offer, in the

form of Josephson junctions [86], a way to implement dissipationless, nonlinear inductances.

These provide the required anharmonicity of the oscillator, enabling us to use them as qubits.

We will begin with a brief discussion of what happens at a normal conductor — super-

conductor (NS) interface and how this leads to Andreev bound states (ABS) in a SNS junc-

tion. From there on, we will see how this phase-dependent ground-state energy leads to the

Josephson effect (Section 2.2). We will then turn to the energy levels of CPBs and transmons,

and discuss the effect of different types of Josephson junctions (Section 2.3). Special atten-

tion will be given to how the nanowire transmons differ from the standard transmons based

on superconductor — insulator — superconductor (SIS) junctions. Finally, we will see how

to interface with these artificial atoms in the framework of circuit quantum electrodynamics

(Section 2.4). Because this is an experimental thesis, the theoretical discussions aim to pro-

vide intuition for the underlying physics, and will refer to other works for rigorous derivations.

We will rather focus on solving the Hamiltonian describing the qubit and exploring various

features of it.

2 . 2 Andreev bound states and Josephson junctions

In this section, we will discuss how the nonlinear inductance required to make the above de-

scribed anharmonic oscillators comes about. We will discuss briefly how Andreev reflections

occur at the interface between a superconductor and a semiconductor, and how Andreev

bound states manifest themselves in SNS junctions. We will see how these bound states
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Figure 2.2: Schematic of the relevant processes at NS and SNS interfaces. (a) An electron

with E < ∆ is coming from the normal conductor where it is described as a plane wave.

When it reaches the superconductor, it can either undergo a specular reflection (1) and no

charge transfer happens, or can back-reflect a hole (2) and a charge of 2e is transferred into

the superconductor. A Cooper-pair is created and the quasi particles are described by an

evanescent wave in the superconductor. Note that the waves have the same energy but are

shifted for readability. (b) The Andreev bound state extends with evanescent waves into the

superconductors and is a superposition of a hole and an electron in the normal part.

lead to a supercurrent between the two superconductors, and from that derive the Joseph-

son effect.

2 . 2 . 1 Andreev reflection

Let us now consider the interface between a normal conductor and a superconductor. When

an electron or a hole hits the NS interface, three things can happen. If the electrons or holes

in the normal conductor have an energy E > ∆, where ∆ is the superconducting gap (for

aluminum ∆ is around 45 GHz·h or 0:3 meV), they can directly enter the superconductor and

are quasiparticles there. If their energy is less than the gap energy, no quasiparticle states are

available and they will be back-reflected and no charge transfer will occur (specular reflection)

[Figure 2.2(a)]. The third process, the Andreev reflection [87], enables charge transport even

in the case of E < ∆. There, an electron from the normal conductor can be reflected as

a hole at the NS interface, adding a Cooper-pair of charge 2e to the superconductor. Note

that this process conserves the momentum, as h̄kh = h̄ke − 2E=vF. As |E|� EF (EF ∼
1 − 10 eV is the Fermi energy), kh ≈ ke ≈ kF, but the hole velocity is opposite to that of

electrons.

Now we will try to give an intuitive understanding of the steps necessary to derive the

precise relations. For a more elaborate and thorough description, the reader is directed to



2

20 2 . S E M I C O N D U C T I N G - S U P E R C O N D U C T I N G H Y B R I D T R A N S M O N D E V I C E S

Figure 2.3: Energy of

an Andreev bound state

for different transmis-

sion probabilities versus

phase difference of the

superconductors. The ex-

cited state energy is only

indicated for T = 0:99.
0 π/2 π 3π/2 2π

δ

−Δ

0

Δ

E
ne
rg
y

T=0.20
T=0.50
T=0.80
T=0.90
T=0.95
T=0.99

references [88–94] where the calculations are performed in detail. Excitations in a metal with

superconductivity are described by the Bogoliubov – de Gennes (BdG) equation which de-

scribes the energy of electron- and hole-like wave functions, and mixes them in the presence

of superconductivity. In the absence of superconductivity, the solutions of the BdG equation

for both the electron- and hole-like parts are just plane waves. In the presence of super-

conductivity, and for energies below the gap, there are no quasiparticle states available that

extend through the whole superconductor. Let us consider an ideal NS interface (no scatter-

ing), and only a single conduction channel (as there is not mixing between channels). We

match the quasiparticle wave functions and their derivatives for the superconducting and the

normal part at the interface. The solution in the normal conductor takes the form of an incom-

ing electron and a back-reflected hole (with the acquired reflection amplitude depending on

superconducting phase, ∆ and E) as plane waves. In the superconducting part, there is only

an evanescent solution. It has a complex momentum, which means that the wave function is

exponentially decaying in the superconductor. The length scale over which this happens is

the superconducting coherence length ‰ (for Al, ‰ ∼ 1:6 —m [95]).

2 . 2 . 2 Andreev bound states

Now that we have some intuition for what happens at the NS interface we turn to the SNS

junction. We focus again on the intuitive understanding and refer the reader interested in

a rigorous derivation to references [84, 88–93, 96]. The geometry we considered is one-

dimensional, with two semi-infinite superconductors with phase difference ‹ separated by

a coherent conductor of length l [Figure 2.2(b)]. According to the Landauer formalism [97],

the conduction is fully described by the set of transmission channels {Ti} of the conductor.

We can consider only a single channel because Andreev reflections do not mix conduction

channels. For now we assume that l is smaller than the superconducting coherence length ‰

(short-junction limit), and will later argue that this is indeed the case in the devices presented

in this thesis. The coherent conductor is therefore modeled as a scattering impurity that is a

repulsive delta function.



2 . 2 . A N D R E E V B O U N D S TAT E S A N D J O S E P H S O N J U N C T I O N S

2

21

We can consider in a pictorial view an electron (hole) in the coherent conductor of the

above described geometry with energy small compared to the gap. As the electron (hole)

reaches the NS interface, it will be reflected as a hole (electron), which in turn will undergo

the same process at the other interface. This leads to a finite motion of the electron/hole, and

therefore bound states with discrete energy levels. This information is used to write an ansatz

for a solution of the ABS wave functions. It is the sum of electron- and hole-like solutions

of the Bogoliubov-de Gennes equation in the superconducting parts of the geometry, multi-

plied with a spatially decaying exponential around the scatterer as the state has to be bound.

The ansatz needs to fulfill two conditions, yielding one equation each: Its left and right limits

around the scatterer need to be the same, and the Schrödinger equation, integrated over a

small interval around the scatterer, needs to hold. In the Andreev approximation (∆ � —),

these two equations can each be written as scattering matrices and be plugged into one an-

other. The combined equation then has the form of an eigenequation. Its solutions yield the

ABS energies that depend on the transmission probability T and the phase difference of the

superconductors ‹,

EABS(T; ‹) = ±∆

q
1− T sin2(‹=2): (2.1)

The ABS energies are shown in Figure 2.3 for various transmission probabilities. For temper-

atures of ∼ 100 mK, temperature dependent corrections [96, 98] are only relevant around

‹ = ı and for transmissions T & 0:95. It is worth noting that transmission probabilities

of T = 0:98 have been achieved in devices with comparable wires [99]. Further effects

that could require corrections are [91] the finite-sized barrier, the fact that a semiconductor is

used (which might invalidate assumptions on the k-vectors), and the spatial dependence of

∆ due to the proximity effect and scattering. Taken all this into account, it is fascinating that

Equation (2.1) describes the behavior in many experiments quite well [37, 98–100].

We will need the ABS energy to derive the properties of SNS and SIS junctions and ex-

plain several peculiarities of the spectrum of nanowire based transmons. It will turn out to be

handy to use the Fourier decomposition of the ABS energy in order to use it in computations.

Because Equation (2.1) is even, the Fourier decomposition is given as

EABS(T; ‹) = ±
X
n

EJn(T ) cos(n‹); (2.2)

with the components

EJn(T ) =
2∆

ı

Z ı

0

q
1− T sin2(ffi=2) cos(nffi)dffi; (2.3)

as shown in Figure 2.4. Where for small T the first term is clearly dominant, this no longer

holds true for T ∼ 1 and also higher order contributions need to be taken into account.

Further on, the EJn are not linear in T and their sign alternates with n. As the higher-order

terms fall off strongly, only the EJn for n ≤ 7 are taken into account for computation.

2 . 2 . 3 Situation in nanowires

Let us now investigate the transport in the nanowires. The semiconducting band gap of InAs

is large in comparison to the superconducting gap of Al. Therefore, the states that contribute
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Figure 2.4: Fourier components of the Andreev bound state energy versus transmission prob-

ability. Note that the coefficients are not linear in T and alternate in sign. As they fall of

strongly with n, only 7 components are used in subsequent computations.

to electron and hole transport are confined in the InAs nanowire and are only weakly influ-

enced by the superconducting shell. The dispersion relation is given as

Ep =
h̄2

2me
k2

p , with kp =
2ı

–p
=
pı

d
; (2.4)

where d is the length in the respective direction. The energy difference between subse-

quent levels is ∆Ep;p−1 ∝ 1=d2. This means that the energy levels in radial direction

(the nanowire radius is ∼ 50 nm) are much further spaced than in longitudinal direction

(the nanowire length is 2− 10 —m) where they essentially form subbands (Figure 2.5). This

leads to effectively one-dimensional charge transport. Each subband whose minimum is be-

low the Fermi energy EF can therefore host an ABS. The total phase-dependent energy of

the junction is therefore given as the sum of the ABS energies Ei in each subband,

EJ(‹) =
X

i

EABS;i(‹) = ∆
X

i

q
1− Ti sin2(‹=2): (2.5)

From measurements and calculations in this work it is not possible to strictly prove that

the nanowire junctions used really operate in the short junction limit. Here we try to highlight

the reasoning why the short junction limit still yields a good description [101]. From inde-

pendent measurements it is known that the the typical mean free path in InAs nanowires is

around lMFP ∼ 100 nm [102] and the Fermi velocity vF ∼ 108 cm=s [103]. Measurements

of nanowires of the same batch as used in Chapter 4 have shown to have an induced super-

conducting gap of∼ 45 GHz ·h [83], roughly the same as that of bulk aluminum [58]. We can

therefore expect a superconducting coherence length ‰0 = h̄vF=ı∆ ∼ 1100 nm [101, 104]

in the proximitized InAs leads. The junction coherence length [84] is ‰J =
√
‰0lMFP ∼

300 nm. The typical junction length in this work is L ∼ 200 nm . ‰J, indicating that we
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Figure 2.5: Schematic of the subbands

contributing to the transport. In the non-

confined direction of the nanowire the

electrons are free to travel, yielding the

parabolic shape of the subbands. Sub-

bands below the Fermi energy host an

Andreev bound state contributing to the

transport through the wire. Sidegate tun-

ing changes the relative energy of the sub-

bands with respect to the Fermi energy.
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are rather in an intermediate regime which might give corrections. However, we observe that

the short-junction model describes the spectrum of the devices under test well. Further on,

several recent experiments using similar nanowires have shown to yield good agreement to

a short junction theory [37, 98, 100, 105].

The phase dependent energy in Equation (2.5) leads to a supercurrent in the ground

state. The time derivative of the energy,

dE

dt
=
@E(‹)

@‹

d‹

dt
; (2.6)

is essentially the power. We know that in superconductors the phase change over time is

related to the potential of the corresponding superconductor, ‹̇ = 2eV =h̄ [92]. The power is

the product of current and voltage, hence we can write

I(‹) =
2e

h̄

X
i

@Ei

@‹
=
e∆

2h̄

X
i

Ti sin(‹)q
1− Ti sin2(‹=2)

: (2.7)

In the case of high transmission probabilities, this leads to a skewed sinusoid (Figure 2.6) [37,

98]. Taking the time derivative of this equation allows us to calculate the inductance as

L = V

„
dI

dt

«−1

; (2.8)

yielding

LSNS(‹) =
h̄2

e2∆
·
X

i

24 `
1− Ti sin2(‹=2)

´3=2

cos(‹)
`
1− Ti sin2(‹=2)

´
− T 2

i
4 sin2(‹)

35 (2.9)

which is nonlinear.

2 . 2 . 4 SIS junctions and split junctions

Another limit of interest is the superconducting-insulating-superconducting (SIS) tunnel junc-

tion. It is characterized by many transmission channels (∼ 104=—m2 [106–108]) with low

transmission probabilities Ti � 1. Using this area density of channels, typical junction sizes
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Figure 2.6: Current phase
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in our group [2] of ∼ 0:04 —m2, and typical room-temperature resistance values, we expect

several hundred transmission channels of ∼ 1% transmission each. We can approximate

Equation (2.7) as

I(‹) =

 
e∆

2h̄

X
i

Ti

!
sin(‹) =

ı∆

2e
GN sin(‹) = Icrit sin(‹); (2.10)

which leads to a sinusoidal current-phase relation (Figure 2.6). For this we used the Landauer

formula [92] and expressed the critical current Icrit in terms of the normal state conductance

GN of the junction (Ambegaokar-Baratoff formula) [109]. Note that Equation (2.10) is also

known as the DC Josephson effect. The corresponding Josephson energy of an SIS junction

is therefore given as

EJ;SIS(‹) = −EJ cos(‹); with EJ = h̄Icrit=2e: (2.11)

The corresponding inductance is

LSIS(‹) =
h̄

2eIcrit cos(‹)
; (2.12)

which is also nonlinear.

It is instructive to discuss the concept of a superconducting quantum interference device

(SQUID), which enables tuning the supercurrent through the Josephson junction with an ex-

ternal flux. The SQUID is a superconducting loop enclosing an area A with a Josephson

junction in each of its two arms. The total current though the SQUID is then the sum of the

current in each junction,

Itot = Icrit;A sin(‹A) + Icrit;B sin(‹B); (2.13)

with phase drops ‹A and ‹B across the junctions. Taking the integral of a magnetic field B

over the SQUID area lets us write

‹A − ‹B =
2ı

Φ0

Z
B · dA = 2ı

Φ

Φ0
= ’; (2.14)
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with ’ the reduced flux, where we implicitly used Stokes theorem to convert the area integral

of a field to a contour integral (through the superconductor and the junctions) of its vector

potential and know that there is a zero phase shift along the closed contour. Thus, the total

current through the SQUID is

Itot = Icrit;A sin(’+ ‹B) + Icrit;B sin(‹B): (2.15)

2 . 3 Transmons

In the introduction of this chapter we discussed that an anharmonic oscillator in its quantum

ground state can be seen as a qubit. We identified LC resonators with a nonlinear inductance

as good candidates for this approach. In the previous section the nonlinear inductance pro-

vided by the dissipationless Josephson effect was investigated. In this section we bring the

Josephson junction together with a capacitor and discuss how to make a transmon qubit, and

how it behaves.

2 . 3 . 1 The Hamiltonian in the charge basis

The Hamiltonian of an anharmonic LC oscillator has a capacitive part, described by the charg-

ing energy EC, and an inductive part, described by the Josephson energy EJ. The charging

energy is defined by the total capacitance of the transmon, and the Josephson energy is de-

termined by the Josephson junction. Using the conjugate variables of Cooper-pair number

imbalance n̂ and superconducting phase difference ‹̂ between the two islands, the Hamilto-

nian of the system can be written as [110]

Ĥ = 4ECn̂
2 − EJ(‹̂): (2.16)

In the following discussion we will see that the properties of this system can vary substantially

depending on the ratio of EJ=EC and the form of EJ.

The Hamiltonian of Equation (2.16) only describes an isolated single-junction device. In

the case of a split-junction qubit that is flux tunable, the Josephson energy needs to be ex-

pressed with the flux dependence described in Equation (2.15). Further on, there is a charge

background of the environment that can influence the charge states on the islands. Taking

these two contributions into account, we can rewrite Equation (2.16) to

Ĥ = 4EC(n̂ − ng)2 −
X
n

EJ;An cos(n‹̂)−
X
n

EJ;Bn cos
“
n(’− ‹̂)

”
; (2.17)

where ng is the background charge and ’ the flux through the SQUID loop.

Performing calculations with the Hamiltonian in the form of Equation (2.17) is not very con-

venient because it contains two conjugate variables. It becomes much easier if we rewrite Equa-

tion (2.17) in the charge basis, using

e±in‹̂ |N〉 = |N ± n〉 ; (2.18)

where |N〉 denotes the charge state of N excess Cooper-pairs on one of the islands with

respect to the other. Note that the charge states with n̂ |N〉 = N |N〉 the eigenvalues and
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eigenfunctions form a complete, orthonormal basis of the Hilbert space. We keep the Joseph-

son energy as the Fourier decomposition of a general form [see Equation (2.3)] and express

its n-th component in the charge basis as

EJn cos(n‹̂) |N〉 =
EJn

2

“
ein‹̂ + e−in‹̂

”
|N〉 =

EJn

2
(|N + n〉+ |N − n〉) : (2.19)

Hence, the term EJn describes the transfer of n Cooper-pairs across the Josephson junction.

We use this to write Equation (2.17) in the charge basis,

(2.20)

Ĥ = 4EC

X
n

`
N − ng

´2 |N〉 〈N| −
X
n

EJ;An

2
(|N〉 〈N + n|+ |N + n〉 〈N|)

−
X
n

EJ;Bn

2

“
ein’ |N〉 〈N + n|+ e−in’ |N + n〉 〈N|

”
;

With a potential relative charge offset ng on the capacitor islands. We express the contribution

of the n-th Fourier component to the Josephson energy,

EJn

2
=
EJ;An

2
+
EJ;Bn

2
e−in’;

to write the full matrix of the Hamiltonian as

(2.21)Ĥ(ng; ’) =

26666666664

. . . ···

4EC(1− ng)2 −
EJ1

2 −
EJ2

2

−
E∗

J1
2 4ECng

2 −
EJ1

2

−
E∗

J2
2 −

E∗
J1
2 4EC(1− ng)2

···
. . .

37777777775
:

The terms on the diagonal correspond to the contribution of the charging energy. The entries

on the n-th off-diagonal describe the tunneling of n Cooper-pairs across the junction. The

eigenvalues of Equation (2.21) are the energy levels of the system and can be computed

numerically. Unless otherwise stated, we will truncate the number of charge states to 61 for

all the following calculations. This is because the contributions of higher charge states fall off

stronger than exponentially (Figure 2.8) and a 61× 61 matrix is still fast to diagonalize on a

normal computer.

2 . 3 . 2 From the Cooper-pair box to the transmon

With the possibility to compute the energy levels of the system, we will now discuss the influ-

ence of the various parameters. First, we will revisit the difference between the Cooper-pair

box and the transmon [62]. For this we will assume the Josephson energy to be purely sinu-

soidal, reflective of an SIS junction. We will investigate how the energy levels depend on ng,

and what that implies for the wave function. Then, we will look at the tuning mechanisms of

both SNS and SIS transmons and highlight the implications for anharmonicity.
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Figure 2.7: Lowest lying energy levels plotted as a function of ng for different ratios of Joseph-

son to charging energy. While for low ratios the transition energy between the eigenstates is

strongly dependent on ng (a-c), this dependence is strongly suppressed for ratios > 30 (d)

and the transition is exponentially insensitive to ng.

Early implementations of the anharmonic LC oscillators as qubits were suffering from

short coherence times due to their strong sensitivity to ng [77, 111]. These so-called Cooper-

pair boxes only had fairly small total capacitances, making their EJ=EC ratios ∼ 1, leading

to a strong dependence of the transition frequency f01 on ng [Figure 2.7(a)]. On-chip charge

noise (the noise in ng) is hard to reduce, therefore a better approach is to reduce the sen-

sitivity to it. This can be achieved by increasing the ratios of EJ=EC, see Figure 2.7(b-d).

By increasing the total capacitance between the transmon islands CΣ, basically making the

geometrical capacitance of the islands to each other much bigger than the capacitance due

to the Josephson junction, EC = (2e)2=2CΣ is reduced. By increasing EJ, the coupling be-

tween adjacent charge parabolas [compare Figure 2.7(a)] is increased, effectively flattening

them and making them insensitive to changes in ng. The price to pay is a reduction in the

anharmonicity ¸ = f12 − f01, setting a limit to how fast qubit control pulses can be without

leaking into the second excited state [112].

This is a good example of how the sensitivity to noise can be strongly reduced by smart

design of artificial atoms. Indeed, the demonstration of the first transmons has lead to a major
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Figure 2.8: Wave function of the lowest energy levels at different values of EJ=EC. (a) Abso-

lute value of the wave function in the charge basis. Low EJ=EC ratios lead to a wave function

with only few charge states (purple). More charge states contribute as the EJ=EC ratio is in-

creased (red). (b) Absolute value of the wave function in the phase basis. As the EJ=EC ratio

increases the wave function becomes better defined in phase.

improvement in dephasing times in comparison to CPBs [113, 114]. It also paved the way for

further advances. Recently echo dephasing times of> 200 —s have been demonstrated [63].

The nature of the qubit states drastically changes when increasing EJ=EC. The wave

function |Ψ〉 of the ground state is the eigenvector corresponding to the lowest eigenvalue

of Equation (2.21) and can be written as |Ψ〉 =
P
N ΨN |N〉. Whereas the qubit states for

the CPB are mostly encoded in one charge state, this is no longer true for transmons with a

large ratio, see Figure 2.8(a). The comparatively large Josephson coupling mixes adjacent

charge states and the wave function spreads out over many charge states. Effectively, the

qubit states are no longer charge states but plasma modes. It is also possible to look at the

wave function in the phase basis. As phase and charge are conjugate variables, this is most

easily done by a discrete Fourier transform of the wave function calculated in the charge

basis,

Ψ(‹) =
1√
2ı

X
N

ΨNei‹N : (2.22)

As theEJ=EC ratio increases, the wave function becomes better and better defined in phase [Fig-

ure 2.8(b)]. The qubits presented in the experimental chapters of this thesis generally have

an EJ=EC ratio of at least 30 and are therefore not limited by noise in ng that couples via EC.

2 . 3 . 3 Flux tunability of SIS and SNS transmons

Although changing f01 with voltage is not desirable, as we have just discussed, it is still useful

when qubits have a knob that tunes their frequency. In fact, it is a prerequisite for many experi-

ments [2, 115, 116] and some implementations of quantum error correcting codes [47]. A pop-



2 . 3 . T R A N S M O N S

2

29

−0.50 −0.25 0.00 0.25 0.50
Reduced flux φ

0

1

2

3

4

5
f 0
1 

(G
H

z)

EJ, 1= EJ, max ⋅ (1− ε)
EJ, 2= EJ, max ⋅ ε

(a)
Asymmetric SIS transmon spectra

−0.50 −0.25 0.00 0.25 0.50
Reduced flux φ

0

1

2

3

4

5

f 0
1 

(G
H

z)

T1=1− ε
T2= ε

(b)
Asymmetric SNS transmon spectra

0.0 0.1 0.2 0.3 0.4 0.5
ε

0.0 0.1 0.2 0.3 0.4 0.5
ε

Figure 2.9: Flux tunability of SIS and SNS transmons. (a) Frequency spectrum of an SIS trans-

mon with various asymmetry values. (b) Frequency spectrum of an SNS transmon where

each junction has only one channel, for various asymmetries.

ular way of achieving frequency tunability of transmon qubits is to make split-junction devices

that are flux tunable. Essentially, the single Josephson junction is replaced by a SQUID loop,

and the current through the SQUID loop is controlled with the applied flux [Equation (2.15)].

In the case of SIS junctions, the maximum tunability is achieved when symmetric junc-

tions are chosen [Figure 2.9(a)]. This can be seen as choosing EJ;A1
= EJ;B1

6= 0 as

the only non-zero coefficients in Equation (2.17). The maximum frequency of the qubit is

then approximately f01h ≈
√

8EJEC − EC [62] (for the simulations we choose the ex-

perimentally obtained value of EC=h = 278 MHz). The minimum f01 is found at the full

frustration point (Φ = Φ0=2) where EJ vanishes and the qubit is essentially a quantum dot

with f01h ≈ 4EC. It is worth noting, however, that close to the full frustration point the qubit is

highly flux sensitive, making the qubit susceptible to flux noise [28, 34, 35, 117]. This problem

can be reduced by choosing asymmetric junctions (EJ;A1
6= EJ;B1

), therefore reducing the

tuning range and the flux sensitivity, and reducing the effect of flux noise [2, 3]. The frequency

spectrum of qubits with asymmetric junctions are depicted in Figure 2.9(a).

By replacing the SIS Josephson junctions of the SQUID loop with nanowire junctions, flux

tunable nanowire transmons can be obtained. In these devices, the standard case is to have

asymmetric junctions as microscopic differences will determine their transmission coefficients.

In Figure 2.9(b), we study the flux dependence of the flux tunable SNS transmon. For the ease

of illustration we assume that there is only one transmission channel in each junction, and

the sum of the transmission coefficients is 1. Note that the sweetspot frequency decrease is

due to the varying contribution of EJ2
that has an opposite sign to EJ1

and is not linear in

T (compare Figure 2.4). In the case of asymmetric junctions, or away from the full frustration

point, the spectrum is comparable to the spectrum of SIS transmons because the EJ;A1
and

EJ;B1
contributions to EJ are dominant. However, in the case of roughly symmetric junctions,
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Figure 2.10: Comparison of the wave functions of symmetric flux-tunable SIS and SNS trans-

mons. At the flux sweetspot (a, b) the wave functions are practically identical and defined by

plasma modes. At the full frustration point (c, d), the SIS wave function occupies only one

charge state due to the vanishing EJ. However, the SNS wave function distributes over even

charge states due to the EJ2
coupling.

a qualitatively different behavior can be observed around the full frustration point. Because

the EJ1
terms cancel out, the EJ2

contributions become dominant, leading to a double-well

potential [37]. This means that around the full frustration point, the qubit states no longer are

plasma modes but rather persistent currents like in a flux qubit [118].

The qualitative change in qubit states is highlighted in Figure 2.10 using the example of

a symmetric SIS and a symmetric SNS transmon. In both cases, the EJ=EC ratio is ∼ 40.

At the sweetspot, the wave functions are almost identical. Both are in the transmon regime

where the wave function is a plasma mode that is distributed over several charge states and is

well-defined in phase, Figure 2.10(a, b). At the full frustration point, the SIS transmons wave
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function is defined by only a single charge state because there is no Josephson coupling

hybridizing adjacent charge parabolas [Figure 2.10(c)]. This means that the phase of the

wave function is completely undefined [Figure 2.10(d)]. This is completely different for the

symmetric SNS transmon: while theEJ1
contribution also vanishes (see Equation (2.20)), the

EJ2
contribution couples the even charge parabolas to each other. The ground state wave

function is therefore spread out over only the even charge states, and has a ı-periodicity in

phase. Practically, this means that the Cooper-pair parity is conserved and the two lowest-

lying energy states have an overlap |〈0| N̂ |1〉 | that is exponentially small in EJ2
. Fermi’s

golden rule tells us that this small overlap leads to a strongly suppressed energy relaxation

rate, and effectively a protected qubit.

2 . 3 . 4 Voltage tunability of SNS transmons

In contrast to SIS junctions, nanowire junctions can be tuned in-situ using a voltage side

gate [37–39, 82, 101, 119]. Due to the altered electrostatic potential, the wave function of

the ABS junction will change, therefore changing the transmission probability. A changed

transmission probability will in turn change EJ (see Equation (2.1)) and therefore f01. This

is in contrast to the flux tuning, where flux-independent part of EJ stays unchanged. If more

and more positive voltages are applied, further transmission channels will lie within the Fermi

energy and contribute to the transport through the wire (Figure 2.5).

The voltage side gate does not provide deterministic control over the number and trans-

mittivity of the channels. It is therefore not possible to map the effect of the applied side gate

voltage on the qubit frequency. We can, however, express f01 in terms of its transmission

channels, see Figure 2.11. The junction can be described with toy models that lead to slightly

different f01 and considerably different ¸ (Figure 2.12). Given a certain value of f01 and EC,

we can therefore estimate the sum of all transmission coefficients
P
i Ti.

Rather than gaining a quantitative understanding, the intention of the discussion of these

models is to get a feel for how f01 and ¸ change depending on the model used [101]. In the

simplest model, only one transmission channel contributes to the transport. This of course

sets a limit to the maximal f01 given a fixed EC. Also, the absolute anharmonicity |¸| is
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minimal in this case, and considerably smaller than |¸| of an SIS transmon, which is bounded

by EC for large EJ=EC ratios. This model can be extended in different ways, for example by

assuming several transmission channels of all equal transmission probabilities. There is a

small correction in f01 due to the nonlinear increase of EJ2
with increasing T , but a strong

increase in |¸|. This is not surprising, however, as it is taking the limit of only one channel to

the limit of an SIS junction. A further model is the ideal quantum point contact (QPC), where

transmission channels are filled subsequently such that at most one is partly filled. This model

sets a lower limit to |¸|.
It is experimentally not possible to directly probe the number and transmittivity of the

channels of the junction. While f01 gives an indication on the sum of all transmission chan-

nels,
P
i Ti, |¸| only gives an indication how many channels are dominant. In the case of a

flux tunable qubit it is possible to fit the spectrum of the qubit and gain information about the

transmission values, compare Chapter 4 and reference [37]. However, this directly assumes

a certain number of channels in each junction. This also highlights that it is not possible to

convincingly prove that the junctions operate in the short-junction limit.

2 . 4 Circuit Quantum Electrodynamics

In order to investigate the transmons for which we have laid out the theoretical framework in

the previous sections of this chapter, we need to be able to interface them. If the coupling

of the transmons to the outside world is not strictly controlled, they will lose their quantum

information quickly. Further on, the direct coupling to transmons is weak, making it hard to

get information from them. Both of these problems can be solved at once by coupling the

transmon to a cavity, here an on-chip resonator [61]. The resonator provides a controlled

environment by limiting the number of modes the transmon sees (and can decay into) and

increases the coupling to the transmon. The interaction between the qubit and a resonator is

described by circuit quantum electrodynamics [110] (cQED). The relevant rates are indicated

in Figure 2.13.
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Figure 2.13: A transmon
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2 . 4 . 1 Resonators

The resonators used here are fabricated in a coplanar waveguide geometry [120]. In order

to maximize the number of resonators and qubits on chip we choose to use –=4 resonators

capacitively coupled to the central feedline (Figure 2.13). Like this, a frequency-multiplexed

readout of each individual resonator is possible [121]. Let us now consider a –=4 resonator

with resonance frequency fR coupled to the feedline. The frequency dependent transmission

S21 through the feedline around fR is given as [122, 123]

S21(f ) = A

0@1−
Ql
|Qe|e

i„

1 + 2iQl
f−fR
fR

1A ; (2.23)

where A is the transmission amplitude off resonance. The resonator is characterized by the

loaded quality factor Ql, which is defined as

Ql =
fR
∆f

; (2.24)

where ∆f is the line width of the resonator, and related to the internal quality factor Qi and

the coupling quality factor Qc by

1=Ql = 1=Qc + 1=Qi: (2.25)

Further on, Qe = |Qe|exp(−i„) is complex-valued. Its real part Re(1=Qe) = 1=Qc and its

imaginary part yields an asymmetry in the resonator line shape. Figure 2.14 shows |S21| of

the discussed situation as a function of frequency („ = 0) with indicated fR and ∆f . From

the transmission dip depth the ratio Ql=Qi can already be estimated without performing a fit

to the data.

A more detailed model for S21 that will be used to describe the properties of the res-

onators presented in this work is given by [122]

S21(f ) = A

„
1 + ¸

f − fR
fR

«0@1−
Ql
|Qe|e

i„

1 + 2iQl
f−fR
fR

1A ei(ffivf+ffi0): (2.26)
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Figure 2.14: Feedline
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This model takes a frequency-dependent linear slope ¸ of the transmission line and the

propagation delays ffi0 and ffivf to and from the sample into account.

Let us discuss the role of the quality factors further. Besides the way Ql is defined in

Equation (2.24) it can intuitively be thought of as the number of oscillations the resonator un-

dergoes before the energy in the resonator is decayed to e−2ı ≈ 0:2 % of the initially stored

energy. The physically important quantities are Qi and Qc as described in Equation (2.25).

The coupling between feedline and resonator can be chosen geometrically [124] and deter-

mines the rate » = fR=Qc at which photons leak out of the cavity into the feedline (Fig-

ure 2.13). A large value of » will increase the readout speed [125] but also reduces the qubit

T1 via the Purcell effect [126, 127]. It is therefore important to find a compromise between

the two effects. In this work, we generally use Qc ≈ 104. On the other hand, ‚ = fR=Qi,

the photon loss rate, should be as small as possible because photon losses directly lead to

loss of information during the readout and are indicative for losses that will also affect the

qubit. Effects reducing Qi include dielectric losses at various interfaces, spurious modes, ra-

diation, and vortices [35, 122, 128–131]. Appropriate design [12, 132, 133], shielding of the

experiment [134] and fabrication [122, 135] can minimize these losses. Turning this around,

resonator tests that study Qi versus various parameters can be a valuable tool to determine

limiting factors of qubit T1.

The value of fR is controllable by design and fabrication. We consider a standard geom-

etry of a coplanar wave guide with film thickness d (usually, d ∼ 200 nm) and a center

conductor with width w (usually, w = 12 —m) that is symmetrically separated by a gap of

width s (usually, s = 6 —m) from the ground. The value of fR can be estimated based on the

phase velocity and length of the resonator, with additional contributions due to the loading of

the resonator. The phase velocity is given by

vPh = 1=
q
Cg

l (Lg
l + Lk

l ) =
c
√
"eff

; (2.27)

where Lk
l is the kinetic inductance per unit length, and Cg

l and Lg
l are the geometric ca-

pacitance and inductance per unit length. It can also be expressed as the speed of light, c ,
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divided by the effective refractive index of the medium which is given by
√
"eff where "eff

is the effective relative dielectric permittivity (we assume non-magnetic materials, therefore

—r = 1). The characteristic impedance of the resonator is then given as

Z0;R =

s
Lg

l + Lk
l

Cg
l

: (2.28)

The geometrical contributions per unit length are given by [136, 137]

Lg
l =

—0

4

K(k ′0)

K(k0)
and Cg

l = 4"0"eff
K(k0)

K(k ′0)
; (2.29)

where —0 is the vacuum permeability and "0 is the vacuum permittivity. K denotes the com-

plete elliptic integral of the first kind,

k0 =
w

w + 2s
and k ′0 =

q
1− k2

0 : (2.30)

In the limit of d → 0 and an infinitely extending geometry, "eff is the average of the relative di-

electric permittivities of the substrate, "Si, and vacuum. Hence, "eff = ("Vacuum +"Si)=2 =

(1+"Si)=2 ∼ 6:2 as at∼ 10 K, "Si = 11:45 [138]. It is possible to calculate "eff more accu-

rately [136, 139], but as the kinetic inductance effectively also changes "eff [Equation (2.27)]

measurements are needed to determine this value precisely. Sticking with "Si ∼ 6:2, we

get Cg
l ∼ 160 pF=m and Lg

l ∼ 400 nH=m as typical values. Further on, finite-element

simulations help to determine Cg
l better [137, 140].

The kinetic inductance contributions arise due to the inertia of the Cooper-pairs in the

superconductor. It can be quantified as [141]

Lk
l = —0

–2

dw
g(s; w; d) (2.31)

with

g(s; w; t) =
1

2k2
0 ·K(k0)2

»
− ln

„
d

4w

«
− k0 ln

„
dk0

4

«
+

2(w + s)

w + 2s
ln

„
s

w + s

«–
;

where – is the magnetic (London) penetration depth of the superconducting film [104]. In the

limit of low temperatures and dirty superconductors (electron mean free path lmfp � ‰), –

is given as [142]

– ≈

s
h̄

ı—0∆
≈ 105(nm) ·

s
(—Ωcm)

Tc(K)
; (2.32)

where  is the effective resistivity and Tc is the superconducting transition temperature of the

film. For NbTiN, typical values are  ∼ 100 —Ωcm, Tc ∼ 15:2 K, – ∼ 270 nm and ‰ ∼
3:8 nm [142–145]. Therefore, typical values of Lk

l are 280 nH=m, making it a substantial

fraction of the total inductance [146]. This makes vPh ∼ 92 m=—s, but strongly dependent

on geometry and film properties — for precise resonator targeting the precise knowledge of

this number is crucial. Note that changes in the thickness of the film or the geometry of the
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resonator (e.g. by puncturing it with holes) will change the value of Lk
l . Bringing together

these expressions, the length l of a –=4 resonator can be determined via

f0;R = vPh=4l : (2.33)

This is the frequency of the uncoupled resonator, however a coupling to the outside world (e.g.

via a feedline) will change its resonance frequency. For fR of ∼ 7 GHz, a common value in

the work presented here, l ∼ 3:3 mm.

Let us now highlight what happens to the resonator frequency when the resonator is

coupled to a feedline with a coupling described by Qc. A thorough discussion and derivation

of this effect can be found in Ref. [120], here we give the tools needed to account for it.

We assume that Q(f ) � 1 which is in the cases considered satisfied. Further on, let the

feedline have a characteristic impedance Z0, usually Z0 = 50 Ω. The resonator impedance

ZR depends on what type of resonator is used. It is given by

ZR ≈
4

ı
Z0;R for

–

4
, and ZR =

2

ı
Z0;R for

–

2
(2.34)

resonators, where Z0;R is given by Equation (2.28). This links to l via

ZR =
1

ıf0;RC
g
l l
: (2.35)

The loaded resonator frequency fR is then given as

fR = f0;R ·
 

1−

s
ZR

2QcZ0

!
: (2.36)

Equations (2.34) to (2.36) therefore provide the tools necessary to account for the frequency

shift due to the loading of the resonator. For a typical situation with Qc of 104 and f0;R =

7 GHz, the shift is f0;R − fR ∼ 50 MHz.

2 . 4 . 2 Dispersive Readout

The interaction between transmons and resonators in the single-excitation manifold can be

described with the Jaynes-Cummings Hamiltonian [147]. The general model describes the

interaction between a two-level system with a quantized mode of a bosonic field. Originally

developed to study the absorption and emission properties of atoms in a cavity it is also

applicable in this situation. In the second quantization formalism, the Hamiltonian reads as

ĤJC = Ĥatom + Ĥfield + Ĥinteraction = −hf01
ff̂z

2
+ hfRâ

†â +
hg

2

“
âff̂+ + â†ff̂−

”
;

(2.37)

where f01 is the transmon frequency, ff̂z = |g〉 〈g | − |e〉 〈e|, fR the resonator frequency, â†

(â) the photon creation (annihilation) operators, g the coupling strength and ff̂+ = |e〉 〈g |
and ff̂− = |g〉 〈e|) the qubit raising and lowering operators respectively. The first part of the

Hamiltonian describes the energy of the two-level system and the second part the energy of

the photons in the cavity. The last part describes the interaction between the two: excitations

can be swapped from the qubit to the resonator and vice versa.
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Figure 2.15: Schematic

of the dispersive read-

out. Depending on the

qubit state, the resonance

frequency is shifted by

±ffl from the bare res-

onator frequency. A trans-

mission measurement at

a fixed frequency (read-

out values indicated with

red stars) is therefore a

good way to discern the

qubit states.
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In the limit of large detunings, |∆f |= |f01 − fR|� g , the interaction between qubit

and cavity no longer manifests itself as an exchange of excitations between the two, but

as a shift in qubit and resonator frequency [110]. The qubit experiences a photon-number

dependent frequency shift, and the resonator experiences a qubit-state dependent frequency

shift. Making the dispersive approximation, and introducing the dispersive shift ffl = g2=∆f ,

the Hamiltonian becomes

Ĥdispersive = −hf01
ff̂z

2
+ hfRâ

†â + fflâ†âff̂z: (2.38)

The qubit-state dependent shift in the resonator frequency can be used for qubit readout,

see Figure 2.15. Measuring the feedline transmission at a frequency close to fR yields a qubit

state dependent signal (red and dark red stars). This readout technique is used throughout

this thesis. Further details on readout and control of the qubit can be found in Appendix A.
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Figure 3.1: A fabricated nanowire transmon test chip with NbTiN airbridges. The horizontal

feedline serves as in- and output for control and readout pulses. The 12 qubits are coupled to

the feedline via their dedicated resonator. Ports on top and the bottom serve as voltage and

flux-bias lines. Chip dimensions are 2× 7 mm, chip ID is Cheesymon_NK_I4.

Having described how nanowire tranmons work theoretically in Chapter 2, I outline their fab-

rication here. Special attention will be given to the fabrication steps that are not standard in

CQED, and the measures taken to increase the magnetic field compatibility of the studied

devices.

Parts of this chapter have been published in PRL 120, 100502 (2018).
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Setting up a new experiment becomes considerably easier if it is possible to rely on ex-

isting, established components. This also holds true for the fabrication aspect of the experi-

ments presented in this thesis. As far as possible, the fabrication steps are held as close as

possible to established recipes for superconducting transmons with SIS junctions in a planar

geometry [2, 122, 148–151]. Transmons fabricated following these recipes have shown T1 of

40 —s and T ∗2 of 35 —s [2, 44, 149]. We can therefore exclude that fabrication steps used

there would limit T1 and T ∗2 to below the above-mentioned values. Additionally, using this

well-established NbTiN-based fabrication procedure will provide the sample with an inher-

ent resilience towards externally applied in-plane magnetic field.

The initial goal of the work presented here was to gain an understanding of possible limi-

tations and noise processes affecting nanowire transmons. In order to get as much statistics

as possible and because the fabrication yield of nanowire transmons is (in our experience)

limited, a qubit test chip with many qubits is fabricated, see Figure 3.1. The fabrication essen-

tially consists of three mayor steps:

• defining the base layer with coplanar waveguides (CPWs), the holey ground and qubit

capacitor paddles;

• deposition, etching and contacting of the nanowires;

• and the forming of microwave crossovers to improve the on-chip microwave hygiene.

While the base layer fabrication can follow the CQED recipes standardly used in the group,

the techniques for making coherent nanowire junctions still had to be developed. In order

to reduce fabrication complexity, most of the chips that are discussed in this thesis used on-

chip wirebonds as microwave crossovers connecting ground planes on both sides of CPW

structures. In the subsequent sections the respective fabrication processes are outlined. The

discussion will follow the order of the fabrication steps.

3 . 1 Substrate and base layer

Standardly, our group uses silicon (Si) substrates with a niobium titanium nitride (NbTiN)

film as a starting point for fabrication of planar CQED devices [122, 142, 152]. The high-

resistivity Si wafer is first cleaned with a hydrofluoric acid (HF) dip to remove the surface

oxides. The surface is then passivated with hexamethyldisilazane (HMDS) to prevent re-

oxidation. The prepared wafer is transferred as fast as possible into the vacuum of the load-

lock of the NbTiN sputtering tool where the NbTiN film is deposited.

The large-scale CQED features (Figure 3.2) are defined using electron-beam (e-beam)

lithography and a reactive-ion etch. A layer of resist is spun on the NbTiN film and the desired

base-layer features are patterned using e-beam lithography. After developing the patterned

resist, the parts of the NbTiN film that should be removed are exposed. With a sulfur hexaflu-

oride (SF6) reactive-ion etch, the exposed NbTiN is etched away, leaving the resist-covered

parts of the chip unharmed. After stripping the remaining resist, the base layer is defined.
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Figure 3.2: False-colored

SEM micrograph showing

the CQED elements.

Microwave control pulses

are sent via the common

feedline (cyan) through

the resonator (blue) to

the flux-tunable trans-

mon (green) which can

be tuned by a current

through the flux-bias

line (yellow). On-chip

wirebonds (grey) con-

nect ground planes to

suppress microwave slot

modes.

3 . 2 Nanowires

The choice of the nanowires used to make the Josephson junction has a big impact on T1 and

T ∗2 of the nanowire transmons. First demonstrations of nanowire transmons in Delft did not

focus on demonstrating long coherence times, but rather on the physics that can be observed

in them [37]. In the paralleling work done in Copenhagen [38], coherence times of ∼ 1 —s

could be observed. A striking difference between the two experiments are the nanowires

used: Whereas in Delft bare InAs nanowires were contacted with NbTiN, in Copenhagen

InAs nanowires were contacted with an epitaxially grown Al shell.

It is only due to a breakthrough in material science that it is possible to grow an Al

shell epitaxially on an InAs core [153]. The atomically precise matching of the Al shell with

the InAs core can be seen in the high-resolution TEM picture in Figure 3.3(a). The Al can

be deposited either on a few facets or fully around the hexagonal InAs core to form a full-

shell wire [see Figure 3.3(b)]. Theoretical results indicate that disorder in the semiconductor-

superconductor interface can lead to a soft induced superconducting gap [154, 155]. Epitaxy

is the ultimate limit of order for this interface, and indeed induces a hard gap in the nanowire

[see Figure 3.3(c, d)] [83].

Nanowire transmons that show high coherence times crucially rely on nanowires with

an epitaxially grown shell. The hard induced superconducting gap means that the energy

relaxation via quasiparticle tunneling [59, 156, 157] is suppressed, leading to longer T1 [158].

Further on, the epitaxially grown Al shell guarantees a good interface between the Al and the

InAs core, avoiding potential dissipation due to lossy oxides on the surface of the nanowire

core. The devices discussed in this thesis rely on nanowires that have an epitaxially grown

shell, either full or covering only two facets.
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Figure 3.3: (a) Schematic

cross-section of full-

shell and partial shell

nanowires. (b) Transmis-

sion electron micrograph

of the epitaxial interface

along the cut in (a).

(c) Differential conduc-

tance as function of the

source-drain voltage for

an epitaxial wire (blue)

and a control wire with

evaporated Al shell (red).

Normalized differential

conductance showing

a subgap conductance

suppression by a factor

∼ 100. Figure adapted

from [83], with permis-

sion.

3 . 2 . 1 Deterministic placement

The nanowires are transeferred from their growth substrate [Figure 3.4(a)] to the junction

regions on-chip using a nanomanipulator [159]. The nanomanipulator consists of an optical

microscope with an xyz micrometer screw stage that can be used to control a fine (400 nm

tip) tungsten needle [Figure 3.4(b)]. In order to place a wire in the junction region, it first needs

to be detached from the growth substrate, which can be done using the tip of the needle. Once

the wire is lying on the growth substrate, it can be picked up with the needle [Figure 3.4(c)]

aided by van der Waals forces. The needle is then brought to the junction region where the

wire can be placed deterministically on the substrate [Figure 3.4(d)]. This process must be

done for each wire individually. Importantly, the wires must not be bent during this process as

this would damage their crystalline structure.

An alternative method of nanowire placement is the tissue deposition method: A clean-

room tissue is brought in contact with the growth substrate to pick up nanowires [160]. Shak-

ing the tissue over the chip will then deposit nanowires everywhere on the chip. We do not use

this method because it consumes large amounts of growth substrate and deposits nanowires

in undesired places.

3 . 2 . 2 Image recognition software

The advantage of the top-down fabrication common in CQED is compromised for NW trans-

mons: a bottom-up fabrication approach is required for individual NWs. Each NW has a dif-
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Figure 3.4: Deterministically transferring nanowires to the junction area. (a) SEM micrograph

of nanowires on their growth substrate (nanowire batch QDEV #492). (b) Photograph of the

nanomanipulator setup. The needle can be finely controlled with the micrometer xyz stage

while looking at it through an optical microscope. (c) View through the optical microscope of

the nanomanipulator. The needle is picking up a nanowire on the growth substrate. (d) The

wire is then transferred to the junction area where it is deposited.
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ferent position with respect to the corresponding qubit leads, hence etch mask and contacts

(including sidegate) must be individually designed for each qubit. To reduce the turnaround

time, Thijs Stavenga wrote software to automatically generate these masks using optical dark

field images as part of his Master end project [compare Figure 3.5(a)] [161, 162].

After the deterministic deposition of the nanowires, a layer of PMMA e-beam lithography

resist is spun on the chip which will later serve as an etch mask to define the junction. In order

to ensure a good etchant flow, we choose the resist layer to be∼ 200 nm, only twice as thick

as the nanowire. Spinning resist for the first time after the nanowire deposition can slightly

move them. Hence, the images that serve as the input for our image recognition software are

only taken after this process.

Our image recognition software employs a suite of filtering procedures and feature de-

tection algorithms to reliably design etch and contact masks. First, the image is low-pass

filtered with a Gaussian point spread function. This reduces the sensitivity to possible dirt in

the junction area. The image is then binarised using Otsu’s thresholding method [163]. To fur-

ther reduce the chance of picking up uninteresting features (such as the holes in the ground

plane) and increase the stability of the procedure, a morphological filter combines adjacent

areas [164]. The Canny edge detection algorithm finds all contours present in the image.

These are compared to the known shape of the leads to select the best match [cyan and yel-

low in Figure 3.5(b)] [165]. The scaling, rotation and offset of the image are determined using

a Hough transformation and fitting the analytical shape of the leads to the extracted contours

(red) [166]. This allows the definition of a coordinate system. The NW is then determined as

the contour between the leads enclosing the largest area. The orientation and position of the

NW are determined by the smallest rectangle encompassing the NW contour. This allows

correct detection of the NW in∼ 93 % of the cases. The position and orientation information

is used to create the pattern file for the etch windows [blue in Figure 3.5(b)]. Similarly, the ex-

tracted information can also be used to place and connect contacting regions predefined with

respect to leads and wire using a distance minimizing routine as well as bringing the voltage

sidegate close to the wire [blue in Figure 3.5(c,d)]. These contours are used to generate the

pattern file for the contact mask.

The performance of the image recognition software is sufficient for our purpose. The

NW width is only 130 nm, well below the diffraction limit (500 nm) and the effective width of

the wire in the image (∼ 1 —m). The achieved rms error in sidegate placement is 140 nm.

Further improvements in fabrication accuracy could be achieved by using SEM instead of

optical micrographs. This, however, comes at the cost of a substantially increased fabrication

iteration time.

With some adjustments, the image recognition software is able to handle different base-

layer structures. This is especially handy if there is an etching or contacting recipe optimiza-

tion to be done. Instead of fully functioning CQED chips, dedicated test structures can be

used. This not only reduces the production time of the baselayers, but also increases the

number of test sites, hence yielding more statistics.
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Figure 3.5: The working principle of the image recognition software. (a) The optical dark field

picture to be analyzed. It shows the nanowire (center), qubit leads (top and bottom) and the

adjacent holey ground (right). (b) The contours of the leads are detected (yellow and cyan).

They are fitted with rectangles (red) to define the (rotated) coordinate system in the picture.

Subsequently, the nanowire is fitted with a rectangle (red). The extracted position information

of the nanowire is used to automatically define the etch mask (blue) for the nanowire. (c, d)

The software automatically generates the contact mask for both, flux-tunable split-junction

devices and gatemons.
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Figure 3.6: SEM micrographs showing the result of the Transene D wet-etch process. Where

the resist mask leaves the wire exposed, the epitaxially grown Al-shell is removed. The etched

region defines the SNS junction, Crucially, the InAs core is not attacked. (a) Etch of a full-shell

wire. (b) Etch of a wire with a partial Al shell.

3 . 3 Defining the SNS junction

The SNS junction is defined by a wet-etching procedure that removes parts of the Al shell.

The etchmask generated by the image recognition software is patterned onto the PMMA

resist layer. After patterning and development, the∼ 150−200 nm wide nanowire segments

that need to be etched are exposed while the rest of the nanowires and the chip are covered

in resist. The wet etchant used (Transene D [167], 12 s, 52:6 ◦C for full-shell nanowires,

48:2 ◦C for partially covered nanowires) is selective enough that no damage of the InAs

core of the nanowire can be detected in SEM micrographs (Figure 3.6). In order to keep the

etching process as controlled as possible, two dips in separate beakers of cold H2O of 5 and

30 s follow immediately after the etching. The chip is then blow-dried and transferred to 55 ◦C
acetone to strip the resist. After this procedure, the N segment of the SNS junction is defined.

Note that in some cases SEM micrographs revealed that there were still Al residues in the

junction area. However, it was not possible to establish a correlation between relaxation or

dephasing times of the qubit and the presence of such residues.

The etching process is a critical step in the fabrication procedure, and controlling the

width and quality of the etch window are fabrication challenges. Etching the AlOx layer is

slow in comparison to etching Al, which can lead to etching under the resist mask. This prob-

lem is further enhanced as etching Al is exothermic, which leads to local heating. Because

the etch rate is highly temperature dependent [167], this makes it hard to precisely control

the etch. Our approach to minimize the local heating effect was to maximize the liquid flow

around the etching area. To this end a thin resist layer and longer etch windows with pads

on the ends [compare Figure 3.5(b)] are used. Further on, the sample must be stirred well

during the etching procedure. This effect is much more dramatic for thick Al shells, hence it

is considerably harder to make narrow etch windows for that case.
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Due to the strong non-linearity of the etch rate, also other (failed) approaches to defining

the SNS junctions were explored. Instead of using a resist etch mask, we tried contacting

the nanowire first, using the NbTiN contacts as an etch mask. This procedure reduced

the fabrication complexity as no separate etch mask needed to be defined. Although SEM

micrographs did not show suspicious features, working qubits could not be demonstrated

with this approach. The use of other etchants [168, 169] also did not yield the desired results.

Therefore, the Transene-based etching recipe is used for all the devices presented in this

thesis.

3 . 4 Contacting the nanowires

Once the SNS junction in the nanowire is defined it must be galvanically connected to the

capacitor plates such that it can operate as a transmon. The mask with the contacts gener-

ated by the image recognition software is patterned on a PMMA resist layer. After developing,

the regions where NbTiN needs to be deposited are exposed, whereas the rest of the chip

is still covered in resist. The Al shell of the nanowires has a layer of insulating AlOx on it

which must be removed in order to electrically contact the nanowire. Then, without breaking

the vacuum, the NbTiN contacts are deposited [Figure 3.7(a)].

The native AlOx of the Al shell is removed by an Ar plasma etch. The challenge of this

fabrication step is that the Ar plasma etch removes the AlOx much more slowly than the

Al beneath it. This means that etching power and time need to be well calibrated in order to

remove the oxide layer while still not etching through the complete Al shell and damaging the

crystalline structure of the InAs core. We found that a pressure of 3 mTorr and a microwave

power of 50 W for 3 min in the SuperAJA, the sputtering tool used, yields good results.

Once the bare Al is exposed, it can be connected to the qubit leads by sputtering NbTiN

contacts. It is imperative that the vacuum not be broken in the meantime. The thickness of the

contacts is chosen such that they are roughly 50% thicker than the nanowires. Because the

NbTiN deposition is a sputtering process, it is challenging to avoid the formation of standing

edges [compare Figure 3.7(c), white features at the edges of the contacts and the sidegate]

— even the use of bilayer resist structures with an undercut did not substantially reduce them.

In this process also the voltage sidegates for gatemons are defined.

3 . 5 Optimizations for field compatibility

Although the high in-plane critical field of NbTiN gives the bulk CQED elements on the chip

an inherent field compatibility, it is important to take precautions that also small perpendicular

fields can be tolerated. This can be achieved by patterning small holes in the center conductor

and near adjacent ground plane of the CPW resonators as well as in the qubit leads. These

small holes allow the magnetic field to pass through the superconducting film without forming

dissipative vortices [131, 146, 170–172]. Also, the thickness reduction of the NbTiN film from

the standardly used 200 nm to 70 nm helps to avoid vortex formation [146, 173]. Further on,

we developed NbTiN airbridges to replace Al on-chip wirebonds. Like this it is possible
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Figure 3.7: Contacting the nanowire with NbTiN. (a) Schematic of the process. In order

to make a galvanic contact to the Al shell, the native AlOx is removed with an argon (Ar)

plasma etch. Then, without breaking the vacuum, NbTiN is sputtered onto the sample to

define the contacts between the qubit leads and the nanowire as well as the voltage sidegate

(for gatemons). (b) SEM micrograph of the junction region. The NbTiN contacts connect the

qubit leads to the nanowire and define the voltage sidegate (for gatemons). (c) Zoom-in SEM

micrograph of the junction area showing nanowire, contacts and voltage sidegate.

to ensure good microwave hygiene while avoiding additional sources of dissipation in fields

exceeding 6 mT. The results of these measures are discussed in Chapter 6.

3 . 5 . 1 Holes to avoid vortex formation

The holes to avoid vortex formation can be patterned in the same lithography step as the

large-scale CQED features. The design of the hole patterns was automated by Joep As-

sendelft as part of his Master end project [174]. Patterning the resist layer with the holes

(patterned in a triangular lattice with a 500 nm lattice constant and hole radius r = 50 nm)

requires a smaller e-beam than for the larger features in order to still get well-rounded holes.

The additional holes increase the e-beam writing time substantially, therefore only CPW res-

onator center conductors and the adjacent ground as well as the qubit capacitor paddles are

patterned with small holes (Figure 3.8). Roughly a third of the writing time of ∼ 15 min

per chip as shown in Figure 3.1 is used for these small holes, although they only constitute

a small fraction of the exposed area. The ground planes are patterned with much larger,

2 × 2 —m, holes that can be written faster and serve the same purpose. In order to avoid
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Figure 3.8: SEM micrographs showing the holes to avoid vortex formation. (a) A CPW section

with 100 nm diameter holes in the center and adjacent outer conductor. In order to reduce e-

beam lithography writing time, the ground plane has larger holes. (b) Qubit lead with 100 nm

holes to avoid vortex formation.

overdosing, a 1 —m wide region at the edge of the conductors is not patterned with holes

— future generations of devices can still be optimized for this. After developing the written

resist mask, the exposed NbTiN can be removed with a SF6 reactive ion etch. Changing

the film thickness and introducing holes into the resonator changes the kinetic inductance.

Therefore, the new phase velocity needs to be determined in order to reliably target resonator

frequencies. Where the standard 200 nm thick NbTiN films have a typical phase velocity of

1:11 · 108 m=s, this is reduced due to the increase in kinetic inductance to 0:99 · 108 m=s

when a 70 nm thick film is used. If additionally holes are present in the center conductor

of the resonator, the kinetic inductance of the resonators changes by ∼ 10% [174] and the

phase velocity is ∼ 0:97 · 108 m=s.

3 . 5 . 2 NbTiN airbridges

Due to the high density of elements on the chip, proper microwave hygiene is important. In

order to suppress cavity slot modes, ground planes need to be electrically connected. To

reduce fabrication complexity, initial versions of the nanowire chips presented in this thesis

used on-chip wirebonds instead of airbridges. In Section 5.4.1, we will discuss that Al on-

chip wirebonds lead to a reduction in the background quality factor the qubits experience

once a magnetic field exceeding 6 mT is applied. The standard Al airbridges commonly

used in our group [2, 148–151] are therefore not an alternative. However, airbridges made of

a superconducting material such as NbTiN that can withstand more substantial fields are a

good option.

As NbTiN films are brittle and therefore susceptible to cracks in the resist layers, sev-

eral fabrication improvements were needed to make the NbTiN airbridges reliable. These

improvements were developed together with Thijs Stavenga. The airbridges extend into the

third dimension because they are deposited over a reflown PMGI resist pedestal. The exact
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Figure 3.9: Fabrication of NbTiN airbridges. (a) Design file of the resist structures used

to define an airbridge crossing a CPW. Crucially, the PMGI pedestal that will be reflown to

define the rounding of the airbridge is disconnected from the rest of the PMGI layer to reduce

stress and avoid cracks. The band-aid shape in the PMMA bilayer that defines the airbridge

is preferable over a rectangular one as there are no corners from which cracks can originate.

(b) SEM micrograph of a NbTiN airbridge over a CPW.

shape of the airbridges is defined by a pattern written in a PMMA bilayer resist. Once the

PMMA bilayer is deposited, there is a large amount of stress in the resist layers that can lead

to cracks and therefore defects in the airbridges. This stress can also lead to the nanowires

breaking or detaching from the contacts. These effects can be avoided by taking the follow-

ing measures: there needs to be a cut-out around the qubits in the PMGI layer to avoid

nanowires detaching; the PMGI pedestals over which the airbridges are defined need to be

separated from the rest of the PMGI layer [compare Figure 3.9(a)]; the PMGI layer should be

in (cleanroom-)air for at least 12 hours to rehydrate before spinning the PMMA bilayer; the

PMMA bilayer needs to be baked with a gentle temperature profile; and the airbridges should

be defined with a band-aid shape to avoid corners that serve as nucleation points for cracks

[compare Figure 3.9(a)]. In combination, these methods yield a comparatively low-stress re-

sist structure and allow us to deposit crack-free NbTiN airbridges [Figure 3.9(b)].
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Before bringing the nanowire qubits into a new, more challenging regime where a parallel

magnetic field is applied, a basic understanding for these qubits under optimal conditions is

required. In this chapter, measurements of the spectroscopic features, the coherence and

relevant noise processes of nanowire transmons at zero field are presented and discussed.
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4 . 1 Introduction

Research on nanowire transmons was started in parallel in Delft and Copenhagen [37, 38].

Whereas the work in Copenhagen focused on demonstrating coherence and voltage z -gates

in gatemons, the work in Delft investigated next to gatemons also the physics of flux-tunable

split-junction devices. Further work in Copenhagen [39] has shown improved coherence

times over the first demonstrations and two-qubit gates between neighboring gatemons. CQED

devices based on SNS junctions offer further exciting possibilities, such as voltage-controlled

coupling buses [40] or integration on two-dimensional electron gases [175].

In this chapter, we combine cQED techniques that have proven to yield high coherence

times [2] with InAs nanowires that have a hard induced superconducting gap. We demon-

strate state-of-the-art flux- and gate-tunable CQED devices based on SNS junctions. Ulti-

mately, the focus of our work is on studying these devices in a parallel magnetic field. But

before applying a magnetic field, however, it is important to know the performance and the

limitations of these qubits in optimal, field free conditions. In this chapter, we discuss the spec-

trum of voltage tunable gatemons and flux-tunable split-junction devices as well as a general

framework to quantify the noise they are subject to. Next to weakly coupled voltage- and flux

noise, a direct coupling of charge two-level systems to the Josephson energy of these circuits

is observed.

4 . 2 Voltage tunable devices

4 . 2 . 1 CW spectroscopy

Let us first study the spectrum of a gatemon as a function of the applied side-gate voltage

VG (Figure 4.1). Tuning VG changes EJ by altering the transmissions Ti and the number of

channels hosting an ABS, hence altering the qubit frequency f01 (Section 2.3.4). At each

value of VG, first the resonator is measured [Figure 4.1(b)] and its resonance frequency fR
is determined. Then, using standard two-tone spectroscopy [176], f01 is determined [Fig-

ure 4.1(c)]. Using the same principle but driving the qubit excitation tone ∼ 10 dB harder

also the transition between the ground state and the second excited level, f02, can be deter-

mined [101]. The VG tuning is repeatable upon small excursions (1-2 V), except for isolated

deviations which we attribute to charge traps changing state (indicated by grey vertical lines

in Figure 4.1). These changes — some are reproducible, others are stochastic — lead to

jumps in f01. Therefore, an easy tracking of f01 during the scan that is based on f01 of the

previous VG value will quickly lose the qubit. To circumvent this problem a guess of f01 is

made based on the measured fR using the dressed-state picture [110]. We can approximate

f01 by

f01 ≈ fbare −
(g=2ı)2

fR − fbare
; (4.1)

where g is the qubit-resonator coupling and fbare the bare resonator frequency. Using this

guess, f01 is easily found after a jump by measuring fR and scanning around the guess value.

Turning this method around allows us to extract g=2ı = 60:8 MHz.
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Figure 4.1: Spectroscopic gatemon characterization. (a) False-colored SEM micrograph of

the nanowire Josephson junction (light red) with a side gate (yellow) enabling VG tuning.

(b) Deviation of fR, ∆fR, from the bare resonator frequency fbare = 6:732 GHz for a trian-

gle sweep in VG. Note the change in direction of the VG sweep, indicated by the dashed line.

On return to the same VG, fR is roughly reproduced. (c) f01 versus VG. Random, but some-

times reproducible jumps of f01 occur (at light gray lines). (d) Plot of f01 against fR (orange

dots) and dressed state fit (black) with coupling strength g=2ı = 60:8 MHz, allowing the

prediction and quick finding of f01.

Studying the anharmonicity ¸ = f02 − 2f01 of the gatemon in Figure 4.1 allows us

to estimate the number of channels contributing to EJ (Section 2.3.4). In Figure 4.2(a), the

extracted values of ¸ from the scan in Figure 4.1(c) are plotted, and jumps in f01 are again

indicated by gray vertical lines. Note again the change in direction of the voltages sweep,

indicated by the dashed vertical line. Performing a full Hamiltonian diagonalization using the

values of EC and ∆ obtained for the split-junction device (see Section 4.3) shows that |¸| is
reduced for EJ given by a short junction model in comparison to the SIS case [Figure 4.2(b)

and Figure 2.12] [101]. Thus, at fixed f01, ¸ depends on the number of channels. As it is not

possible to reliably extract the Ti at each value of VG (the gatemon does not allow to tune the

superconducting phase difference), we only present the ¸ for a single channel [blue curve in

Figure 4.2(b)] and a toy model with two and three channels of equal Ti (orange and green

curves, respectively). The model with equal Ti sets an upper limit to |¸| given a fixed number

of channels. We can therefore conclude that the main contribution to the transmission comes

from only a few channels. It cannot be excluded that additional, weakly transmitting channels

also participate.
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Figure 4.2: Channel number estimation for the gatemon in Figure 4.1. (a) Extracted anhar-

monicity ¸ versus VG. The dashed line indicates the change in direction of the VG sweep.

Markers and gray lines indicate jumps in f01. (b) Anharmonicity versus f01. Jumps in f01

are indicated by the markers [same as in (a)]. Curves indicate the anharmonicity as cal-

culated from a full Hamiltonian diagonalization for a single channel (blue), two (orange) or

three (green) equally transmitting channels (orange), and the SIS case (purple), also see

Figure 2.12.

4 . 2 . 2 Extracting noise figures from time-domain characteristics

Although it is possible to extract a large amount of information already from spectroscopic

measurements of the qubits, their time-domain characteristics reveal even more information

with greater precision. For example, the strong VG dependence of gatemon dephasing times

allows a quantitative study of the effect of charge noise. In this subsection, let us discuss a

framework that allows extraction of the relevant noise quantities a qubit is subject to based on

the time-domain footprint of the qubit. Later on, we will also do the reverse process: by noise

injection, the coherence time of a qubit can be controllably reduced. The combination and

comparison of these two methods allows a reliable determination whether the instrumentation

or on-chip noise is the dominant contribution.

In general, the coherence of a qubit is reduced in the presence of noise in one of the

parameters – that controls its frequency. A common way to characterize this noise is by

measuring the Ramsey or echo times as a function of – [3, 34, 177, 178]. The qubit is brought

into the superposition state (|0〉 + |1〉)=
√

2 where it is left for a time t during which it is

potentially subjected to echoing pulses and then rotated into the ffz basis where it is read

out. The mean-squared phase-noise 〈ffi2(t)〉 of the qubit accumulated at a time t under

the presence of a noise with single-sided power spectral density (PSD, always single-sided
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Figure 4.3: Filter func-

tions for Ramsey and

echo experiments for dif-

ferent time scales. Where

echo experiments are

largely insensitive to low-

frequency noise, Ramsey

experiments are more

resilient to high-frequency

noise.
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unless explicitly mentioned) S–(f ) when a echoing sequence with filter functionW(f ; t) is

applied to the qubit is given as [117, 178]

〈ffi2(t)〉 = (2ı)2D2
–

Z f01

0
S–(f )W(f ; t)df ; (4.2)

where D– = |@f01=@–| is the sensitivity of the qubit to –. This let us express the expected

measurement outcome of the qubit after the above described sequence as

(4.3)

〈ffz (t)〉 = 〈cos(ffi(t))〉

= 1− 1

2
〈ffi2(t)〉+

3! !

4!
〈ffi2(t)〉2 ± :::

=
∞X
n=0

(−1)n

n!

„
〈ffi2(t)〉

2

«n
= exp

»
−〈ffi

2(t)〉
2

–
;

where we assumed the noise to be Gaussian. Using Equation (4.2) and Equation (4.3) we

can therefore link the noise PSD, the sensitivity to – and the filter function to the measurement

expectation value of the qubit,

〈ffz (t)〉 = exp

"
−1

2
(2ı)2

„
@f01

@–

«2 Z f01

0
S–(f )W(f ; t)df

#
: (4.4)

Note that this does not necessarily lead to a purely exponential decay.

Let us now put Equation (4.4) in a more useful relation that allows us to extract the 1=f

and white (frequency independent) noise contributions based on the time-domain charac-

teristics of the qubit. To do this, we will calculate the integral in Equation (4.2) for 1=f and

white noise in the case of an echo and a Ramsey sequence. The filter function for a Ramsey

experiment is given as [117]

WRamsey(f ; t) =
sin2(ıf t)

(ıf )2
; (4.5)
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and the filter function for an echo sequence with one echo pulse is given by

WSE1(f ; t) = tan2(ıf t=2)
sin2(ıf t)

(ıf )2
; (4.6)

as shown in Figure 4.3. We express the PSD of 1=f noise as S–;1=f = A–=|f |. In the case

of a Ramsey sequence with 1=f noise, the integral in Equation (4.2) needs to be calculated

from the lower cut-off frequency fm, the inverse of the total measurement duration, and yields

(4.7)

Z f01

fm

S–;1=f(f )WRamsey(f )df = A–

Z f01

fm

sin2(ıf t)

f (ıf )2
df ≈ A– · t2 · ln

„
0:401

fmt

«
where 0:401 appears as a numerical constant. In the case of a Ramsey sequence with white

noise the integral yields

(4.8)

Z f01

0
S–;W(f )WRamsey(f )df = S–;W

Z f01

0

sin2(ıf t)

(ıf )2
df

≈ S–;W ·
t

2
:

For an echo sequence with 1=f noise, the integral yieldsZ f01

0
S–;1=f(f )WEcho(f )df = A–

Z f01

0
tan2(ıf t=2)

sin2(ıf t)

f (ıf )2
df ≈ A– · t2 · ln(2);

(4.9)

and for white noise the result is

(4.10)

Z f01

0
S–;W(f )WEcho(f )df = S–;W

Z f01

0
tan2(ıf t=2)

sin2(ıf t)

(ıf )2
df

≈ S–;W ·
t

2
:

Note that these integrals can be computed explicitly for f01t � 1 and the solutions are exact

for f01t → ∞, which is a good approximation since typical coherence times are ∼ 10 —s

in this work. Inserting Equation (4.8) and Equation (4.10) in Equation (4.4) reveals that the

accumulated phase noise coming from a white noise spectrum is not reduced by echoing. On

the other hand, in the case of 1=f noise, the mean-squared phase noise ratio is

〈ffi2(t)〉1=f;Ramsey

〈ffi2(t)〉1=f;Echo
=

ln
“

0:401
fmt

”
ln(2)

∼ 20 (4.11)

for typical values, indicating that an echo sequence will increase the coherence time.

Let us now come back to Equation (4.4) and insert the results found in the exponent. The

measurement expectation value does not need to follow an exponential decay, therefore we

consider its 1=e time. The inverse of the 1=e time can be expressed as the dephasing rate

Γ∗;Echo
’ = 1=T ∗;Echo

’ = 1=T ∗;Echo
2 − 1=(2T1). In the presence of white and 1=f noise,

ΓEcho
’ can be expressed as a quadratic function in terms of the sensitivity,

ΓEcho
’ = aD2

– + bD– + c; (4.12)
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which allows us to extract the relevant noise parameters. These are a – independent offset

c , a 1=f noise contribution linear in D– and a white noise contribution quadratic in D–. The

1=f PSD can be quantified as p
A– =

b

ı
p

2 ln(2)
(4.13)

and the white noise is quantified as

SW =
a

ı2
: (4.14)

The same procedure can be applied for a Ramsey sequence,

Γ∗’ = a∗D2
– + b∗D– + c∗; (4.15)

with p
A– =

b∗

ı

r
2 ln

“
0:401
fmt

” (4.16)

and

SW =
a∗

ı2
: (4.17)

Based on the ratio of TEcho
’ =T ∗’ it is already possible to estimate whether white or 1=f noise

is dominant. If the ratio is ∼ 1, the dominant contribution is white noise because the echo

pulses do not help. In the case of 1=f noise,

TEcho
’

T ∗’
=

24A–2 ln
“

0:401
fmt

”
(ıD–)2

A–2 ln(2) (ıD–)2

35
1
2

≈

vuut ln
“

0:401
fmt

”
ln(2)

≈
√

20 ≈ 4:5 (4.18)

for typical values. Determining the value of TEcho
’ =T ∗’ therefore yields insight whether the

noise process in – is white or whether contributions at low frequencies are dominant. This

framework will be used to extract white and 1=f noise contributions for both flux and voltage

noise. Note that this procedure does not yield the true noise PSD the qubit experiences,

only an effective white noise and an effective 1=f noise component. To obtain a frequency-

resolved PSD other methods can be used, for example based on CPMG pulses [178–181]

for frequencies of ∼ MHz or Fourier-transform of auto-correlation functions [182, 183] for

frequencies ∼ Hz.

Let us now apply this framework and investigate the voltage noise a gatemon is subject

to. Accompanying the measurements presented in Figure 4.1, also time-domain measure-

ments were performed to extract dephsing information, Figure 4.4(a). We extract the voltage

sensitivity DVG
= |@f01=@VG| of the gatemon using a polynomial interpolation in jump-free

segments of f01 and analytically deriving it. The data clearly shows the presence of charge

sweetspots, where DVG
vanishes and the dephasing times correspondingly peak. The ratio

TEcho
’ =T ∗’ ∼ 8 observed on and off the sweetspots (data not shown) indicates that the

dominant dephasing noise is 1=f like [117]. Therefore, we plot ΓEcho
’ against |@f01=@VG|

and fit the dependence with Equation (4.12) where we only use the linear contribution. We
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Figure 4.4: Time-domain characterization of the gatemon in Figure 4.1. (a) Gatemon T1

(blue), TEcho
2 (green) and T ∗2 (red) versus VG. Both TEcho

2 and T ∗2 are strongly correlated

with the VG sensitivity (black). The corresponding f01 is shown in Figure 4.1(c). (b) ΓEcho
’

against VG sensitivity, extracted from (a). The fitted 1=f noise (blue) is above the setup-

imposed dephasing limit (purple), indicating additional on-chip noise.

extract a voltage-noise-independent offset of 66 ms−1 and a 1=f voltage noise amplitude√
AV = 26 —V, where SV;1=f = AV=|f |. The extracted voltage noise value now needs to

be compared to the noise of our biasing electronics — like this it is possible to prove that our

filtering is good enough.

4 . 2 . 3 Coherence limitation given a noise PSD

Whereas the previous sections focused on using the qubit as a detector to extract the noise it

is subject to, we now control the noise environment of the qubit and make predictions about

its coherence time. If the noise PSD the qubit sees is known, we can, using Equation (4.4),

compute the expected lower limit to the dephasing rate of the qubit by numerically evaluating

the integral. Note that this needs to be done self-consistently, as the filter function depends

on the dephasing time. By measuring the noise output of the biasing electronics used and

accounting for the transfer function of cables and filtering, it is therefore possible to calculate

the limitation of the setup on the coherence time of the qubit. To verify this method, additional

noise with a known PSD is injected and the computed limits are compared to the measured

ΓEcho
’ . The additional noise is produced by amplifying the zero output of an arbitrary wave-

form generator (AWG) and subsequent attenuation to control the amplitude using a variable

attenuator (VATT), see Section A.1.4. When the VATT is set to 60 dB, the measured noise

can not be discerned from the detector background. If it is set to 20 dB, the injected noise

is dominant over the background noise in the frequency range from ∼ 10 kHz until 1 GHz.

The measured noise PSD is shown in Figure 4.5, together with echo filter functions [Equa-
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Figure 4.5: Voltage noise

injection and coherence

time limit. (a) Measured

upper limit to the PSD of

the VG bias circuit noise

(purple) and PSD with

additionally injected am-

plified AWG noise (green),

see Section A.1.4. The

extracted noise experi-

enced by the gatemon

[blue, from Figure 4.4(b)]

exceeds the setup noise

floor. Echo filter functions

(brown) indicate the fre-

quencies at which the

qubit is most sensitive

to noise. (b) Computed

dephasing rate limits

(curves) agree well with

measured dephasing

rates (points) when the in-

jected noise is dominant.

If no noise is injected

(purple), another noise

source becomes domi-

nant [blue, same fit curve

as in Figure 4.4(b)].
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tion (4.6)] with typical times. The background of the detectors used to measure the PSD is

higher than the noise of the biasing electronics, hence this is only an upper limit to the actual

noise. The noise the qubit sees, extracted from Figure 4.4(b), is also plotted, and higher than

the measured background noise. This is already an indication that the measurement setup

at room temperature does not limit the coherence of the qubit.

In Figure 4.5(b), dephasing rates for different noise levels are plotted and compared to the

expected rates given the rescaled injected noise using Equation (4.4). In the cases where the

injected noise is dominant, the agreement between prediction and measurement data is good.

A strong deviation becomes apparent when no noise is injected, indicating the presence

of another noise source. The extracted noise from that source (blue line in Figure 4.4 and

Figure 4.5) exceeds the upper limit on the setup noise floor. As there are no other active

devices in the VG bias line, this indicates that on-chip charge noise dominates over electrical

noise on the gate.
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4 . 3 Flux-tunable split-junction device

Having discussed how we can describe the spectrum of flux-tunable split-junction devices in

Section 2.3.3, let us now turn to the measurements performed on them. In this section we will

first analyze the measured spectrum of one of these devices. Then, we will discuss its time-

domain characteristics and determine the noise it is subject to using the same framework as

in the previous section.

4 . 3 . 1 Spectroscopy

Following previous work [37], we first extract information about the SNS junctions by study-

ing the spectrum of the flux-tunable, split-junction device. A current I in the flux-bias line

changes the magnetic flux ’ through the SQUID loop [Figure 4.6(a)], controlling the su-

perconducting phase difference ‹̂ between the transmon islands (Section 2.2.4). Both junc-

tions of the SQUID loop have a Josephson energy that is given in the short-junction, single-

channel limit by Andreev bound states with transmission probability Ti and energy Ei(‹i),

see Equation (2.1). Employing the Andreev bound-state model in the split-junction Cooper-

pair-box Hamiltonian, Equation (2.17), yields good agreement with the observed spectrum

[Figure 4.6(b)] [37]. The best-fit values of the induced gaps ∆A=h = 46 ± 4 GHz and

∆B=h = 38:5 ± 0:9 GHz are close to the 43 GHz of bulk Al [58, 157, 184], suggesting

that the shell fully proximitizes the nanowire [83]. The fit yields EC=h = 278 MHz which

is in good agreement with electrostatic simulations and values extracted from SIS devices

that have the same capacitor plate layout [2]. The extracted transmission probabilities are

TA = 0:66± 0:04 and TB = 0:45± 0:02.

The extracted gap energies and transmission probabilities allow us to calculate the current-

phase relation of the qubit, see Figure 4.7 [37]. Using Equation (2.7), we find that the maximal

currents through the junctions are 193 and 99 nA, in agreement with more direct measure-

ments [98].

4 . 3 . 2 Time-domain characteristics

We investigate the flux noise of the split-junction qubit by measuring coherence times as a

function of flux offset. TEcho
2 is strongly dependent on flux and T1 limited in a range around∼

20 MHz around the flux sweetspot, Figure 4.8. The noise is quantified using a second-order

polynomial fit of ΓEcho
’ versus the flux sensitivity DΦ = |@f01=@Φ| following the procedure

in Section 4.2.2. We extract a white-noise contribution to the double-sided spectral density

SΦ;white = (60 nΦ0=
√

Hz)2 (from the quadratic term), a 1=f noise amplitude
√
AΦ =

13:0 —Φ0 where SΦ;1=f = AΦ=|f | (from the linear term), and a 2 ms−1 offset. This value of√
AΦ is on the high side of the range observed for flux-tunable SIS transmons [3, 28, 34, 35].

White flux noise has not been reported in these more standard systems. Due to fluctuations

in f01, which will be discussed in the next section, no T ∗’ data is presented here.
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Figure 4.6: Spectroscopic characterization of a flux-tunable split-junction device. (a) False-

colored SEM micrograph of the SQUID loop area. The current I in the flux-bias line (yellow)

threads a magnetic flux Φ through the SQUID loop (green), tuning EJ(Φ). (b) The joint fit

(black) of the first three transitions (orange, dark red and purple symbols) versus flux yields

the transmission probability and the induced gap of each junction. The extracted values for

the induced gap indicate that the nanowire is fully proximitized by the shell.

Figure 4.7: Current-

phase relation of the

flux-tunable split-junction

device. Based on the

extracted transmission

probabilities, the current-

phase relation of each of

the junctions is calculated

(red and orange). Com-

paring them to sinusoids

(black), they are clearly

skewed.
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Figure 4.8: Time-domain characterizations of the flux-tunable split-junction device.

(a) T1 (blue) and TEcho
2 versus applied flux around the flux sweetspot. T1 limits TEcho

2 at

the qubit flux sweetspot Φ = 0. A fit to TEcho
2 that includes the measured T1 limit allows

extraction of flux-independent (cyan), 1=f (pink) and white-noise (gold) contributions to the

dephasing. T ?2 is typically below 4 —s. Top axis indicates the frequency detuning from the

flux sweetspot. (b) ΓEcho
2 vs flux sensitivity, extracted from (a), with the different contributions

to the fit.

4 . 4 Strongly coupled TLSs

Next to the weakly coupled voltage and flux noise discussed in Sections 4.2 and 4.3 there is

another noise process in this type of qubit. A strong coupling of charge noise directly to the

Josephson energy of the circuit makes the qubit switch between several f01 values. Here, we

characterize this process by probing its PSD and spectroscopic signatures.

4 . 4 . 1 Ramsey-based detection

Ramsey measurements of the split-junction device in Figure 4.8(a) reveal a beating pattern

of two exponentially decaying sinusoids, indicating a switching of f01 between two values f A
01

and f B
01, see Figure 4.9. The observed frequency difference ∆f = f A

01 − f B
01 = 1:6 MHz is

nearly constant overnight, Figure 4.9(b). Because ∆f is constant and much larger than the

calculated charge dispersion [62] of 200 kHz, we conclude that the switching is due to a TLS

coupling directly to the nanowire EJ. Furthermore, we attribute the correlated jumps in the

two frequencies to other TLSs switching on slower timescales.

The slow change of f A
01 and f B

01 allows us to employ a Ramsey-based single-shot pulse

sequence to monitor the state of the fast TLS in real time [Figure 4.9(c)] [59, 60]. By moni-
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Figure 4.9: Frequency stability analysis of the flux-tunable qubit at the flux sweetspot.

(a) Ramsey experiment (dots) with artificial detuning (12 MHz). The strongly coupled TLS

yields a beating between two decaying sinusoids (purple, fiA = 2:2 —s and fiB = 2:0 —s).

(b) The extracted detunings of repeated Ramsey experiments show a constant frequency

spacing and drift of the center frequency. The gray vertical line indicates the trace in (a).

(c) Pulse sequence of the Ramsey-type TLS-state detection scheme. The free evolution time

fi is chosen as fiwait = 1=2∆f for maximal contrast. (d) The PSD (red) of the TLS is com-

puted from qubit state traces obtained by monitoring the qubit frequency real-time using the

pulse sequence in (c). The PSD is fitted using RTN models with (blue) and without (green)

1=f noise.
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toring the frequency state of the qubit every ∆t = 400 —s for T = 6:6 s, we track the TLS

state xTLS(t) over time. The PSDs S(f ) of such traces, given as

S(f ) =
(∆t)2

T

˛̨̨̨
˛
NX
n=1

xTLS(n ·∆t)e−i2ıf n
˛̨̨̨
˛
2

; (4.19)

are averaged to get an estimation of the TLS PSD, Figure 4.9(d). The TLS PSD can be

approximated by an asymmetric random telegraph noise (RTN) model

S(f ) =
8F 2Γ↑Γ↓

(Γ↑ + Γ↓)((Γ↑ + Γ↓)2 + (2ıf )2)
+ (1− F 2)∆t; (4.20)

where Γ↑ = 10:5 s−1 and Γ↓ = 0:57 s−1 are the two switching rates and F = 0:76 is the

detector fidelity.

Better agreement with the observed data can be achieved by taking the influence of 1=f

noise into account, Figure 4.9(d). Given the switching rates Γ↑;↓, the noise-free TLS traces

are simulated using a Markov chain approach. Subsequently, 1=f frequency noise that is

generated by spectrally filtering white noise is superimposed on the TLS traces. The action of

the Ramsey experiment with evolution time fiwait is thresholded to obtain the detector signal

dTLS(n ·∆t) = sign(sin(2ı · fnfiwait)) at the n-th time step, at which the frequency of the

TLS is fn. The detector fidelity (defined as F = 1−"0−"1, where "0;1 are the detection error

probabilities for the |0〉 and |1〉 states) is taken into account by probabilistically flipping the

thresholded values. PSDs of many such traces are calculated using Equation (4.19) and their

average is compared to the experimental PSD. The experimental parameters of f01 difference

∆f = 1:683 MHz, fiwait = 297 ns and ∆t = 400 —s are used for the simulations.

Switching rates Γ↑ = 9:25 s−1 and Γ↓ = 0:5 s−1 and fidelity F = 0:76 agree well

with the values found with the asymmetric RTN model [Equation (4.20)]. The additional 1=f

noise has an amplitude
q
A1=f = 102 kHz. The resulting PSD matches the experimentally

obtained PSD better than just an asymmetric RTN curve. This suggests that 1=f noise plays

an important role.

4 . 4 . 2 Spectroscopic signatures

The switching of f01 between multiple values can be observed in several qubits, also in

gatemons. Figure 4.10(a) shows repeated pulsed spectroscopy scans taken at fixed VG =

−3:45 V. Four distinct, drifting values of f01 with semi-constant spacings are clearly visible.

A possible explanation of the four frequencies is the strong coupling of two TLSs to EJ. A

background of many weakly coupled TLSs causes the drift in the center frequency.

The difference between the values of f01 depends on the applied VG [Figure 4.10(b,c)].

Pulsed spectroscopy scans are performed while VG is swept up and down. For each scan, the

multiple values of f01 are extracted and their average is set to ∆f = 0 MHz. The frequency

spacing between the peaks changes with VG. We therefore interpret the VG-sensitive TLSs

that are influencing EJ to be charge traps in the vicinity of the NW junction. The frequencies

do not return to the same value upon return to the same VG. The drift of the center frequency
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Figure 4.10: Frequency stability of a gatemon. (a) Repetitions of pulsed qubit spectroscopy

scans show four distinct, drifting frequencies between which the qubit switches. (b) Average

f01 (orange dots) and the triangle profile of VG (yellow line) of the scan in (c). (c) Pulsed

qubit spectroscopy while sweeping VG in a triangle profile [shown in (b)]. Scans are centered

around the extracted average f01. The difference between the distinct f01 values changes

with VG, indicating a sensitivity of the TLSs to the electrostatic environment of the junction.

made it challenging to setup a reliable frequency state measurement (Figure 4.9). Hence, we

were not able to estimate the PSD of these TLSs.

4 . 5 Conclusions

In this chapter, we have shown and characterized state-of-the-art gate- and flux-tunable

nanowire transmons. Coherence times at voltage and flux sweetspots are limited by T1. We

used a general framework to extract white and 1=f components of voltage and flux noise.

Comparing the noise of the gate biasing electronics to the noise the qubit experiences lets

us conclude that the dominant voltage noise is on-chip and the filtering of the biasing lines

used is good enough. The measured flux noise is on the high side of the typically observed

range and has a white noise component of unclear origin to it. In addition to these weakly

coupled noise processes, a third noise process, not commonly seen in transmon qubits is

evidenced: the strong coupling of charge two-level systems to the Josephson energy. This

results in the qubit frequency switching between different states. Using a Ramsey-based fre-

quency detection scheme, the timescale of such a switching process is observed to be on

the order of 100 ms.

As of now this is the most thorough study of nanowire transmons. Therefore, I take this

opportunity to zoom out and give my personal opinion about their possible uses. When talking

about qubits, the first application that jumps to my mind is a medium- to large-scale quantum

computer. Naturally, nanowire transmons therefore might be possible candidates for the basic
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building block of such a computer. And indeed, they have potential advantages over standard

superconducting transmons. Where flux crosstalk can be a challenge for larger flux-tunable

circuits [185], we could not find signs of gate voltage crosstalk. Flux-biasing leads to dissi-

pation close to the qubit chip (unless superconducting connections are provided), a problem

that could be circumvented by voltage control. Next to voltage tuning, the side gate can also

be used for microwave control of the qubit, therefore reducing the number of access lines

required substantially [47]. However, before these advantages can really be leveraged, sev-

eral challenges need to be overcome. So far it was not possible for us to reliably determine

based on -room temperature characteristics of nanowire transmons whether they will work or

not — let alone what their typical frequency range will be. As of now, each of the qubits has

its own ‘personality’, making the tuning of these qubits to a certain frequency value — es-

pecially because it is non-deterministic — challenging. Further on, their sensitivity to charge

two-level systems makes it hard to achieve already single-qubit gates with fidelities exceeding

the threshold for error correction [44]. The strong reduction of coherence away from voltage

sweetspots due to on-chip charge noise, and our inability to engineer voltage sweetspots, fur-

thers this problem. It is unclear to me whether these challenges can be overcome in the future

by means of better fabrication. In the meantime, these qubits offer other exciting possibilities.

Due to the inherent magnetic field resilience of their building blocks, they can withstand mag-

netic fields exceeding the critical field of bulk aluminum, see Chapter 5. This, and their high

coherences, make them a suitable platform to study various effects in an applied parallel

magnetic field. Further on, due to the high-precision measurements the cQED setup enables,

it is possible to learn more about the wires and the fabrication techniques than just from dc

transport measurements.
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This chapter presents the first experiments subjecting the nanowire transmons of Chapter 4

to an in-plane magnetic field. The effect the in-plane field has on resonators, gatemons and

flux-tunable split-junction devices is investigated. The focus is on identifying factors limiting

the field compatibility of the transmons and finding solutions for improved performance in

future generations of the experiment.
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5 . 1 Introduction

In Chapter 4 we investigated the behavior and limitations of nanowire transmons in a well-

shielded environment, without any magnetic fields applied. With an understanding of their

limitations and the noise processes they are subject to, we now turn to applying an in-plane

magnetic field (B‖). The same chip as in Chapter 4 is used for these experiments. The setup

is modified to allow application of a single-axis magnetic field up to 2 T (Appendix A). The

field is generated with a superconducting solenoid mounted to the still plate of the dilution

refrigerator. All the magnetic shielding of the qubits and the radiation shield around the copper

octobox that hosts the chip had to be removed for this. Without any radiation shielding besides

the octobox that is exposed to the∼ 800 mK radiation background of the still plate, T1 times

observed were only on the order of ∼ 1 —s. Only the use of an additional radiation shield

compatible with the solenoid and thermalized to 20 mK could restore the previously observed

high T1 and coherence times.

It should be noted that the results presented here are a first try of this experiment, and

none of the components have been optimized for field compatibility. The goal of this series of

experiments was to identify parts of the setup that need to be improved such that a reliable

control of flux-tunable split-junction devices in B‖ ∼ 100 mT can be achieved. To do so,

first the bulk CQED elements, the resonators, are investigated. Although limitations in their

performance can be identified, these limitations are not detrimental to CQED measurements

in fields up to 100 mT. A strong decrease in the resonator Qi due to on-chip wirebonds

turning normal calls for the use of NbTiN airbridges. Next, a gatemon qubit is studied in B‖.
Spectroscopy measurements suggest the use of nanowires with higher field-compatibility and

magnetic vector field capabilities for future experiments. Initial measurements of flux-tunable

split-junction devices highlight the requirements for magnetic-field stability and low noise. To

summarize, a discussion of the identified limitations and ways to overcome them is given.

5 . 2 Response of the resonators

Before investigating the qubits presented in Chapter 4 in a magnetic field, it is important to

have an understanding how the macroscopic CQED elements behave in a magnetic field.

The resonators used here are made of NbTiN, which has an intrinsically high magnetic

field compatibility [69, 145, 146, 172, 186]. Nonetheless, the right choice of geometry can

influence their in-field performance substantially [187]. For our first magnetic field study, we

directly use the samples presented in Chapter 4 with resonators that are not optimized for

field compatibility. Therefore, we first focus on studying the behavior of resonators when a

magnetic field is applied.

The instrument of choice to characterize resonators is a vector network analyzer (VNA).

It returns the complex feedline transmission S21 as a function of frequency. Figure 5.1 shows

S21(f ) around the resonance frequency fR of a resonator. The characteristic feature of a –=4

resonator coupled to the feedline is a dip in transmission (Figure 5.1), as discussed in Sec-

tion 2.4.1. In order to obtain a more accurate result than just considering |S21|, the complex
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Figure 5.1: Measurement of a –=4 resonator coupled to the feedline. The complex feedline

transmission S21 is measured around the resonator frequency and fitted with Equation (2.26).

(a)-(d) show amplitude, phase, real and imaginary part of data and fit. (e) |S21| is corrected

for a frequency dependent slope of the background and normalized. (f) S21 is corrected for

the propagation delay. (g) Resonator response in the complex plane.

expression of Equation (2.26) is fitted to the data. It accounts for a frequency-dependent linear

slope in the feedline transmission, an amplitude scaling factor and the frequency-dependent

linear propagation delay affecting the phase. Correcting for these uninteresting terms yields

cleaner data [Figure 5.1(e) and (f)]. The presented fit yields fR = 6:384 GHz, Qc = 9920

and Qi = 260; 000. Resonator quality factors presented are obtained using this proce-

dure. In order to optimize measurement speed, an average intra-resonator photon number

of ∼ 3000 was used.

With a method to extract the important quantities from a resonator, we now investigate

their response to B‖ (Figure 5.2). Upon increase of B‖, fR decreases. This is due to the

reduction of the Cooper-pair density in the superconductor, leading to an increased kinetic

inductance [Equation (2.31)], leading in turn to a reduced fR [Equations (2.27) and (2.33)].

The usually observed reduction of ∆fR(B‖) = fR(B‖)− fR(0) withB‖ due to kinetic induc-

tance, ∆fR(B‖)=fR(0) = −k · B2
‖ is also reproduced here [104, 146, 172, 188]. To extract

more information about the effective film thickness and the electronic diffusion constant of

the NbTiN film, the frequency response of the resonator to a perpendicular field B⊥ would

also need to be known (not possible with the setup used in these experiments). Further on,
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Figure 5.2: Behavior of

the resonators when in-

creasing B‖ from 0 to

250 mT and back to

0 mT. (a) Deviation ∆fR
from the fundamental fre-

quency at B‖ = 0 mT.

Different resonator traces

are offset by 20 MHz

each for clarity. (b) Cou-

pling quality factor versus

B‖. (c) Internal quality

factor versus B‖. Note

the sharp decrease in

Qi when sweeping from

6 to 10 mT and the

more gradual decrease

from 100 mT onwards.

The initial Qi values are

not recovered after return-

ing to zero field.
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the induction of vortices will lead to a decrease in fR as they also reduce the Cooper-pair

density [66, 69, 189].

The hysteresis observed in the traces of fR(B‖) [Figure 5.2(a)] cannot be explained by

a change in kinetic inductance. However, a net magnetization of the superconducting film

qualitatively explains this behavior [170]. The hysteretic magnetization changes the current

distribution in the resonator, leading to changed fR.

Whereas the small changes in fR have no consequence in terms of performance of the

circuit – the resonator can just be re-measured to re-calibrate the readout point – changes in

Qi are more worrisome. In Figure 5.2(b), a strong decrease ofQi between 6 and 10 mT can

be observed for all resonators. We attribute this to the Al on-chip wirebonds turning normal

(Al has a bulk critical field of 10 mT [58, 190]) and hence becoming dissipative. The use of

field-compatible NbTiN airbridges can solve this problem (Section 3.5.2).

Further on, a more gradual reduction inQi starting from∼ 100 mT can be observed. We

attribute this to the formation of vortices due to the misalignment of the field with respect to

the plane of the chip. The vortices in the resonators experience a Lorentz force, causing them
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Figure 5.3: The gatemon f01 and f02=2 monotonically decrease with B‖. Their field depen-

dence is well described by a closing BCS gap with Bc = 83:9 mT. The model based on the

flux penetration of an extended junction (Fraunhofer) provides neither qualitative nor quanti-

tative agreement.

to dissipatively move around, lowering Qi. This can be avoided by puncturing the resonators

with holes such that no vortices are formed (Section 3.5.1). Further on, compensation of the

residual perpendicular magnetic field,B⊥, with a magnetic field pointing out of the chip plane

will reduce this effect.

Although the field dependent reduction ofQi is certainly not desirable, it does not restrain

us from performing CQED experiments in a magnetic field. We will see, however, that in

certain cases this field-dependent reduction of the quality factor poses a limitation on qubit

T1.

5 . 3 Spectroscopic features of the qubits

Let us now apply a B‖ to the gatemon qubit presented in Figure 4.1. For now we focus on

the gatemon, as flux-tunable split-junction devices experience fluctuating f01 due to imperfect

alignment and limited stability of B‖. First, we study the spectroscopic features of the gate-

mon. In order to disentangle effects from B‖ and VG, we place the gatemon on the same VG

sweetspot at each value ofB‖. We attribute the observed monotonic decrease in f01 withB‖
(Figure 5.3) to a reduced superconducting gap induced in the nanowire junction [104, 191],

∆(B‖) = ∆(0)

s
1−

„
B‖
Bc

«2

; (5.1)

where Bc is the critical field of the aluminum shell of the wire. This is the field dependence of

the gap of a superconductor described in the BCS theory. We do not expect the bulk CQED

elements on the chip to contribute significantly to this frequency change as they only exhibit
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small frequency variations due to the high critical field of the NbTiN film (Figure 5.2) [146,

170, 192]. We approximate the Andreev bound state energy [Equation (2.1)] with

EABS(T; ‹; B‖) = ±∆(B‖)
q

1− T sin2(‹=2); (5.2)

with the field dependence given in Equation (5.1). In the transmon limit, f01 ≈
√

8EJEC −
EC [62], therefore as a first approximation,

f01(B‖) ≈ f01(0) ·
 

1−
„
B‖
Bc

«2
! 1

4

: (5.3)

However, better results are obtained by Hamiltonian diagonalization. As f01 is higher than

what is obtainable from a single channel (Figure 2.11) we assume a model with two contribut-

ing Andreev bound states. The Hamiltonian from Equation (2.16) therefore becomes

Ĥ(B‖) = 4ECn̂
2 − EABS(TA; ‹; B‖)− EABS(TB; ‹; B‖): (5.4)

This expression is diagonalized and fitted to f01 and f02=2 while fixing ∆(0) as the bulk

Al gap and EC the value extracted for the split-junction device (Section 4.3.1). The best-fit

parameters TA;B = 0:95; 0:62 and Bc = 83:9 mT match f01 and f02=2 with an average

of the absolute residuals of 12:6 MHz. The extracted Bc of the Al shell is similar to other

measurements of wires from this growth batch [83]. Because B‖ is not collinear with the

nanowires, the Bc of different qubits varies between 50 and 90 mT, roughly correlating with

the nanowire-to-B‖ alignment. TheBc values stay constant during one cooldown and vary by

∼ 5% between different cooldowns, provided the sample orientation is kept fixed. Explaining

the data by flux penetration of an extended junction (Fraunhofer model) [104], where the qubit

frequency is approximated by

f01(B‖) = f01(0) ·

˛̨̨̨
˛̨ sin

“
ıB‖=Bv

”
ıB‖=Bv

˛̨̨̨
˛̨
1=2

(5.5)

and Bv=2 is the field at which the first full current cancellation occurs provides neither quali-

tative nor quantitative agreement.

The critical field of the qubits can be enhanced in various ways. First, B‖ should be

applied collinear with the nanowire. This is not possible with the setup used for these experi-

ments, the sample can only be mounted in eight rotationally symmetric ways with a minimal

rotation of 45◦ between them and B‖ is sourced by a single-axis magnet, not allowing for

rotations. Therefore, a vector magnet that allows for in-plane rotations is used in following

experiments. Further on, if the Al shell does not cover all facets there is no Little-Parks effect

that leads to the suppression of the induced superconductivity when odd multiples of the flux

quantum are sourced through the wire [104, 153, 193]. Lastly, the thickness of the Al shell de-

fines its field compatibility [104]. Indeed, wires with partially covering, thinner (7 nm instead

of the 30 nm used here) Al shell can exhibit hard induced gaps up to 1 T [194–196].
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Figure 5.4: The gatemon T1 versus B‖. At low B‖ (f01 near the resonator), T1 is mainly

Purcell limited (black). At B‖ close to Bc, the induced superconducting gap becomes so

weak that quasiparticle tunneling dominates T1 (brown, assuming the effective quasiparticle

temperature to be 100 mK). In between, the step in T1 can be attributed to Qb (purple,

Figures 5.5 and 5.6).The data is explained well by the combination of these three effects

(cyan curve) that is not a fit. The dip in T1 around 45 mT is reproducible and hysteretic, see

Figure 5.7.

5 . 4 Time-domain characterization

5 . 4 . 1 Energy relaxation

Having gained an understanding of how f01 changes with B‖, let us now discuss the effect

of B‖ on T1. Accompanying the frequency measurements presented in Figure 5.3, also T1

of the gatemon was measured at this VG sweetspot (Figure 5.4). After an initial reduction

between 6 and 10 mT, T1 recovers when B‖ is increased until it sharply decreases around

70 mT. This is due to the contribution of three effects that limit T1.

At small B‖, due to the small detuning between qubit and resonator, the Purcell effect

limits T1 to [127]

ΓPurcell =

„
g

2ı(f01 − fR)

«2

2ı∆f =

„
g

2ı(f01 − fR)

«2 2ıfR
Ql

: (5.6)

Although this expression does not explicitly depend on B‖, f01 decreases with B‖, therefore

increases the detuning and reduces the effect on T1. The parameters of the resonator are

fR = 6:747 GHz, g=2ı = 60:8 MHz and Ql = 11; 380.

Close to the maximal B‖ value at which the qubit can be observed, quasiparticle (QP)

tunneling is the factor limiting T1. Typically, this effect is only observed when increasing the

temperature at which the experiments are performed [59, 60]. The transmon energy relax-

ation rate Γqp due to the presence of quasiparticles is given as [156, 197, 198]

Γqp ≈
2fflqp√
ı

r
∆f01

h
; where fflqp =

r
2ıTRkB

∆
e
kbTR

∆ (5.7)
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Figure 5.5: By changing VG, T1 versus f01 of the gatemon is measured for various B‖ (B‖
increasing with the rainbow spectrum). Accounting for the Purcell effect (black curve), we

fit at each value of B‖ a background quality factor Qb [Equation (5.10), fine curves], see

Figure 5.6.

is the QP density normalized to the Cooper-pair density assuming a thermal equilibrium at

TR. Inserting Equation (5.1) as the expression for the superconducting gap in Equation (5.7)

makes

Γqp(B‖) = 2

s
2f01(B‖)kBTR

h
e

kBTR
∆(B‖)

; (5.8)

where ∆(B‖) is given in Equation (5.1) and f01(B‖) can be approximated with Equation (5.3)

or explicitly calculated with a Hamiltonian diagonalization. Although the BCS theory predicts

an exponential suppression of the QP density below the gap, various experiments over differ-

ent systems find that there is an excess QP density [131, 157, 199–201]. Assuming a typical

TR of ∼ 100 mK yields reasonable agreement with the exponentially sharp reduction of T1

observed in Figure 5.4.

The third contribution to the energy relaxation times presented in Figure 5.4 can be mod-

eled as a background quality factor Qb. This model [12] assumes a constant quality factor,

similar to the internal qualüthi factor of a resonator, for example imposed by dielectric losses,

resulting in a frequency-dependent energy relaxation rate

Γb =
2ıf01

Qb
: (5.9)

We quantify this contribution by fixing B‖ and measuring T1 as a function of f01 by sweeping

VG (Figure 5.5). At each value of B‖, this procedure is repeated and the data is fitted with

the model
1

T1(f01; B‖)
= ΓPurcell(f01; B‖) + Γb(f01); (5.10)
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Figure 5.6: Background quality factor ver-

sus B‖. Each point is extracted from fit-

ting the f01 dependence of T1 at a cer-

tain B‖ with the model of Equation (5.10)

(Figure 5.5). The step-like decrease inQb

is in qualitative agreement with measure-

ments of resonatorQi versusB‖, see Fig-

ure 5.2.
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where Qb(B‖) is a B‖-dependent background quality factor. The extracted Qb(B‖) shows

a step-like behavior (Figure 5.6), in qualitative agreement with what was observed for the res-

onator Qi (Figure 5.2). Again, we surmise that the proximity of Al on-chip wirebonds turning

normal is the reason for the step-like reduction in Qb.

Combining these three rates makes the total expression for the T1 limit,

1

T1(B‖)
= ΓPurcell(B‖) + Γb(B‖) + Γqp(B‖): (5.11)

Where the Purcell effect is dominating when the qubit is still close to the resonator, the re-

duced background quality factor imposes the limitation above B‖ = 10 mT. Close to the

maximum field at which the qubit is still observable, the gap becomes so weak that QPs

make the dominant contribution. The data in Figure 5.4 is well reproduced without fitting it

directly.

A further feature in the T1 data of Figure 5.4 is a dip around 45 mT. It is reproducible, but

its position depends on the sweep direction (Figure 5.7). If B‖ is increased, the dip occurs

around 45 mT, if the field is lowered, it occurs around 35 mT. Note that also in Figure 5.5

the T1 values measured at 45 mT are consistently lower than at other B‖ values, which is

reflected in a reduced Qb at 45 mT (Figure 5.6). This excludes an explanation where the

Figure 5.7: Hysteresis in

T1 versus B‖. Upon in-

creasing B‖ from 0 mT

on, there is a reproducible

reduction in T1 around

45 mT. When sweeping

B‖ in the other direction,

the T1 reduction is less

pronounced and only ap-

pears around 35 mT.
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Figure 5.8: At each value

of B‖, the gatemon is

tuned to a VG sweetspot

(SS) to measure T1

(same data set as in Fig-

ure 5.4) and TEcho
2 (blue

and green symbols). At

low values of B‖, T
Echo
2

is T1 limited and stays

roughly around 3 —s from

40 mT on.
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coupling of the qubit to a Zeeman-split lossy ensemble with an according g factor of g ≈ 9:2

would be responsible for this effect. So far, we could not find an explanation for this effect.

5 . 4 . 2 Dephasing

Let us now investigate how the dephasing times of the gatemon change with B‖. Accompa-

nying the T1 scan in Figure 5.4, also TEcho
2 was measured (Figure 5.8). The data is taken

in such a way that at each value of B‖ the qubit is tuned onto the same VG sweetspot again.

At low values of B‖, T
Echo
2 is T1 limited. However, from B‖ ∼ 20 mT on, TEcho

2 is lower

than the observed T1. Following the procedure discussed in Section 4.2.2 and plotting the

dephasing rates as a function of sensitivity does, however, not yield any insight - the dephas-

ing rate saturates at some value, irrespective of the sensitivity. This is not in agreement with

an expected limit to ΓEcho
2 given noise in B‖.

In order to investigate this behavior further, VG scans at fixed values ofB‖ are performed,

and f01, T1 and TEcho
2 are measured (example for 50 mT in Figure 5.9). To extract the

sensitivity of the qubit to VG, f01 is interpolated with a polynomial. Strikingly, we find the

value of maximal TEcho
2 to be away from the VG sweetspot.

This procedure is repeated at different fields, and the extracted dephasing rates are plot-

ted versus sensitivity (Figure 5.10). At low B‖, ΓEcho
2 is linear in DVG

, indicating that the

voltage 1=f noise is the limiting factor. As B‖ is increased, ΓEcho
2 has different slopes for

positive and negative sensitivities, and is in general increased. Interestingly, also the points

of minimal dephasing are deviating from the zero-sensitivity point. The data are interpolated

with separate linear slopes on either side of the sensitivity point with minimal ΓEcho
2 that

are averaged to obtain an effective 1=f voltage noise amplitude at each value of B‖ (Fig-

ure 5.11). A slight decrease in the extracted noise amplitude with B‖ can be observed, the

origin of which we do not understand.

We compare the ΓEcho
2 extracted at the VG sweetspot (Figure 5.8) with the extracted

minimal ΓEcho
2 when performing a VG sweep at fixedB‖ (Figure 5.12). At low values ofB‖ we

find a good agreement. However, as B‖ increases the deviation becomes more prominent.
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Figure 5.9: At each value of B‖ (this example is at B‖ = 50 mT) f01, T1 and TEcho
2

are measured as a function of VG. (a) The measured values of f01 are interpolated with a

polynomial to extract the sensitivity. (b) As the excursion in f01 is small,T1 is roughly constant.

TEcho
2 depends on VG, but its maximum value is shifted with respect to the point of vanishing

VG-sensitivity (dashed gray line).
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Figure 5.10: ΓEcho
2 versus VG sensitivity at different values of B‖ (B‖ increasing with the

rainbow spectrum). B‖ is kept fixed while a VG scan is performed (Figure 5.9). Stars indicate

interpolated minimal dephasing rates. Note the deviation of the dephasing minima from the

zero-sensitivity point (dashed gray line).
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Figure 5.11: Averaged extracted 1=f VG

noise amplitude versus B‖. Data ex-

tracted from scans shown in Figure 5.10.
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The saturation of the dephasing rate, the reduction of the observed effective voltage noise

and the deviation of the point of minimal dephasing from the zero-sensitivity point with B‖
are not yet well understood. A possible explanation is that the sensitivity to the dominant

on-chip charge noise differs from @f01=@VG away from B‖ = 0 around the VG sweetspot

tracked. During that cooldown it was not possible to study the dephasing around multiple

VG sweetspots to confirm this hypothesis. However, subsequent cooldowns with the same

sample revealed varying ΓEcho
2 (B‖) dependences, depending on the VG sweetspot chosen.

5 . 5 Flux-tunable split-junction devices in B‖

Let us now turn our focus to the first attempt at controlling a flux-tunable split-junction device

in a magnetic field. This is a considerably more difficult task than controlling a gatemon in

field, as already smallest deviations in flux though the SQUID loop affect the qubit frequency.

The perpendicular field corresponding to threading a flux quantum through the SQUID loop

of the device is

B⊥ =
Φ0

A
≈ 5 —T; (5.12)

where the area A of the SQUID loop is (20 —m)2. We are, however, sensitive to changes

much smaller than Φ0. This means that if there is a residualB⊥ in the field applied (imperfect

alignment between the chip plane and B‖), f01 will change. By counting the number of flux

cycles the qubit undergoes when changing the applied field, we estimate the misalignment

between chip and field to be ∼ 1◦. This means however, that any noise in the sourced

field will have a strong impact on f01. The sensitivity to the noise in B‖ can be reduced by

canceling the B‖ misalignment using a vector magnet. This, however, comes at the cost of

additional noise in the cancellation field. Although the large inductance of the solenoid (0:7 H)

will provide good low-pass filtering, it is therefore important to have low-noise current sources.

To improve the general noise performance, persistent-current solenoids can be used [202]. If

a persistent current running though the solenoid provides the magnetic fields, the noise of

the current sources will not be translated to noise in the magnetic fields.
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Figure 5.12: ΓEcho
2 versus

B‖. Circles are ΓEcho
2 val-

ues at the VG sweetspot,

extracted from data in Fig-

ure 5.8. Star symbols de-

note the minimal ΓEcho
2 ,

data from Figures 5.9

and 5.10. The data sets

show good agreement at

lowB‖ and deviate above

40 mT as ΓEcho
2 is no

longer minimal at the zero-

sensitivity point.
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Figure 5.13 shows a two-tone spectroscopy measurement of f01 of a split-junction de-

vice as a function of applied flux in a magnetic field of 50 mT. On the flux sweetspot, the

qubit line is quite well defined [blue line in Figure 5.13(b)] as the qubit is first-order insen-

sitive to changes in flux. However, already slightly off the sweetspot the measured trace is

considerably more noisy, indicating that f01 changes fast on the timescale of the measure-

ment (∼ 1:5 min per line cut). It is worth noting that the noise background has a periodicity

which we attribute to the low-frequency vibrations of the pulsed tube of the dry cryostat. The

solenoid sourcing the magnetic field and the sample holder are not rigidly connected to each

other. Therefore, a relative motion of the sample holder and the solenoid is possible. It will

lead to a change in the flux through the SQUID loop as the sourced field is not perfectly ho-

mogeneous. This means that f01 changes with the periodicity of the pulsed tube cycle. This

can be confirmed by switching the pulsed tube compressor off for a brief amount of time —

the two-tone spectroscopy traces off the flux sweetspot become sharp like the ones on the

sweetspot. This vibration-induced noise is a problem when flux-sensitive measurements are

to be made. It is therefore important to reduce its effect on the qubits. We designed a new,

more rigid sample holder to reduce the amount of noise, and designed smaller SQUID loops

to become less sensitive to noise (Chapter 6).

Further challenges are the long-term stability of the magnetic field and varying magnetic

fields that are generated by external sources. Whilst adequate current sources and persistent

current solenoids help to increase the stability of the sourced field, the field experienced by

the qubits can be perturbed by other sources. In the vicinity of the setup (∼ 10 m), there

are several other cryostats that can source vector magnetic fields. For typical qubit measure-

ments, changes in the sourced magnetic fields of these cryostats are not a problem because

of passive magnetic shielding around the qubits (in the cryostat at base temperature, con-

sisting of two layers of Cryoperm, a high-—r metal, and a superconducting Al shield). Using

the passive magnetic shielding commonly used in the group is not possible in our setup as

it would not allow for applying B‖. Therefore, a passive external magnetic shield providing a

shielding factor of ∼ 80 still allowing us to apply B‖ is designed (Appendix A).
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Figure 5.13: Flux-tuning of a split-junction device atB‖ = 60 mT. (a) Two-tone spectroscopy

scans versus the applied flux-bias line current at room temperature that tunes the flux Φ

through the SQUID loop. On the flux sweetspot, a good signal can be obtained. As the sensi-

tivity to Φ is increased, the f01 line broadens and noise due to pulse tube induced vibrations

becomes apparent. (b) Line cuts along the arrows in (a) showing that the f01 peak at the flux

sweetspot (blue) is much sharper than away from the sweetspot (orange).

5 . 6 Conclusions

This is the first demonstration of coherence in superconducting qubits in magnetic fields ex-

ceeding the critical field of Al. We have identified the closing of the induced superconducting

gap to be the limiting factor for the maximally applicable B‖. The alignment of the applied

field with the nanowire axis increases the maximal field at which the qubits can be operated.

After an initial decrease due to the Al on-chip wirebonds turning normal, T1 stays unaffected

by the magnetic field until the induced superconducting gap is so weak that QP poisoning

becomes a problem. The sensitivity of the qubit to the dominant on-chip charge noise starts

to differ from @f01=@VG when a field is applied. Further on, the stability and the noise of the

applied B‖ does not yet allow for more elaborate measurements of flux-tunable split-junction

qubits in field.

Let us now summarize the identified limitations to field compatibility and field stability, and

discuss solutions to overcome them. We start with what we can learn from the behavior of

the resonators in B‖. When applying B‖ > 6 mT, the Qi drops substantially due to the

on-chip wirebonds. In order to avoid normal-conducting elements in the vicinity of resonators

and qubits, field-resilient NbTiN airbridges can be used (Section 3.5.2). To avoid the slow

decrease of Qi attributed to a remnant B⊥ that sets in for B‖ ≥ 100 mT, several measures

are taken. Firstly, a compensation solenoid that can source a fieldB⊥ to cancel misalignment

is installed. Secondly, the resonators are punctured with holes to increase their resilience

towards a potentially remaining B⊥ [171, 187, 203, 204]. And lastly, the thickness of the

NbTiN film used is reduced to 70 nm to enhance its parallel critical field [104, 146, 205, 206].

Moving on to the spectroscopic signatures of the qubits in field, we observed the imperfect
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alignment of B‖ with respect to the nanowire axis to be reducing the maximal field at which

the qubits can be operated, an effect also seen in other works [207, 208]. As placement of

nanowires in a certain direction more precisely than to a few tens of degrees is challenging,

a vector magnetic field in the sample plane is desirable. With a vector magnetic field, in-situ

alignment of the magnetic field is possible. Further on, the wires should have an epitaxially

grown Al shell that is thinner (∼ 10 nm) than the one used for these experiments (30 nm)

to allow for higher critical fields [194–196, 209]. In order to avoid Little-Parks oscillations, the

shell should not be fully covering all facets of the wire [104, 153, 193]. To increase the stability

of the sourced magnetic field, and to allow for measurements of flux-tunable split-junction

qubits in field, several changes need to be made. A passive magnetic shield that cancels

external fields and still allows to source fields of ∼ 1 T needs to be installed. The noise

in the field can be reduced using magnets operating in persistent current mode. The effect

of vibrations of the setup due to the pulsed tube can be suppressed by the use of a more

rigid sample holder. Further on, the sensitivity to noise in B‖ can be reduced by reducing

the area of the SQUID loops. The reduced SQUID loop area comes at the cost that flux-bias

lines are not sufficient any more to source a flux quantum through the SQUID loop. However,

it is possible to use the out-of plane field sourced by the compensation coil to flux bias the

SQUID loops. In case that these measures are not sufficient to reduce the effect of vibrations,

stroboscopic measurements locked to the pulsed tube can be used [210].

We have discussed limiting effects of B‖ on nanowire transmons and identified ways to

overcome them. The identified steps give a clear way forward, and their implementation will

be discussed in Chapter 6. However, it is still valuable to also look around for other possi-

ble implementations of a flux tunable qubit in B‖. I now discuss my personal view on ad-

vantages and disadvantages of other candidate systems. Instead of using resonators in the

CPW geometry, it would be possbile to use NbTiN nanowire resonators that exhibit good

field compatibility [172]. Notably, this type of resonator is not plagued by vortex nucleation up

to perpendicular fields of 350 mT, reducing problems in fine-tuning and stability. It has shown

stable Qi up to B‖ = 6 T. Although Qi of these resonators has so far not been shown to

exceed 105, it might not be a critical limitation as high readout fidelities still can be achieved.

Using this architecture with a Qi of 105 for parts the qubit capacitor plates might however im-

pose a limit of∼ 3 —s on T1 for a qubit operating at 5 GHz [Equation (5.9)]. We decided not

to implement this design, as resonators in the CPW geometry with holes are more straight

forward to fabricate and have shown higher Qi, also up to B‖ = 5:5 T [146]. There are

also different ways to define a Josephson junction that is resilient to magnetic fields. Recent

material development has demonstrated that also InSb nanowires can be grown with an epi-

taxial aluminum shell that induces a hard superconducting gap [196, 211, 212]. Therefore,

these wires would make a good alternative to the InAs wires used so far. However, there

are no published results of superconducting qubits using InSb nanowires as the nonlinear

element. Having shown InAs based qubits to be a working system, we therefore decided to

continue using the InAs nanowires. Besides nanowires, and therefore not part of this study,

other implementations of field-compatible Josephson junctions are possible. For example,

graphene Josephson junctions have been shown to operate in magnetic fields of B‖ = 1 T.
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However, none of the implementations has shown coherence or energy relaxation times ex-

ceeding 100 ns [213, 214]. A further possibility is to use field-compatible SIS Josephson

junctions, for example based on thin-film Al [100]. Their B‖ compatibility has been demon-

strated up to 350 mT. Recently, transmons with Josephson junctions based on proximitized

two-dimensional electron gases (2DEG) have been realized [175]. The critical fields of the

superconducting gap induced in the 2DEG can reach up to 2:3 T [215]. However, substrate

dielectric losses limit T1 to ∼ 2 —s, making them so far not optimal candidates.
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This chapter presents solutions to the previously identified challenges that come about when

transmons are operated in an in-plane magnetic field. After implementation of these improve-

ments, time-domain measurements of flux-tunable split-junction devices are demonstrated to

be possible.
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6 . 1 Introduction

In this chapter, the technical improvements of the setup addressing the problems identified

in Chapter 5 are discussed. Specifically, the improvements are:

• Reduction of the thickness of the NbTiN film to make it more resilient towards applied

magnetic fields;

• Addition of an array of 100 nm diameter holes in resonator and qubit capacitor plates

to avoid vortex formation;

• NbTiN airbridges;

• A coil that sources an out-of-plane field that can compensate a potential misalignment

between sample and sourced magnetic field;

• A two-axis solenoid capable of sourcing a rotatable in-plane magnetic field;

• Nanowires that have only a partially covering, thinner Al shell;

• A more rigid sample holder to avoid vibrations;

• Passive magnetic shielding that still allows us to source a magnetic field;

• Persistent current switches for the in-plane field solenoids;

• SQUID loop area reduction to reduce the sensitivity to noise.

Where possible, the effect of these improvements are discussed individually. Together, they

allow taking of time-domain data of flux-tunable split-junction qubits at field of B‖ = 50 mT.

The last part of the chapter summarizes the current status of the experiment. Although all

the necessary individual ingredients have been shown to work, combining them remains an

open challenge due to fabrication difficulties.

6 . 2 Bulk CQED elements

Let us first discuss the solutions to the factors limiting the in-field performance of the bulk

CQED elements. The field compatibility of the NbTiN film is increased by reducing its thick-

ness from our group’s standard 200 nm to 70 nm. If the film thickness of a Type II super-

conductor is substantially below the London penetration depth (for NbTiN, – ≈ 270 nm,

see Section 2.4.1), the parallel field at which vortices are formed is substantially height-

ened [104, 146, 205, 206]. Further on, the center conductor of the resonators are punctured

with an array of holes (Section 3.5.1, Figure 3.8) [131, 146, 174, 203]. This avoids the forma-

tion of vortices in the superconducting film, because the field lines can go through the holes.

Further on, a superconducting coil that can source an out-of-plane fieldB⊥ was installed (Ap-

pendix A). This field helps to mitigate alignment discrepancies between the sample plane and

the sourced B‖. Note that this perpendicular coil can also be used to flux-tune split-junction

qubits.
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Figure 6.1: Response of a resonator with holes to an appliedB⊥ (B‖ = 0 mT). B⊥ is swept

from 0 to +8, to -8 and back to +8 mT. fR gives a strong response to B‖, peaking at optimal

alignment and then quickly reducing. The curve is hysteretic, and the maximal value is not

restored upon return to B⊥ = 0 mT. Due to the holes in the resonator, Qi is insensitive

to B⊥ for small excursions, but decreases rapidly and does not restore once a certain field

(black arrow, ∼ 4 mT) is surpassed.

Figure 6.1 shows the effect of B⊥ on a resonator. The B⊥ sweep starts from a virgin,

zero-field cooled film (B⊥ = 0 mT), is taken to a maximal value of +8 mT, brought to

−8 mT and back to +8 mT. Upon small excursions already, fR gives a clear signal. For the

optimal alignment, fR is maximal and starts decreasing for non-optimal B⊥. Hence, making

small changes to B⊥ to optimize fR is a convenient way to determine the optimal B⊥ value.

After an excursion in B⊥, its maximal value is not restored. The hysteretic behavior of fR can

be explained by the flux density in the resonator that depends on its field history [170]. While

fR shows an immediate response to B⊥, Qi is resilient towards small excursions, which we

attribute to the introduced holes. Indeed, resonators on the same chip that had no holes

showed a much faster decrease of Qi with B‖ (data not shown). We interpret that at B‖ ∼
4 mT, where Qi starts to decrease (indicated by a black arrow in Figure 6.1), all holes are

threaded by a flux quantum. Further increase of B‖ will lead to the formation of vortices,

reducing Qi. This ‘critical’ field Bh
c corresponds roughly with the expectation given the hole

density nh = 4:6 holes=—m2,

Bh
c = Φ0 · nh ≈ 9 mT: (6.1)

The discrepancy can be explained by flux focusing due to the Meissner effect where field-

enhancement factors of ∼ 2 are not unusual [216, 217], or the lack of an independent cali-

bration of B⊥. At the moment, B⊥ is only calculated via the current-to-field factor of the coil

determined by the coil geometry, distance to the sample and winding number.

In Chapter 5 it was identified that the single-axis magnetic field used poses substantial

restrictions on the usability of the setup. Due to the inability to align the sourced field B‖ with

the nanowire axis, the maximal field at which the nanowires can be operated at was reduced.
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Also, to improve the stability of the sourced field, persistent current capabilities are desired.

Hence, we installed a two-axis solenoid (2 T and 0:5 T) that can source a rotatable in-plane

field. Both of these axes have persistent current capabilities.

As mistakes in the control of the magnetic field can cause a large loss of time (e.g. warm-

ing up of the film to∼ 20 K and subsequent cooling to base again, taking roughly a day), an

intuitive control via the measurement software is important. To avoid field excursions out of

the sample plane, the coordinate system in which the magnetic field is expressed is chosen

to be cylindrical. An alignment procedure determines the (with respect to the magnetic field

axes) tilted plane of the sample. This tilted plane will then be set as the standard plane of the

cylindrical coordinate system. The alignment procedure works as follows: B‖ is increased in

a certain direction, and at each step B⊥ is changed to maximize fR. Once a desired field

value is reached, this point in field is defined as being a point in the sample plane. A further

point in the sample plane is obtained by changing the angle of B‖ in small steps, whilst also

performing the fR maximization by changing B⊥. Together with the origin (zero field), these

three points define the sample plane. Now, when changing the magnetic field, only the mag-

nitude |B‖| and the angle „ need to be specified. The sweep direction is then determined,

and the step sizes in the three solenoid directions are subdivided such that only a minimal

excursion out of the sample plane happens. This procedure enables an intuitive control of

field angle and magnitude and avoids mistakes.

This field control, together with NbTiN airbridges and holes in the resonators are nec-

essary to achieve values of Qi ∼ 105 at |B‖|> 150 mT (Figure 6.2). Resonators that

have on-chip wirebonds experience a reduction in Qi around |B‖|= 10 mT [purple symbols

in Figure 6.2, same data as in Figure 5.2(c)]. The use of NbTiN airbridges (Section 3.5.2)

mitigates this problem, confirming the hypothesis that the on-chip wire bonds turning normal
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conducting are a source of loss. Resonators that do not have holes (red and purple symbols

in Figure 6.2) exhibit a sharp decrease of Qi in |B‖|> 200 mT. This can be attributed to

the sourcing of vortices in the film, leading to loss. Because the coil sourcing B⊥ is not large

in comparison to the chip (coil radius is 6:5 mm, chip is 2 × 7 mm, distance coil to chip is

∼ 6 mm), B⊥ exhibits an inhomogeneity of ∼ 10% (as determined by magnetostatic cal-

culations). This means that although we align B⊥ with respect to a resonator in the center

of the chip (blue symbols in Figure 6.2), the alignment is not perfect over the whole chip. A

result of this is that resonators located in proximity to the one with respect to which the field

was aligned exhibit better field compatibility (orange symbols) than ones that are far away

(green symbols). This could be avoided if a more homogeneous field was used. Nonetheless,

the resonators are good enough such that we can perform CQED experiments at magnetic

fields up to at least 250 mT.

6 . 3 Qubits

In this section we address the identified improvements needed for the qubits. First, we discuss

the effect of an in-plane vector field. The effects of this technical upgrade on the qubits will

be investigated using the chip of Chapter 4 and Chapter 5. We study the dependence of

f01 and T1 on |B‖| and „. Then, we will turn to the next technical improvement, the use

of InAs nanowires that have a thinner Al shell that only covers two facets of the core. The

thinner shell enables a higher field compatibility [194–196]. Further on, because the shell is

not forming a superconducting loop, Little-Parks oscillations are avoided [153, 193]. However,

before more extensive studies are made, a proof of concept is made by just measuring the

zero-field characteristics of transmons that employ partly covered wires.

6 . 3 . 1 Vector field control

The qubit f01 not only shows a clear dependence on |B‖| (Chapter 5), but also on „ (Fig-

ure 6.3). Keeping |B‖| fixed, scans of f01 where „ is swept from −90◦ to +90◦ are per-

formed. Where at low |B‖| (≤ 10 mT) only weak changes in f01 can be observed, these

become more drastic at larger fields. An angle „0 = −69◦ of optimal alignment, where f01

is reduced the least with |B‖|, can be extracted [blue arrow in Figure 6.3(a)]. Note that this

angle corresponds to within ∼ 5◦ to the angle extracted from optical images. Further on,

it does not change with |B‖|, Figure 6.3(b). At fields below 20 mT, however, an accurate

extraction is challenging because of the only weakly changing f01.

A more detailed measurement of the f01 dependence on |B‖| along this direction is

shown in Figure 6.4. Similar to Figure 5.4, the decrease in f01 is well described by the model

of Equation (5.1) with Bc = 85:6 mT. Interestingly, if |B‖| is increased in the direction

perpendicular to the nanowire, Equation (5.1) still describes f01 well, although with a different

Bc = 50:4 mT [orange in Figures 6.3 and 6.4]. In a toy model, the nanowire can therefore

be thought of as having two critical fields, one in axial direction and one perpendicular to
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Figure 6.3: f01 versus |B‖| and „ for a transmon with a full-shell nanowire. (a) Data is ob-

tained by fixing |B‖| and changing „. For field values |B‖|≥ 50 mT only partial angle scans

are taken as the visibility of f01 is reduced at low frequencies. Data is interpolated with Equa-

tion (6.2), only the wire alignment angle „0 is fitted. The values of the critical fields are ob-

tained independently by sweeping the field at best and worst alignment angles [indicated by

blue and orange arrows (Figure 6.4)]. Star symbols indicate the angle of maximal f01, ex-

tracted from a parabolic fit at each |B‖| value. (b) Angle of maximal f01 is roughly constant

with |B‖|.

it. The frequency of the qubit can thus be calculated by diagonalizing the Hamiltonian of

Equation (2.16) where the superconducting gap is given by

∆(|B‖|; „) =

vuut1−
 
|B‖|cos(„ − „0)

Bc;g

!2

−
 
|B‖|sin(„ − „0)

Bc;b

!2

; (6.2)

where Bc;g (Bc;b) is the critical field along (perpendicular to) the wire. Without fitting the

data directly, but just using the independently extracted „0, Bc;g and Bc;b, the model of

Equation (6.2) explains the data reasonably well (Figure 6.3). At a given „, the effective critical

field can therefore be expressed as

Bc(„) =
1r“

cos(„−„0)
Bc;g

”
+
“

sin(„−„0)
Bc;b

” : (6.3)

This confirms that the alignment of the field with the wire direction is of great importance.

Next, we investigate T1 as a function of field and angle. Although the same chip as in

Chapters 4 and 5, where T1 values exceeded 15 —s, was used, the typically measured T1

values did not exceed 5 —s. We will later discuss that we think this is due to the decrease in

shielding quality that came about when the two-axis solenoid was installed. Unfortunately, this

was not yet known when performing these experiments. Figure 6.5 shows averaged T1 values



6 . 3 . Q U B I T S

6

89

Figure 6.4: Scan of f01
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and perpendicular to (or-
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as in Figure 6.3. Interpo-
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of the same qubit as discussed in Figures 6.3 and 6.4 as a function of |B‖| for different values

of „. When |B‖| is considerably smaller than Bc(„), T1 is limited to 5 —s. Close to Bc(„),

the T1 values reduce sharply, comparable to the situation in Figure 5.4. Using the previously

determined angle dependence of Bc and the quasi-particle limit of Equation (5.7) explains

the sharp decrease. If the same data is instead plotted as a function of f01 [Figure 6.5(b)] the

data for different „ lie on top of each other. This confirms the hypothesis that the closing of

the induced superconducting gap is the reason for the sharp decrease in T1.

6 . 3 . 2 Partially covered wires

In Chapter 5 we have identified the thick and fully covering Al shell of the nanowires to be a

limiting factor for the field compatibility of the nanowire transmons. A possible solution to this

limitation is using nanowires that have an Al shell that is thinner and does not cover the full

wire. The first step to confirming this hypothesis is to show that transmons made with these

wires perform well in zero-field conditions. The measurement results presented from here on

are obtained with nanowires that have a ∼ 130 nm thick InAs core of which two facets are

covered with a 7 nm thick, epitaxially grown Al shell. Although the Al shell is not covering

the wire fully it still induces a hard superconducting gap, as measured in transport.

In Figure 6.6, the workability of a gatemon with a nanowire that has a 7 nm Al shell cover-

ing only two facets at B‖ = 0 mT is demonstrated. Its f01 changes by∼ 1 GHz when VG is

changed by 0:3 V, demonstrating that side-gate tunability is still working fine. Note that there

are comparatively more jumps in f01 than for the full-shell wire device. This might originate

from the exposure of larger parts of the InAs core to air. Due to these jumps a reliable extrac-

tion of the voltage noise experienced by the qubit is not possible as a polynomial interpolation

of the only small jump-free segments of f01 versus VG leads is error-prone. Irrespective of

that, T1 reaches ∼ 10 —s, and at VG sweet spots TEcho
2 reaches 5 —s. Further investiga-

tions of the factors limiting T1 or TEcho
2 were not performed. The goal of this experiment was

primarily to confirm that these partially covered yield transmons with high coherence times.

The induced superconducting gap persists up to higher |B‖| values in transport mea-

surements than what we observe to be the maximal field at which the qubits presented here

are still operational. Out of curiosity, the field is aligned with the nanowire axis and increased.
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Figure 6.5: T1 versus |B‖| and field angle for the same full-shell qubit as Figures 6.3 and 6.4.

The T1 (symbols) are limited to ∼ 5 —s until the induced superconducting gap starts to

close (curves). (a) For different alignment angles, this happens at different B‖. (b) Same

data plotted as a function of frequency. Data and limits of different „ coincide.
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Figure 6.6: Characterization of a gatemon with an Al shell that covers only two facets,

B‖ = 0 mT. (a, b) Measured values of fR and f01 respectively as a function of VG. Sev-

eral frequency jumps can be observed. (c) At each VG point, T1 (blue), TEcho
2 (green) and

T ?2 (red) are measured. The observed values of T1 close to 10 —s indicate that the induced

gap is still hard, although the Al coverage is not full anymore.
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Figure 6.7: Indication of remnant Josephson energy in fields |B‖|≥ 300 mT for a gatemon.

(a) Resonator power shift versus |B‖| (B‖ in nanowire-direction). The powers shift changes

sign as f01 crosses fR. Inset is a zoom-in of the data for |B‖|≥ 165 mT, showing it is

small, but non-vanishing. (b) The power shift changes as a function of VG, indicating that the

remnant Josephson energy is still gate tunable.

Because the qubit f01 is not visible any more for |B‖|> 100 mT, we measure the power shift

ffl of the resonator (Figure 6.7). A finite ffl indicates the presence of a non-linear element. As

f01 crosses the resonator, ffl changes sign. Interestingly, although f01 is not resolvable any

more, the power shift is still clearly resolvable. Note that for all other qubits-resonator pairs

(where B‖ is now not aligned with the wire) ffl = 0 MHz, indicating that none of these qubits

work any more. To confirm that the observed power shift is indeed due to a remnant EJ, ffl

is measured as a function of VG [Figure 6.7(b)]. It reveals changes comparable to the ones

observed in f01 when VG is swept. However, attempts to find a well-defined f01 line remained

unsuccessful.

6 . 4 Flux control in the in-plane magnetic field

In Chapter 5 a series of challenges for flux control in an applied B‖ have been identified. In

this section we will discuss how the proposed improvements are implemented and what their

effect is. Then, we will outline the procedure required for aligning the field with the nanowire

of split-junction devices. The flux-control of a split junction device is demonstrated by measur-

ing its spectrum at 70 mT. The time-domain characterization of the device under test shows

that flux noise is not the dominant decoherence mechanism. The high level of background ra-

diation limits both T1 and coherence of the qubits. By addressing this problem with additional

shielding, T1 values of ∼ 10 —s are restored.

6 . 4 . 1 Technical improvements

In order to suppress interfering magnetic fields from other sources, the use of passive mag-

netic shielding is desirable. The ramping of vector magnets in adjacent cryostats can lead to
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small, but detectable variations of flux through the SQUID loops of the split-junction devices,

changing their f01. A passive magnetic shield surrounding the sample diverts the lines of

interfering fields and mitigates this problem. However, a requirement of the setup is to be

still able to apply a magnetic field to the sample. A passive magnetic shield in vicinity to the

sample is therefore not possible, as it would prevent also the intended B‖ to be applied. Fur-

ther on, if the saturation field of the shielding material is surpassed, the shield will become

magnetized and unusable. These seemingly contradicting requirements can be fulfilled by

the use of a double-layer shield that is mounted around the whole cryostat [Appendix A, Fig-

ure A.3(a)]. The outer layer of the shield is made of —-metal, a nickel-iron alloy with high

relative magnetic permeability of ∼ 4:7 · 105 [218]. This layer provides a strong magnetic

shielding factor for the enclosed area, including the sample. The inner layer is made of pure

iron, which has a high saturation field but only a modest shielding factor. Its role is to protect

the —-metal layer from getting magnetized by the solenoid that sources B‖. The total mag-

netic shielding factor at the sample position is ∼ 80, according to magnetostatic simulations

performed by the manufacturer. In order to assess the effect of the magnetic shield, measure-

ments of the same device in the same cooldown were taken. Where f01 would significantly

change over the course of minutes when no shield was used, it was stable once the shield

was mounted (data not shown). In order to minimize the residual field at which the film turns

superconducting [131, 171, 219, 220] it is mounted before cooling down the cryostat.

The next technical improvements implemented address the changes in f01 due to the

vibrations generated by the pulsed tube of the cryostat (Chapter 5). As the sample holder

and the solenoid sourcing B‖ are not rigidly mounted together, vibrations of the cryostat can

lead to a changing positions of the SQUID loop. Field inhomogeneity leads to a change in

flux through the SQUID loop, clearly observable in two-tone spectroscopy measurements

(Figure 5.13). By using a more rigid sample holder (Appendix A), an attempt was made to

reduce this noise. If the sample holder is more rigid, the relative movement between sample

and solenoid is suppressed, leading to smaller change in flux through the SQUID loop. This

measure alone did not eliminate the problem, as determined by the measurements performed.

Therefore, it was necessary to also reduce the sensitivity to this noise. As the flux is given

by Φ = B⊥ · A, reducing the area A of the SQUID loop reduces the sensitivity to changes

in B⊥. We chose to reduce A from 400 —m2 to ∼ 10 —m2, hence reducing the sensitivity

to flux noise by a factor of 40. This comes at the price that it is now not possible anymore

to flux-bias the split-junction devices with a flux-bias line. However, the coil sourcing the B⊥
compensation field can be used for this. The problem of vibrations blurring f01 could not be

observed anymore after implementing these two measures.

In order to prevent any higher-frequency noise affecting the performance of split-junction

devices, persistent current solenoids are used (Appendix A). Such noise can originate from

current noise in the solenoid current supplies. The use of persistent current solenoids is stan-

dard in many applications that require high fields, such as MRI or quantum dot systems [202].

Next to the connection to the power supply, the solenoid leads are connected to each other by

superconducting leads through a switch [Figure 6.8(a)]. If the switch is closed it is supercon-

ducting, and a persistent current will flow through the solenoid via the switch. This generates
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Figure 6.8: Persistent current solenoid characterization. (a) Schematic of the setup. Brown

leads indicate superconducting wires. A heater determines the state of the switch. If the

switch is superconducting, a persistent current can flow. The switch needs to be normal con-

ducting to change the current in the solenoid. (b) Drift speed of flux-tunable split-junction

devices due to the persistent current decay as a function of supplied current (see text for de-

tails). Applying a current∼ 5% above the nominal value when the switch is superconducting

counters the drift.

a very stable magnetic field. However, the current through the solenoid cannot be changed,

as the current supply is also shorted via the switch and the formed superconducting loop op-

poses any change in flux. This means that the noise of the current supply does not translate

to a noise in the generated field. If the switch is open (which is done by turning the switch

normal by heating it), the current in the solenoid can be changed. Ramping the field therefore

needs to happen with an open (heated) persistent current switch.

In reality, the persistent current in the solenoid is not quite persistent, but decays slowly

over time. We estimate the time constant by monitoring the voltage across the solenoid when

interrupting the persistent current after it was in persistent current mode for roughly a day.

With the solenoid inductance of L = 0:7 H it is possible to calculate the current difference

and therefore the decay time constant of ∼ 4 years. This corresponds to an effective se-

ries resistance of 5:8 nΩ, in agreement with reports from other persistent current magnet

setups [221]. The decay can be attributed to a small series resistance, for example, non-

perfectly superconducting solder joints. An alternative explanation is that the vibrations cause

the sourced field to induce Eddy currents in nearby metals, leading to dissipation.

The small decay in persistent current leads to a noticeable drift in f01 of split-junction

qubits [Figure 6.8(b)]. It can be quantified by monitoring the B‖ value of a flux sweetspot

over time (or more precisely, f01 at a flux-sensitive point). The decay speed of the persistent

current depends on what current is still supplied by the current source [221]. We find that

applying a current that is roughly 5% larger than the nominal value required for sourcing a

field counters the persistent current decay. Hence, when measurements in a persistent field

are performed, the solenoid is powered up to the required field value while the switch is open.
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Then, the switch is closed and a persistent current flows. Finally, the current supply is tuned

to supply a 5% higher current to counter any decay.

6 . 4 . 2 Measurements of the spectrum

Combining these improvements gives the setup a sufficient field stability and low enough

noise to control flux-tunable split-junction devices in an applied B‖. The flux noise is sup-

pressed using a more rigid sample holder and by operating the solenoids in a persistent

current mode, and the sensitivity to it is reduced by the use of smaller SQUID loops. The

field stability is ensured by the passive magnetic shield and compensating for the decay of

the persistent current. Thus, we now turn to the characterization of flux-tunable split junction

devices inB‖. First, we need to find „ such that the field is aligned with the nanowire axis [Fig-

ure 6.9(a, b)]. Its approximate value can be guessed by extracting the angle of the nanowire

with respect to the field axes from optical pictures. The fine tuning of this angle is performed

at |B‖|= 60 mT in order to get a clear frequency change. Due to imperfect alignment, all

changes in B‖ lead to changes in B⊥. This means that at each B‖, the qubit flux sweetspot

needs to be determined again by changingB⊥. Its frequency, f01;max, is determined by inter-

polating f01(B⊥) with a second-order polynomial. This procedure is repeated at a fixed |B‖|
for different „ and the resulting f01;max(„) are interpolated with a second-order polynomial

to extract the angle of optimal alignment.

Next, B‖ is increased along the angle of optimal alignment, and the dependence of

f01;max on B‖ is studied [Figure 6.9(c, d)]. The same procedure as before is used, where at

each value of |B‖|, f01;max is determined by interpolating f01(B⊥). The resulting spectrum

of f01;max(|B‖|) shows that the field compatibility of the device is substantially higher than

what was found for the full-shell devices (Chapter 5). This proves that the hypothesis of the

thick and fully covering Al shell indeed was a limitation to the field compatibility of the trans-

mons. Interpreting this spectrum, however, proves to be more challenging. The previously

used toy-model of the closing of the induced superconducting gap [Equation (5.1)] does not

yield qualitative agreement. Also an explanation where the junction area is reduced due to

flux penetration, yielding a Fraunhofer pattern, does not explain the observed f01;max(|B‖|).

The Little-Parks effect cannot explain this either because the nanowire is no longer covered

by a full Al shell. Further effects that can play a role are the change in the momentum oper-

ator due to a non-zero vector potential and multi-mode interference [207]. This is, however,

strongly dependent on geometry and disorder and requires simulations that are beyond the

scope of this work.

In comparable works, a similar effect was observed [222]. There, a gatemon was sub-

jected to fields of up to 1 T. The gatemon frequency shows a lobe structure, and has minima

around Bmin;1 ∼ 0:225 T and Bmin;2 ∼ 0:675 T. The data is interpreted that at these

points an odd number of half-integer multiples of Φ0 thread the cross-section of the nanowire,

leading to interference effects that suppress the induced gap. As the current density in the

nanowire is concentrated at its surface, the geometry forms effectively a superconducting

cylinder in a magnetic field. The field induces a supercurrent and enforces an integer num-

ber of flux quanta through the cylinder. Close to half-integer multiples of a flux quantum, the
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Figure 6.9: B‖-alignment procedure and field compatibility of a flux-tunable split-junction de-

vice. (a) At a fixed B‖, f01 is measured as a function of B⊥, and the sweet spot frequency

f01;max is extracted using a quadratic fit. (b) This procedure is repeated for several angles

of B‖ while keeping |B‖| constant. A quadratic fit to the resulting f01;max yields the optimal

alignment angle. (c) To determine the field dependence of the qubit, f01;max needs to be

determined at each value of |B‖| similar to (a). (d) B‖ dependence of f01;max. None of the

models discussed in the text yield a good agreement. A possible explanation for this could

be multi-mode scattering.

superconductivity in the cylinder is suppressed as it can not support a large enough super-

current though its core. The calculated effective diameter of the interference loop, given as

deff =
p

2Φ0=ıBmin;1 ≈ 76 nm, is smaller than the nanowire diameter of ∼ 100 nm.

This is expected as the current density must be within the nanowire. These findings agree

with simulations [223] and recent observations in full-shell nanowires [224, 225] and could

also explain the B‖ behavior of the devices presented here.

To demonstrate the control of the flux-tunable split-junction devices in B‖, we measure

the spectrum of one such device at 70 mT (Figure 6.10). For this, the sample device as in

Figure 6.9 is used. As observed in well-shielded environments at zero field, the device be-

haves transmon-like near the flux sweetspot. Around the full-frustration point, the spectrum

rather resembles one of a flux qubit. The transitions f02 and f03 are visible in direct spec-

troscopy around the full-frustration point. Note that there is a splitting of the lines due to the

reduced suppression of the charge dispersion for higher levels [62]. Switching of the back-

ground charges leads to shifts in the resonator frequency due to the finite coupling between
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Figure 6.10: Demonstration of flux tuning in a split-junction device in B‖ = 70 mT, aligned

with the nanowire. Left part of the figure is a zoom-in around the full-frustration point. The f01

transition is well-defined, but the reduced supperssion of the charge dispersion for f02 and

f03 make these lines less visible. The data quality is deteriorated where transitions cross the

readout resonator.

higher levels and the resonator in these devices. This in turn leads to a deterioration of the

data quality at these flux values. In order to fit this spectrum, the model of Equation (2.16)

would need to be adjusted such that it is also valid in B‖ [226]. It is, however, questionable

how much insight could be gained from this, therefore the presented data should rather be

taken as a proof of the high level of stability in the flux-sensitive measurements inB‖. The ori-

gin of the avoided crossing in f01 at’ = −0:545 is not known. This dataset took∼ 16 hours

to acquire, which demonstrates the high flux-stability of the setup even at 70 mT.

6 . 4 . 3 Time-domain characterizations

After demonstrating flux control in an applied B‖, we now turn to demonstrating that also

time-domain measurements can be performed. A magnetic field of |B‖|= 50 mT is applied

along the nanowire axis of a split-junction qubit similar to the one presented in Figures 6.9

and 6.10. Figure 6.11(a) shows its time-domain characteristics and f01 as a function of re-

duced flux. Similar to the data shown in Figure 6.5, the energy relaxation and dephasing times

are comparatively short here. This could be observed for all the six working qubits showing

measurable T1 on the chip.

Not known at the time the data was taken, these times were limited by a photon back-

ground of elevated temperature. Against expectations, T1 does not increase with f01 but

rather seems to be increasing with applied flux. A possible explanation is that the change

in B⊥ that is used to tune the flux though the SQUID loop also has an effect on the vortex
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Figure 6.11: Time-domain characteristics of a flux-tunable split-junction qubit inB‖ = 50 mT.

(a) T1, TEcho
2 and T ?2 as a function of reduced flux. f01 (right axis) is interpolated to extract

the flux sensitivity. (b) Echo and Ramsey dephasing rates versus flux sensitivity.

distribution in the qubit. A reduction the number of vortices would lead to a mitigation of their

contribution to the qubit energy relaxation rate [131, 157]. Interestingly, the TEcho
2 data does

not seem to show a strong dependence on ’. Due to its small values and the photon back-

ground of elevated temperature that is dominating contribution, no conclusions on a potential

reduction in flux noise (Chapter 1) are drawn. The large discrepancy between ΓEcho
’ and

Γ∗’ [Figure 6.11(b)] indicates that low-frequency contributions are dominating the flux-noise

spectrum. A potential source of low-frequency flux noise are the changes in B⊥ induced by

vibrations of the setup due to the pulsed tube.

The priority after acquiring this dataset was therefore finding and fixing the source of high

loss and dephasing such that higher-quality data can be taken. For this reason, a more de-

tailed study of flux noise versus applied field was not yet performed. As the short T1 could be

observed for all the qubits on the chip (and also previously cooled down devices in that setup

configuration did not show better T1), off-chip sources were suspected to be the reason for

the high loss. The residual excited-state population, which can be extracted from single-shot

readout measurements [227, 228], is consistently measured to be around ∼ 20% on this

chip during this cooldown [Figure 6.12(a)]. We suspect that the reduced quality of radiation

shielding is responsible for this. Due to the shape of the two-axis solenoid used in the experi-

ments presented, the radiation shielding of the 50 mK stage of the cryostat is compromised.

The solenoid, thermalized at the 1 K stage, protrudes into the shield can that should ensure

a 50 mK photon environment. The radiation shielding of the sample is therefore exposed to

a black-body photon background of temperature ∼ 1 K, corresponding to a peak in photon

energy at ∼ 60 GHz, leading to the observed high residual population.

This problem is addressed by a improving the shielding of the setup further (Appendix A).

A copper radiation shield encloses the two-axis solenoid, thermalized to the 50 mK stage, is

installed (Figure A.7). To increase the photon absorption efficiency, its inside is spray-painted

with Aeroglaze Z306 [229]. Cooling down a new device with the new shielding conditions
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Figure 6.12: Measured residual populations for two different setup configurations. After prepa-

ration in |1〉 (red) [|0〉 (blue)], the qubit is measured and the integrated readout voltage is

binned. The resulting histograms are fitted with a sum of two Gaussians. Their relative am-

plitude indicates the residual state population. (a) The 2-axis solenoid at 1 K protruded into

the 50 mK radiation shield, leading to a high residual excited state populations of ∼ 20%

on all the qubits on the chip. (b) A further radiation shield solves this problem and brings the

residual excitation to below 1%.

yields a residual excited state population of < 1% [Figure 6.12(b)], comparable to standard

cQED setups [150, 230]. Note that for both measurements shown in Figure 6.12 the mea-

surement time (1 —s) was a significant fraction of T1, and therefore relaxation during the

measurement leads to counts between the two main Gaussian distributions.

The high temperature of the radiation background was not only responsible for the high

level of residual excited state populations, but also for the poor time-domain characteristics.

With the radiation shield in place, the time-domain characteristics of the device from Fig-

ure 6.12(b) are measured. With T1 and TEcho
2 being ∼ 10 —s, we conclude that the addi-

tional radiation shield solved the before observed problem of short T1 and TEcho
2 . Unfortu-

nately, this qubit was the only qubit on the chip that showed good T1 and TEcho
2 . It is not
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flux-tunable, although it is a split-junction device. A possible reason for this might be that

the carrier density in the junctions is depleted and therefore no transport through the wire

is possible (the junction is pinched off). Although it is not possible to perform flux-sensitive

measurements with this chip, it shows that all the individual components required to perform

flux-sensitive measurements in an applied B‖ work.

6 . 5 Conclusion

This chapter described how the problems that arise when performing flux-sensitive measure-

ments in a magnetic field can be overcome. The field compatibility of the superconducting

NbTiN film is enhanced by reducing its thickness to 70 nm, clearly below its magnetic

penetration depth [104, 146, 205, 206]. A potential improper alignment of the in-plane mag-

netic field B‖ is mitigated by fabricating holes into the resonators and transmon capacitor

islands [131, 146, 174, 203]. In order to cancel the misalignment, a coil that sources a per-

pendicular magnetic field B⊥ is installed. The residual B⊥ is minimized by adjusting it such

that fR is maximized for increasing values ofB‖. The use of NbTiN airbridges eliminates the

need for on-chip Al wirebonds that lead to loss in fields above 10 mT. Implementing these

measures allowed us to observe coplanar waveguide resonators that showed Qi > 105 in

B‖ up to 250 mT.

The use of InAs nanowires that have a thinner, only partially covering, epitaxially grown

Al shell further increases the maximal field at which these qubits can be observed [194–

196]. Their time-domain characteristics are comparable to the one of transmons that employ

nanowires with a fully covering Al shell, as demonstrated by measurements performed at

B‖ = 0 mT. A two-axis solenoid is installed such that B‖ can be aligned collinear to the

nanowire axis of a given qubit which maximizes its field compatibility. It is, however, unclear

what the limiting factor for the field compatibility of these transmons is.

In order to be able to measure flux-tunable split-junction devices in an applied B‖, a se-

ries of technical improvements was made. First, the use of an external, passive magnetic

shield provides a more stable field environment and protects the sample from interference

while still allowing to apply strong magnetic fields. The noise in the magnetic field, as ob-

served by the qubits, is reduced by a more sturdy sample holder, reducing the relative vi-

brations between sample and solenoid. Further on, the use of persistent current solenoids

mitigates noise originating from the current sources. The small but finite decay of persis-

tent current in the solenoids needs to be compensated in order to counter any drift in mag-

netic field. The sensitivity of the qubits towards flux noise is reduced by choosing a smaller

SQUID loop, meaning that they need to be tuned with the coil supplying B⊥. In this setting, it

was possible to perform spectroscopy and time-domain measurements of flux-tunable qubits.

However, due to the photonic radiation background at elevated temperature, the time-domain

characteristics of the qubits were poor. After the installation of an additional radiation shield,

T1 and TEcho
2 are again around 10 —s.

Although final proof that high coherence in flux-tunable split-junction qubits in applied in-

plane magnetic fields is possible remains to be delivered, all the components necessary to
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do so are demonstrated to be working. Unfortunately, current issues in fabrication that lead

to a poor yield in working transmons inhibited us from showing that. In the current state of

the setup, resonators with high Qi > 105 at B‖ = 250 mT, and transmons with T1 and

TEcho
2 of ∼ 10 —s are working. B‖ has been shown to have a low enough noise and a

high enough stability to allow for time-domain experiments of split-junction qubits at fields of

70 mT. Therefore, I do not expect any further major complications once a next fabrication

round produces a generation of working split-junction devices.

In my opinion, it is probably fair to say that combining superconductors with large mag-

netic fields and nanowires is not straightforward. It is an environment that is rich in physics.

This is as much an advantage of the system under consideration as it is a disadvantage. With

the clear goal of demonstrating flux-tunable split-junction devices in mind, we rather tried to

get rid of such effects than study them in detail. This reflects in the fact that the focus of this

chapter is rather on achieving high coherence times in nanowire transmons in a magnetic

field than exactly understanding what, for example, the field dependence of their frequency is.

Now that a substantial amount of engineering is done and the desired stability of the measure-

ment setup is achieved, it will be possible to investigate how flux noise reacts to a magnetic

field. The stable CQED setup can also be used for different purposes, for example to obtain

insights into how SNS junctions behave in an applied magnetic field with a high precision.
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7 . 1 Conclusion

This section summarizes the experimental results and findings of this thesis. I started work-

ing on the project when the first papers on the subject were published. The work here in

Delft [37] aimed at demonstrating voltage- and flux-tunable devices, and understanding their

physics. A key promise of the architecture was the compatibility with magnetic fields, as the

superconductors used as well as the nanowires were independently shown to be resilient

towards magnetic fields [69, 231]. In this previous work, coherence of the presented devices

could not yet be directly observed. In a paralleling approach in Copenhagen [38], comparable

devices were demonstrated. The key difference was the use of nanowires with an epitaxially

grown aluminum shell [83, 153]. This enabled demonstration of coherence in the devices, and

voltage-controlled z -gates could be performed. The combination of these two approaches

therefore promised transmon qubits that show coherence in an applied magnetic field.

Chapter 3 describes the fabrication of nanowire transmons. The device fabrication com-

bines the standard circuit quantum electrodynamics processes with nanowire etching and

contacting recipes. Crucially, the nanowires we use have an epitaxially grown aluminum shell

that induces a hard superconducting gap. As the reliability of the device fabrication fluctuates,

optimizations of the turn-around time of the design-fabrication-measurement cycle are made.

For example, an image recognition software analyzes optical images to automatically gener-

ate etch- and contacting masks. Until now, device yield is not unity, and it is not understood

why – it appears that there is a hidden parameter we do not control. A possible explanation

are surface adsorbants on the nanowire that lead to a positive pinch-off voltage.

In Chapter 4, we benchmark nanowire transmons in a well-shielded environment free of

magnetic fields, and investigate their limitations [158]. The combination of InAs nanowires

that have an epitaxially grown Al shell with the cQED geometry and fabrication recipes of our

group yields state-of-the-art devices. We extract the flux noise of flux-tunable split-junction

devices. We find it to have a noise spectrum with a 1=f noise amplitude that is on the high

side of the typically observed spectrum, as well as a white noise contribution [35]. As voltage

tuning the Josephson energy was not yet a standard procedure in our group, special care was

taken to quantify the observed voltage noise. By comparing decoherence rate predictions

based on consciously injected voltage noise with measured decoherence rates, we could

show that the weakly coupled 1=f voltage noise comes from on-chip sources. Additional to

the weakly coupled voltage noise, also strongly coupled charge-sensitive two-level systems

are observed. They cause the qubit frequency to switch between two values. Ramsey-based

frequency state detection schemes reveal the switching rates to be on the order of 10 s−1.

This type of noise, the direct coupling of charge two-level systems to the Josephson energy,

was here evidenced for the first time.

In Chapter 5, we subjected these same devices to an in-plane magnetic field. The res-

onators, although not optimized for field compatibility, yielded sufficient performance in mag-

netic fields up to ∼ 150 mT. The qubit frequencies monotonically decreased with magnetic

field, following the trend of a closing superconducting gap. Energy relaxation and coherence

times of gatemons could be measured up to 70 mT. This constitutes the first demonstra-
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tion of superconducting qubits operating in magnetic fields higher than the bulk gap of alu-

minum. Above the respective critical field of the qubits, the induced superconducting gap was

too weak and quasiparticle poisoning strongly enhanced their energy relaxation rates. From

these initial measurements in a magnetic field, several ways of improving the field compatibil-

ity of the sample and the stability of the setup were identified.

Chapter 6 addresses the issues with setup and samples identified in Chapter 5 that lim-

ited the field compatibility of the devices. We started using a thinner superconducting film

and airbridges made of NbTiN. The installation of a coil to compensate for residual perpen-

dicular magnetic fields and the addition of holes to avoid vortex formation in resonators and

qubit capacitors allowed us to further increase the field compatibility of the bulk circuit quan-

tum electrodynamics elements. Combined, these measures allowed us to operate resonators

with intrinsic quality factors of > 105 in fields of 250 mT. By using nanowires that have a

thinner Al shell, which does not cover all facets of the InAs core, the field up to which working

qubits can be observed was enhanced to 140 mT. Important for this was the alignment of

the magnetic field with the nanowire axis. To enable in-situ alignment, a vector magnet was

installed. Flux control of split-junction devices was demonstrated in magnetic fields exceeding

100 mT. A more rigid cold finger, persistent current mode of the solenoids and an external

magnetic shield reduced the noise in the magnetic field as seen by the qubits. Further on, the

sensitivity of the split-junction devices to noise was decreased by reducing the area of their

SQUID loop. Together, these measures enabled us to measure time-domain characteristics

of flux-tunable split-junction devices in a magnetic field of 70 mT. Unfortunately, the perfor-

mance of the qubits was limited by a high temperature radiation background. Improving the

shielding of the sample eliminated this problem: energy relaxation and echo dephasing times

of ∼ 10 —s were restored. So far, device fabrication issues kept us from definitely delivering

the final proof that all components work smoothly together.

I expect that with a new round of devices it will be possible to control flux-tunable split-

junction devices with high coherence in an in-plane magnetic field. The fabrication and setup

optimizations for field-compatibility ensure that the bulk circuit quantum electrodynamics com-

ponents are not a limiting factor. The setup has been shown to provide a stable enough mag-

netic field, and in-field flux-tuning of the split-junction devices has been demonstrated. With

the new radiation shield in place, the previously evident high coherence times of the samples

could be restored. Therefore, there is nothing in the way preventing detailed investigations of

flux noise in a magnetic field as described in Chapter 1.

7 . 2 Looking into the future

7 . 2 . 1 Flux-noise in a magnetic field

Let us now discuss the intended experiments that should shed light on the microscopic origin

of flux noise. A first step is determining the amplitude of the 1=f flux noise at 1 Hz as a func-

tion of magnetic field and temperature. This can be done by measuring the (echo) dephasing

rates as a function of flux sensitivity of the qubit (Sections 4.2.2 and 4.3.2), and repeating

this procedure for various fields and temperatures. At a field of 70 mT, even at a bath tem-
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perature of 100 mK, the dephasing rate is reduced by a factor of ∼ 1:5 in comparison to

0 mT (Figure 1.2). This signature is clearly discernible by time-domain measurements. Note

that flux-insensitive gatemon qubits on the same chip can be used to verify that a change in

decoherence of split-junction devices is indeed related to a change in flux noise. The satura-

tion of the temperature dependence yields information about the effective temperature of the

bath of two-level systems causing the flux noise. Further on, the magnetic field dependence

will give information about the effective g factor.

In addition to a reduction in the noise background, also a direct observation of the elec-

tron spin resonance or hyperfine transition should be possible. If the qubits can be tuned

on resonance with any of these transitions, their dephasing rates will enhance substantially.

This has been observed for resonators in electron spin resonance experiments as a function

of field [27, 232]. Also flux qubits that have frequencies that can be tuned down to 1 GHz

observed an increased energy loss at the frequency of the hydrogen hyperfine splitting [18],

although this experiment was performed only in a zero-field environment. Note that for trans-

mons, as opposed to flux qubits, no increase in the energy relaxation rate is expected as there

is no transversal coupling to flux. By measuring the frequency dependence of the transmon

dephasing rate at various magnetic fields, we could therefore explore the spectrum of ensem-

bles creating flux noise. Adapting the geometry used in Ref. [18], it would also be possible to

explore that spectrum by monitoring the energy relaxation rate.

An indirect way of observing the hyperfine and electron spin resonance transitions can

be chosen if the tunability of the qubits is not sufficient to bring it on resonance with these

transitions. By shining a strong microwave tone of variable frequency on the sample, the

ensembles held responsible for flux noise can be driven. Therefore, if a split-junction qubit

is parked on a flux-sensitive spot, its dephasing rate should increase when a transition is

driven. Away from the transition, the drive will not have an effect on the qubit dephasing rate.

Monitoring the qubit coherence as a function of the frequency of a drive tone of the bath will

therefore also reveal the spectrum of the ensemble.

A combination of these methods should allow us to further our understanding of the mi-

croscopic origin of flux noise. Ideally, the experiment is repeated for different surface treat-

ments of the sample. One example of such a treatment is outlined in Ref. [28] where it is

ensured that Lewis base-site defects are occupied with non-magnetic species promises to

reduce flux noise coming from adsorbed oxygen. This process should also reduce the visibil-

ity of the electron spin resonance line of the adsorbed oxygen. An annealing step before the

cooldown has shown to free the sample surface of physisorbed atomic hydrogen [27, 232].

Directly showing that such a procedure reduces the observed flux noise and rids the sam-

ple of an observable absorption peak at the hyperfine frequency would be a clear indication

that indeed physisorbed hydrogen is partly responsible for flux noise. Further surface treat-

ments could include illumination of the sample with UV light to promote photodesorbtion of

magnetic species [28]. With an understanding of the origin of flux noise, more targeted fab-

rication precautions can be taken to eliminate it. This will have a large impact in the circuit

quantum electrodynamics community as currently flux noise is one of the limiting factors for
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two-qubit gates [148, 233]. The performance of two-qubit gates will in turn greatly impact the

performance of surface codes [47] and quantum simulations [234–236].

7 . 2 . 2 The future of SNS transmons

The Josephson element of transmon qubits can be impelmented in various ways. Clearly,

the most prominent one to date is the SIS tunnel junction [77]. Further demonstrations so

far have been delivered with atomic break junctions [237], semiconducting nanowires [37–39,

101, 158], graphene [213, 214] and two-dimensional electron gases [175]. It is conceivable

that selective-area-growth methods [238] and other two-dimensional structures [239] can be

used to implement comparable junctions.

Because SIS tunnel junctions are promising candidates for small- or medium-scale quan-

tum computing, the question arises whether implementations with different junctions also

might be of use for comparable applications. Before potential contestants become viable al-

ternatives, reliability and fabrication control of their junctions needs to be increased. Without

fast (room-temperature) indicators and deterministic tuning of these qubits, larger circuits will

require an impractical amount of manual tuning. Even if a targeted engineering of voltage

sweetspots would be possible, fluctuating two-level systems that are strongly coupled to the

Josephson energy of the devices lead to a reduction of their coherence time. The efficient

fabrication of high-quality structures is a further challenge. Transferring materials onto the

quantum chip to form the junction (nanowires, graphene) is error prone and intense in man-

ual labor. It is also unclear whether the lossy substrates that can be used to directly define

the junctions (2DEG, selective-area-growth methods) will yield high-coherence CQED ele-

ments if they are directly fabricated on top of it. If these challenges proof to be too hard to

be overcome, I do not think that this technology will have applications in quantum computing.

Nonetheless, it still can be used to perform various experiments and to investigate junctions

fabricated from novel materials [239].

However, if these fabrication challenges can be overcome, interesting possibilities open

up. So far, there has not been any indication of voltage crosstalk between different gatemons.

This will ease the tune-up of a chip, as no crosstalk matrix needs to be inverted in order to

apply a bias targeted to a single qubit whilst leaving the others untouched. Also the simultane-

ously applying two-qubit gates would require less finetuning [240]. Because the gate voltage

can be provided using the same control line as the microwave pulses, a reduction in the num-

ber of control lines by a factor of almost two compared to schemes relying on flux-tunable

qubits can be achieved [47]. Reducing the number of control lines required per qubit will be

a major task in realizing medium- and large-scale quantum computers [241].

Further on, a reliable fabrication of SNS junctions that exhibit quantized conductance [41–

43] would greatly ease the qubit control. In Figure 7.1(a), we simulate the dependence of

the transmission values on the applied gate voltage. Upon increase of VG, more and more

transmission channels become fully transmitting. Once fully transmitting, their transmission

value stays constant at 1. The resulting gatemon spectrum [Figure 7.1(b)] exhibits plateaus

in f01, making the gatemon insensitive to noise in VG. This is will increase their coherence,

as noise in VG is a limiting factor (Chapter 4). Further on, this enables semi-digital voltage
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Figure 7.1: Simulated gatemon with with quantized transmission channels. (a) As the applied

gate voltage increases, subsequently more transmission channels contribute to the transport

through the junction. Once activated, the transmission channels stay at unity transmission.

(b) Qubit frequencies corresponding to the transmission values in (a). Semi-digital voltage

z -gates or even two-qubit gates can be implemented because of the insensitivity of the qubit

frequency to the applied gate voltage. Inset: computed anharmonicity ¸ as a function of VG.

gates that are insensitive to small errors in VG(t) (though errors in timing will still influence

the gate performance). These gates can take the form of single-qubit z -gates or two-qubit

gates [38, 39]. Note that whereas two-qubit gates based on flux-coupling typically have one

of the qubits reside in a spot where it is sensitive to flux noise (and hence has a higher

decoherence rate) [242, 243], this would not be the case for such voltage gates. This might

enable higher two-qubit gate fidelities.

Further on, tunable resonators can be engineered with voltage controlled nanowires [40].

Tunable resonators can be of great help to implement on-demand coupling between qubits,

potentially reducing frequency-crowding problems [244–246]. Especially if the nanowire can

be fully depleted of charge carriers, completely suppressing transport through it, high on-off

ratios of the coupling can be achieved. This would reduce the problem of spurious couplings

between qubits [240].

7 . 2 . 3 SNS qubits as charge-parity detectors in a magnetic field

For experiments and applications that require an in-plane magnetic field, qubits based on

SNS junctions are promising candidates. As demonstrated in this thesis, they remain coher-

ent when a magnetic field is applied. Further experiments in Copenhagen and Delft have

shown that such qubits can withstand magnetic fields of 1 T [222]. Several schemes for topo-

logical quantum computation rely on the conversion of the quantum state to a charge for

readout [55–57]. Because transmons can act as good charge-parity detectors, SNS trans-

mons are natural choice for this task.

One way of performing charge-parity checks is to use a Ramsey-based detection scheme

(Section 4.4) [59, 113]. The charge state shifts the frequency of the qubit, and the two frequen-
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Figure 7.2: Because the

charge dispersion of a

SNS transmon with a

single, fully transmitting

channel increases when

EC is increased (blue),

the coherence required

to perform a Ramsey-

based charge-parity de-

tection decreases (brown,

right axis).
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cies differ by ∆f (charge dispersion). This difference is determined by the choice of EC (Fig-

ure 2.7) [62]. To obtain maximum contrast in a Ramsey-based sate detection scheme, the

waiting time fiw has to be chosen fiw = 1=2∆f . The coherence of the qubit therefore needs

to be T ?2 > 1=2∆f in order for this scheme to work. In Figure 7.2 we assume an SNS trans-

mon with a single, fully transmitting channel and variable EC. The EC of the transmon there-

fore needs to be chosen such that the obtainable coherence (limited by other sources) on the

operating point is larger than the required coherence. Figure 7.2 shows that a Ramsey-based

charge-parity readout is feasible with current coherence times if EC is chosen appropriately.

7 . 2 . 4 Alternative junctions for field-compatible transmons

The bulk circuit quantum electrodynamics structures described in this work have been shown

to be able withstand an applied in-plane magnetic field. The InAs nanowires used are one

way of ensuring the field compatibility of the junction. Next to this property, they also exhibit

rich and interesting physics. For experiments where the qubits are only supposed to be field

compatible, and the nanowire properties of the junction are not essential, different junctions

could be used. One option are graphene-based van der Waals heterostructures that are volt-

age tunable and withstand magnetic fields [247–249]. Several circuit quantum electrodynam-

ics experiments with graphene junctions have been performed, showing field compatibility

and temporal coherence [213, 214, 250].

A further option for field-compatible junctions are thin-film aluminum-based SIS Joseph-

son junctions. These junctions have successfully been used as spectrometers and on-chip

microwave sources in magnetic fields of several 100 mT [100, 191, 251, 252]. If the out-of-

plane magnetic field component is canceled, their superconducting gap follows the trend of

Equation (5.1) with a Bc up to 1180 mT [191]. Therefore, the use of thin-film aluminum SIS

junctions might enable the fabrication of field-compatible SIS transmons.

7 . 2 . 5 Signatures of Majorana zero modes

Further on, signatures of Majorana zero modes are predicted to appear directly in the spec-

trum of adequately engineered transmons [253]. The nanowire that constitutes the Joseph-
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Figure 7.3: Working principle of a ‘Majorana transmon’ [253]. (a) Energy potential of the two

charge parities of a transmon (black). In the absence of a Majorana coupling (EM=h = 0),

the charge parity conserving microwave transitions between |0; o=e〉 and |1; o=e〉 (dash-

dotted) are allowed. For EM=h > 0, the two charge parity manifolds are coupled, leading to

hybridized states |0=1; o=e〉. Charge parity conserving (dashed) and non-conserving coher-

ent transitions (solid) are allowed between these states. (b) Spectrum of a nanowire transmon.

For EM=h = 0, the spectrum is 2e periodic (Figure 2.7). For EM=h > 0, the spectrum is

1e periodic.

son junction of the so-called ‘Majorana transmon’ (MT) operates in the topological regime.

The presence of the Majorana modes essentially couples the different charge parity manifolds

(denoted with |o; e〉) with coupling energy EM [Figure 7.3(a)]. This leads to a hybridization

of the |0; o〉 and |0; e〉 (|1; o〉 and |1; e〉) states, lifting their degeneracy. Where the charge

parity is conserved in the more standard version of the transmon (it can change because

of quasiparticle tunneling, but not coherently), coherent transitions between the two charge

parity manifolds are allowed in the MT. The Hamiltonian of the MT is given as

Ĥ = EC(n̂ − ng)2 − EJ(‹̂)− EMi‚2‚3 cos(‹̂=2); (7.1)

with the parity i‚2‚3 of the local fermion at the junction. Note that Equation (7.1) is written in

the 1e basis. For further information on this Hamiltonian, the reader is kindly referred to the

relevant literature [51, 52, 253, 254]. Written in the 1e basis, the Hamiltonian of Equation (7.1)

can be diagonalized to obtain the energy levels, similar to Section 2.3.1.

The transitions between the hybridized levels leave a signature in the spectrum of the

MT [Figure 7.3(b)]. For the presented simulations, the Josephson energy is assumed to be

provided by a single transmission channel with transmission T = 0:4 and EC=h = 0:8 GHz.

In the case of EM=h = 0 (dash-dotted transitions), the spectrum is 2e periodic, and the two

charge parity manifolds do not mix. For EM=h = 0:2 GHz, the charge manifolds hybridize

and form non-degenerate states with transitions between them. Some of these transitions

are still charge parity conserving (dashed), while others change the parity (solid). In this

case, a 1e periodicity emerges. These transitions can be driven using microwaves, and can
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be observed in the spectrum of the MT. If the coupling is large enough, they will leave a clear

signature [Figure 7.3(b)].

A MT could in principle be fabricated with the methods described in Chapter 3. In order

to observe the signatures of Majorana zero modes that appear in the spectrum of the device,

an island of the transmon needs to be gate tunable. The addition of a voltage gate to one of

the transmon islands is straightforward [113]. Groups both in Copenhagen and in Delft are

investigating this system [222]. The use of InSb instead of InAs wires might be beneficial, as

this relaxes the requirements on the applied magnetic field [42, 43, 196, 211]. The assess-

ment whether a regime withEM=h = 0:2 GHz can experimentally be achieved is beyond the

scope of this work. Recent works, however, indicate that a EM=h ∼ GHz is feasible [255].

7 . 2 . 6 Coupling to spin qubits

The coupling of different quantum systems promises to combine their advantages. A com-

bined system would, for example, allow to have a part for fast computations and a ‘quantum

hard drive’ to store quantum information for a longer time until it is needed again for fur-

ther computations [65]. Transmons are good candidates to perform fast computations. Due

to their large dipole moment, they can easily be coupled to microwave cavities. The chal-

lenge is therefore largely in coupling the second quantum system of interest strongly (with

a coupling strength exceeding the decay rates of the coupling cavity and the quantum sys-

tem) to the same microwave cavity. This can be achieved considerably easier for ensembles

than for individual emitters, as the ensemble coupling strength increases with
√
N, where N

is the number of emitters. Accordingly, the coupling of a transmon to an spin-ensemble of

NV centers in diamond [68, 256, 257] as well as to magnons (collective spins) in ferromag-

nets [258, 259] has been demonstrated.

The coupling between different engineerable solid state systems is of great interest, as

it is more straight-forward to implement these on one chip. Appealing platforms for this are

charge quantum dots and spin qubits [75, 76, 260]. Using high-impedance resonators, the

strong coupling of a microwave cavity to charge double quantum dots was demonstrated [261,

262]. The high impedance of the resonator results in larger voltage amplitudes, thereby in-

creasing the coupling to the quantum dots. Subsequently, also the coupling of a transmon to

a double quantum dot via a high-impedance resonator was realized [73].

More desirable than coupling to GaAs-based charge qubits is the coupling to spin qubits

in silicon where long coherence times have been demonstrated [263–266]. In recent experi-

ments [72, 267], also the strong coupling of such qubits to high-impedance resonators was

demonstrated. However, as the frequency of the spin qubit is given by the Zeeman splitting,

a magnetic field of ∼ 100 mT is necessary to operate these qubits in the GHz frequency

regime. In order to realize an experiment comparable to the one described in Ref. [73], trans-

mons that can withstand such a field are required. Gatemons are a natural choice, as they

are also mostly insensitive to noise in the external field. Further on, they are compatible with

the fabrication steps of the spin qubits in Ref. [72], and readily couple to the high-impedance

resonators in that work.
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An experiment comparable to the one of Ref. [73] can therefore readily be implemented.

The dephasing rate of spin qubits in [72] is ‚s=2ı = 2:5 MHz and the resonator linewidth

is »=2ı = 5:4 MHz. Because the spin-photon coupling is gs=2ı = 13 MHz, the strong

coupling condition gs > »; ‚s is achieved. A resonator Qi on that substrate of ∼ 105 is

feasible (personal communication with N. Samkharadze). This would limit the transmon T1

to ∼ 4 —s at 4 GHz (Equation (5.9)), putting a lower limit on ‚tr=2ı > 0:125 MHz. As

the coupling between the microwave resonator and a transmon can easily reach gtr=2ı =

50 MHz [Figure 4.1(d)], also the transmon-cavity system will be in the strong coupling limit.

A direct coupling mediated via virtual photons can then be achieved by tuning the transmon

and the spin qubit on resonance, away from the cavity. The effective coherent interaction

strength between the two systems is then given as 2J ∼ gtrgs=(1=|∆tr|+1=|∆s|), where

∆tr;∆s are the respective detunings from the resonator, and can exceed the linewidth of the

coupled system [268, 269]. This experiment would therefore demonstrate the coupling of a

fast quantum processor to a potentially long-lived quantum memory.
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This appendix presents the experimental setup. This includes the microwave setup for qubit

control and readout as well as the dc biasing of the qubits. It is also describes the shielding

of the sample, and the installation of the solenoids sourcing the magnetic fields.

1 1 1
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A . 1 CQED measurement setup

In this section various aspects of the measurement setup are discussed. We start with the

control electronics necessary to perform cQED measurements. The generation of appropri-

ate microwave signals, the read-out, and dc biasing of qubits is discussed.

A . 1 . 1 Microwave setup

Microwave tones for qubit control and readout are generated, modulated and combined at

room temperature (Figure A.1). For transmission measurements of the sample, the frequency

of a single microwave source is swept. Like this, the resonance frequency and quality factors

of resonators can be determined. For qubit spectroscopy measurements [114], the frequency

of the readout tone is kept fixed at the frequency of a resonator. The frequency of an additional

microwave source is swept. When it hits the qubit frequency, the qubit is brought into a mixed

state. This leads to a shift in the resonator frequency, and therefore a different transmission

value. If pulses are to be applied, the arbitrary waveform generator (AWG) generates a DRAG

pulse [112], consisting of the sum of a Gaussian and its derivative. The pulse is up-converted

to the qubit frequency using an IQ mixer. If necessary, it can be further amplified with a power

amplifier. Typically, the generated pulse is frequency modulated to avoid mixer leakage at the

qubit frequency. All these signals are combined using microwave splitters. In order to filter out

unwanted higher-frequency noise, an 8 GHz reflective low-pass filter is used. A notch-filter at

the resonator frequency can reduce the number of spurious photons in the readout resonator.

For easy diagnostics, a part of the signal is routed to a spectrum analyzer using a directional

coupler.

The combined signals are routed into the fridge where they undergo attenuation at the

4 K and mixing chamber (MC) stages. This attenuation reduces the (thermal) noise floor

that is generated by the electronics. A homemade weakly absorptive eccosorb filter further

reduces the unwanted IR background. It is sandwiched in-between two attenuators to sup-

press standing waves.

A . 1 . 2 Read-out line

In the experiments presented in this work, single-shot readout assignment fidelities exceed-

ing 75% are not required. Therefore, the choice was made to abstain from quantum-limited

amplification [270–272] of the readout signals to reduce setup complexity. The first readout

stage is therefore a low-noise high-electron-mobility-transistor (HEMT) amplifier that provides

40 dB gain at 4 K. In order not to suffer from the 4 K noise the amplifier sends towards the

sample, the signal is passed through two cryogenic circulators with an isolation of ∼ 20 dB

each. To avoid unnecessary losses in the readout line, superconducting coaxial cables are

used to route the signal from the MC plate to the HEMT. From the HEMT to room temperature,

silver-plated copper-nickel (inner), stainless steel (outer) coaxial cables are used as they too

have lower losses than all-stainless-steel coaxial cables.
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Figure A.1: Optical micrograph of the cQED chip and schematic of the experiment showing

microwave and dc connectivity in- and outside the dilution refrigerator. Silver features cross-

ing the feedline and bias lines are on-chip wire bonds. In later versions of the experiment they

are replaced with airbridges.

At room temperature, the signal is further amplified by ∼ 60 dB using Miteq amplifiers.

An IQ mixer multiplies the signal with a local oscillator detuned typically 25 MHz with respect

to the readout signal. The resulting I and Q quadratures of the signal, now modulated with

the detuning frequency, are then further amplified and digitized. The digitized signal can be

processed digitally.

A . 1 . 3 dc-Biasing

The dc current for flux biasing the split-junction devices using flux-bias lines (Section 4.3) is

provided by home-built low-noise current sources mounted in a TU Delft IVVI-DAC2 rack. The

currents are brought to the mixing chamber (MC) plate of the fridge using semi-rigid stainless

steel coaxial cables. A first stage of filtering happens at the 4 K plate where the currents are

attenuated by 20 dB. The voltage to bias the gatemons is provided by DACs of the IVVI rack,

which are amplified with a 5 V/V battery-driven amplifier. The lines leading the voltage to
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Figure A.2: Schematic of the circuit used

in Section 4.2.3 to inject a controlled

amount of voltage noise at various dc volt-

age bias points. The zero-output of an

AWG is amplified and subsequently atten-

uated using a variable attenuator (VATT).

The generated noise is then combined us-

ing a bias tee with the dc signal and sent

to the sample or a spectrum analyzer.
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the MC plate are Calmont coaxial cables with a cut-off frequency of 100 MHz. Both the flux-

and voltage lines are further low-pass filtered at the MC plate. A LC reflective filter and an

absorptive homemade eccosorb filter on each line ensure low noise characteristics.

A . 1 . 4 Controlled noise injection

The procedure described to calculate the dephasing limit in Section 4.2.3 is verified on a

gatemon, where additional VG noise is injected to be the dominating dephasing contribution

[Figure 4.5(a)]. Noise is generated by amplifying the 0-output of a Tektronix AWG 5014 with

a Mini-Circuits ZFL 500 LN amplifier. Its amplitude is controlled by a Weinschel Aeroflex

8320 variable attenuator (VATT). The noise is injected to the DC biasing circuit using a Mini-

Circuits ZFBT-6GW bias tee (Figure A.2). The noise PSDs for the VATT at 60 dB attenuation

(no added noise) and at 20 dB (added noise dominates) are measured with a SRS SR770

FFT network analyzer in the range 1 − 105 Hz. The range between 105 and 109 Hz is

measured with a Rigol DSA 815 spectrum analyzer [Figure 4.5(a)]. The PSDs are measured

after the bias tee, and the transfer function correction of the Calmont coaxial line (Figure A.1)

is applied to the measured spectra. Note that the noise level measured for the VATT at 60

dB is not discernible from the spectrum analyzer background. Hence, the data shown in

Figure 4.5(a) only gives an upper limit to the noise floor.

A . 1 . 5 Control software

In oder to automate experiments and facilitate efficient data processing, a potent software

platform is imperative [273]. In our lab, a home-made python-based software packet called

PycQED is used for this purpose [274]. It enables control of the measurement hardware and

automatically logs all the instrument settings. It manages the data acquisition and automati-

cally generates basic plots of the measurement results. Additionally, also more involved data

processing and fitting can be performed in this framework.

A . 2 The low-temperature environment

The experiments discussed in this thesis are performed in a Leiden Cryogenics CF-450 di-

lution refrigerator that provides a base temperature of ∼ 20 mK [Figure A.3(a)]. This is
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Figure A.3: Photographs of the dilution refrigerator. (a) During operation, the passive mag-

netic shield is mounted around the outer vacuum chamber (OVC). Microwave, flux and volt-

age signals are brought into the cryostat via break-outs on the top. The gas handling sys-

tem (GHS) can be seen in the background. (b) The low-temperature stages with the cryo-

stat shields removed. Lower plates are subsequently colder. Microwave and flux signals are

brought to the octobox that is mounted on the cold finger via semi-rigid coaxial cables. Volt-

age signals are applied via flexible coaxial lines. Also visible are the mixing chamber (MC)

and the still, crucial parts of the 3He=4He cooling circuit.

achieved by providing a 4 K environment using a pulsed tube, and a further cooling circuit

based on the 3He=4He phase separation [275]. To ensure a low noise background, radiation

and magnetic shielding is required. As low-temperature magnetic shielding is not a viable

option in the present experiments (Section 6.4), an external magnetic shield is used [Fig-

ure A.3(a)]. Low radiation backgrounds are achieved by enclosing colder temperature stages

in light-tight shields. A radiation shield is mounted at every temperature stage (except for the

MC stage).

Figure A.3(b) shows a photograph of the inside of the dilution refrigerator. The 4 K tem-

perature stage is directly cooled with a pulsed tube, the lower temperature stages are addi-

tionally cooled with the 3He=4He cooling circuit. Microwave and flux signals are brought to

the sample via semi-rigid stainless steel coaxial lines. For voltage signals, flexible Calmont

coaxial cables are used.

Let us now discuss the shielding of the sample in more detail. The sample is glued into a

recess of a printed circuit board (PCB, Figure A.4). The electrical connections between sam-

ple and the microwave strip lines on the PCB are made by aluminum wire bonds. Likewise,
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Figure A.4: Photograph of a sample mounted in a

printed circuit board (PCB), originally designed in the

Schoelkopf group at Yale. Control signals are brought

to the PCB via eight SMP connectors. Microwave strip

lines route the signals on the PCB to the sample. The

hole pattern in the ground plane lets the sample appear

in rainbow colors. Sample dimensions are 2× 7 mm.

good electrical grounding is ensured by wire bonds that connect the ground of the PCB with

the sample ground. The SMP solder connectors allow to connect the strip lines on the PCB

with the microwave lines that lead to room temperature. The PCB is covered with a copper

shim to minimize packaging slot modes. This packet is then mounted inside another copper

box, the so-called octobox [Figure A.3(b)]. The octobox is bolted against the cold finger and

itself again packaged inside a light-tight copper radiation shield (sample radiation shield, not

shown). The inside of the sample radiation shield is coated with a mixture of Stycast and

silicon carbide for increased infrared shielding [134].

A . 3 The solenoid setup

During the course of this work, magnetic fields were applied in various ways to the sample.

Here we discuss the setups used to apply single-axis and vector fields.

A . 3 . 1 Single-axis solenoid

Initial experiments in a magnetic field were performed using only a single-axis solenoid (Chap-

ter 5). The solenoid is made of NbTi wires that turn superconducting at ∼ 10 K. It can pro-

vide a magnetic filed up to 2 T. The design of the fridge is such that mounting the solenoid

on the 4 K plate is not favorable. This would be desirable for safety reasons – a quench of the

magnet would not directly evaporate the helium mixture. Instead, the solenoid is mounted in

the radiation shield of the still stage (∼ 800 mK, Figure A.5). To make room for the solenoid,

Figure A.5: Photograph of a single axis

solenoid mounted on the radiation shield

of the still stage. The cold finger that hosts

the sample protrudes into the solenoid

bore when the solenoid is mounted. Su-

perconducting leads connect to persistent

current switches (not visible) that allow op-

eration of the solenoid in persistent cur-

rent mode. Wires allow direct probing of

the charging voltage of the magnet.
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Figure A.6: Photographs of the magnet setup. (a) The two-axis solenoid that is used to source

B‖ is directly mounted on the still shield. Superconducting leads connect to the persistent

current switches mounted on the 4 K plate (not shown). (b) The cold finger ensures a good

thermal connection and low vibrations between the MC plate and the octobox. Coaxial lines

bring control signals into the octobox where the sample resides. A small coil that is mounted

on the octobox sources B⊥. An additional light-tight radiation shield is mounted directly to

the cold finger (not shown). When mounted, this assembly protrudes into the bore of the Bz

coil.

the 50 mK shield needs to have a cut-out. This compromises its shielding properties. The

elevated temperature of the radiation background makes the above mentioned sample radia-

tion shield around the cold finger necessary. When the solenoid is mounted, the cold finger

assembly with the sample radiation shield protrudes into the bore of the solenoid.

A . 3 . 2 Vector-field solenoid

Now we discuss how the vector magnetic field described in Chapter 6 is sourced. The in-plane

vector magnetic filed B‖ is provided by a two-axis solenoid [Figure A.6(a)]. The solenoid is

again directly bolted onto the radiation shield that is connected to the still plate of the cryostat.

The strong (z) solenoid axis has a bore into which the cold finger assembly protrudes. The

weaker (y) axis consists of two solenoids around the z -axis solenoid. Both axis can be oper-

ated in persistent current mode (Section 6.4). The required persistent current switches (not

shown) are mounted on the 4 K plate, as the cooling power available on the still plate is insuf-

ficient. However, the solenoids need to have a superconducting connection to the persistent

current switches [Figure 6.8(a)]. This poses an inconvenience when opening the cryostat, as

it requires dismounting the persistent current switches.
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Figure A.7: Photograph of the radiation

shield that is thermalized at the 50 mK

plate. The bottom of the shield is cut open

to allow space for the 2-axis solenoid

[Figure A.6(a)]. To ensure good radia-

tion shielding, an additional copper box is

bolted against the shield to cover the 2-

axis solenoid. The inside of the shield is

painted black using Aeroglaze to minimize

the radiation background.

The out-of-plane field B⊥ is provided by a small superconducting coil that is mounted di-

rectly on the backside of the octobox [Figure A.6(b)]. It allows compensation of misalignment

errors of the setup and can be used to flux-tune split-junction devices with a small SQUID

loop (Section 6.4). It is not possible to operate this coil in persistent current mode, which

poses a limitation to the setup. Also, due to non-uniformity, the magnitude of the sourced field

varies by ∼ 10% over the sample area (data not shown). It might therefore be desirable to

use a three-axis persistent current solenoid in the future.

A . 4 50 mK radiation shield

Like the single-axis solenoid, the two-axis solenoid protrudes into the volume of the 50 mK

shield, requiring it to have a cut-out that compromises its shielding performance. However,

the two-axis solenoid is considerably bigger, deteriorating the situation even further. This led

to the situation that the sample radiation shield was no longer sufficient to ensure a low tem-

perature of the background radiation (Section 6.4.3). This problem could be fixed by bolting

a copper box onto the 50 mK shield that extends over the two-axis solenoid. To further lower

the temperature of the radiation background, the inside of the shield is spray-painted with

Aeroglaze (Figure A.7). These combined measures resulted in a low radiation background

as measured by residual qubit excitation (Section 6.4.3).
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characterization of a tunable microcavity for diamond-based quantum networks. Appl. Phys. Lett., 110 (17),
171 103, 2017. (see page: 81)

[211] Ö . G Ü L, H . Z H A N G, J . D. B O M M E R, M . W. D E M O O R, D. C A R, S . R . P L I S S A R D, E . P. B A K K E R S,
A . G E R E S D I, K . WATA N A B E, T. TA N I G U C H I, et al. Ballistic Majorana nanowire devices. Nat. Nanotech.,
13 (3), 192, 2018. (see pages: 81, 109)

[212] H . Z H A N G, C . - X . L I U, S . G A Z I B E G OV I C, D. X U, J . A . L O G A N, G . WA N G, N . VA N L O O, J . D.
B O M M E R, M . W. D E M O O R, D. C A R, et al. Quantized Majorana conductance. Nature, 556 (7699), 74, 2018.
(see page: 81)

[213] J . I . - J . WA N G, D. R O D A N - L E G R A I N, L . B R E T H E AU, D. L . C A M P B E L L, B . K A N N A N, D. K I M,
M . K J A E R G A A R D, P. K R A N T Z, G . O. S A M A C H, F. YA N, J . L . YO D E R, K . WATA N A B E, T. TA N I G U C H I,
et al. Coherent control of a hybrid superconducting circuit made with graphene-based van der Waals heterostruc-
tures. Nat. Nanotech., page 1, 2018. (see pages: 82, 105, and 107)

[214] J . K R O L L, W. U I L H O O R N, K . VA N D E R E N D E N, D. D E J O N G, K . WATA N A B E, T. TA N I G U C H I,
S . G O S WA M I, M . C A S S I DY, and L . KO U W E N H OV E N. Magnetic field compatible circuit quantum electro-
dynamics with graphene Josephson junctions. Nat. Comm., 9 (1), 4615, 2018. (see pages: 82, 105, and 107)

[215] J . S H A B A N I, M . K J A E R G A A R D, H . J . S U O M I N E N, Y. K I M, F. N I C H E L E, K . PA K R O U S K I, T. S TA N K E -
V I C, R . M . L U T C H Y N, P. K R O G S T R U P, R . F E I D E N H A N S ’ L, S . K R A E M E R, C . N AYA K, M . T R OY E R,
et al. Two-dimensional epitaxial superconductor-semiconductor heterostructures: A platform for topological su-
perconducting networks. Phys. Rev. B, 93, 155 402, 2016. (see page: 82)

https://doi.org/10.1063/1.3673869
https://doi.org/10.1063/1.3673869
http://stacks.iop.org/0953-2048/29/i=10/a=104006
http://stacks.iop.org/0953-2048/29/i=10/a=104006
https://link.aps.org/doi/10.1103/PhysRevApplied.4.044019
https://link.aps.org/doi/10.1103/PhysRevApplied.4.044019
https://doi.org/10.1063/1.4916696
https://doi.org/10.1063/1.4916696
https://link.aps.org/doi/10.1103/PhysRevLett.119.187704
https://arxiv.org/abs/1807.01940
https://arxiv.org/abs/1807.01940
https://link.aps.org/doi/10.1103/PhysRevB.98.085125
https://doi.org/10.1063/1.4982168
https://doi.org/10.1063/1.4982168
https://www.nature.com/articles/s41565-017-0032-8
https://www.nature.com/articles/nature26142
https://www.nature.com/articles/s41565-018-0329-2
https://www.nature.com/articles/s41565-018-0329-2
https://www.nature.com/articles/s41467-018-07124-x
https://www.nature.com/articles/s41467-018-07124-x
https://link.aps.org/doi/10.1103/PhysRevB.93.155402
https://link.aps.org/doi/10.1103/PhysRevB.93.155402


142 R E F E R E N C E S

[216] H . J . S U O M I N E N, J . DA N O N, M . K J A E R G A A R D, K . F L E N S B E R G, J . S H A B A N I, C . J . PA L M -
S T R Ø M, F. N I C H E L E, and C. M . M A R C U S. Anomalous Fraunhofer interference in epitaxial superconductor-
semiconductor Josephson junctions. Phys. Rev. B, 95, 035 307, 2017. (see page: 85)

[217] J . E . H E A L E Y, T. L I N D S T R Ö M, M . S . C O L C L O U G H, C . M . M U I R H E A D, and A . Y. T Z A L E N C H U K.
Magnetic field tuning of coplanar waveguide resonators. Appl. Phys. Lett., 93 (4), 043 513, 2008. (see page: 85)

[218] M A G N E T I C S H I E L D S LT D. MuMetal technical data, 2018. (see page: 92)

[219] C. S O N G, M . P. D E F E O, K . Y U, and B. L . T. P L O U R D E. Reducing microwave loss in superconducting
resonators due to trapped vortices. Appl. Phys. Lett., 95 (23), 232 501, 2009. (see page: 92)

[220] K . Y U, T. W. H E I T M A N N, C . S O N G, M . P. D E F E O, B . L . T. P L O U R D E, M . B . S . H E S S E L B E R T H, and
P. H . K E S. Asymmetric weak-pinning superconducting channels: Vortex ratchets. Phys. Rev. B, 76, 220 507,
2007. (see page: 92)

[221] S . YA M A M O T O and T. YA M A D A. Initial magnetic field decay of the superconducting magnet in persistent
current mode. IEEE T. Magnetics, 24 (2), 1292–1294, 1988. (see page: 93)

[222] T. W. L A R S E N. Mesoscopic superconductivity towards protected qubits. PhD Dissertation, University of Copen-
hagen, 2018. (see pages: 94, 106, and 109)

[223] G . W. W I N K L E R, A . E . A N T I P OV, B . VA N H E C K, A . A . S O L U YA N OV, L . I . G L A Z M A N, M . W I M M E R,
and R . M . L U T C H Y N. A unified numerical approach to semiconductor-superconductor heterostructures. arXiv
preprint arXiv:1810.04180, 2018. (see page: 95)
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