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Abstract
In this project, quantum cloning machines are analyzed that take in N quantum systems in the same
unknown pure state and outputM quantum systems withM > N , such that the output best resembles
the ideal, but impossible output of an M -fold tensor product of the pure input state. The proof of
Keyl and Werner is reviewed in which a unique optimal solution is constructed, both in the case where
the quality of the cloning is determined by the entire output, and in the case where the quality is
determined by measurements on a single clone. Furthermore, it is shown that previous work on qubit
cloning machines is a special case of the presented optimal solution.
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1
Introduction

The invention of the digital computer in the 20th century was revolutionary. With its ever-growing
processing power and storage capabilities, it enabled the scientific community to construct numerical
models of the laws of physics that could be computed to incredible precision; it allowed us to land a
man on the moon. However, with the advent of quantum mechanics, two hurdles appeared: firstly, our
computer chips have steadily become more powerful whilst not growing in size, by shrinking the size of
transistors, but this process has a limit. Once the electronics become small enough, the laws of quantum
mechanics and its effects such as electron tunneling become apparent. Secondly, our classical computers
are fundamentally ill-equipped to simulate quantum effects: Feynman pointed out in [Fey82] that the
amount of processing power and storage capacity to simulate quantum systems grows exponentially
with the size of the quantum system, thus rendering it unfeasible for a classical computer to simulate
larger quantum systems.

However, the very quantum mechanics that appear to cause fundamental problems in computing
technology also offer exciting solutions: the quantum computer, and quantum internet. Feynman first
conjectured that a quantum computer might be capable of simulating quantum effects efficiently in
[Fey82], and Lloyd proved that this is indeed the case in [Llo96]. Not only is the quantum computer
efficient in simulating quantum mechanics, it can be more efficient in certain other tasks than the
classical computer. An example of this is Shor’s algorithm [Sho99], which allows one to perform prime
factorization in polynomial time on a quantum computer, whilst the current fastest algorithm for a
classical computer runs in sub-exponential time according to Lee and Venkatesan [LV18]. With recent
developments such as IBM’s Q System One and Google’s Bristlecone quantum processor, progress is
achieved towards commercially viable quantum computers.

Along with the development of quantum computers, the QuTech research centre, a collaboration
between the Delft University of Technology and the Dutch Organisation for Applied Scientific Research
(TNO), is also researching the possibilities of quantum networks, and has published a roadmap towards
quantum internet: see [WEH18]. One of the promising features of such a network is secure commu-
nication: due to the unique phenomenon to quantum mechanics called entanglement, it is possible to
construct communication channels such that eavesdropping becomes impossible – not just incredibly dif-
ficult, on which classical encryption is based, but strictly prohibited by the laws of quantum mechanics
itself.

The technological effort to implement quantum mechanics rests on the fundamental research into
quantum information: the possibilities and impossibilities of manipulating and communicating infor-
mation using quantum mechanical devices. It is thus of great importance to investigate the laws and
consequences of quantum theory. A range of theoretical and impossible tasks in quantum mechanics
have been investigated: a teleportation device, cloning device, joint measurement device, and Bell’s
Telephone. These impossible devices have a hierarchy, in the sense that if one could construct a tele-
poration device, one could build a cloning device from this, and then a joint measurement device, and
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finally Bell’s Telephone. As Bell’s Telephone violates our principle of causality, this chain is reversed
in a set of no-go theorems: none of these machines are possible in quantum mechanics, see for example
[ABH+03, Chapter 2, page 14].

The cloning machine is a particularly interesting impossible machine. If we were capable of cloning
perfectly, surely the scientific landscapes of quantum error correction and quantum encryption would
look completely differently. As Bužek and Hillery described it in [BH98]:

"The most fundamental difference between classical and quantum information is that while
classical information can be copied perfectly, quantum information cannot."

It was first proven by Wootters and Zurek that it is impossible to construct such a device that can
clone an arbitrary qubit perfectly [WZ82]. Given the fact that we cannot clone perfectly, naturally the
question arises how well we can perform cloning, and whether this cloning capability increases when
we restrict ourselves to a smaller set of possible qubits. For example, Bužek and Hillery looked into
building a universal quantum copying machine that takes in a qubit and produces two qubits, with the
interesting property that the machine has a performance independent of the state of the input qubit
[BH96]. On top of that, they looked into copying qubits in the case that the input qubits are all close
to a pre-defined state. Extending the problem to N input qubits and M output qubits (with M > N),
Gisin and Massar looked at optimal cloning devices, where they tested optimality by looking at one of
the output clones [GM97].

Not much later did Werner publish an article in which he presented an optimal cloning device that
takes in N quantum states and produces M quantum states (with M > N), where the states were no
longer restricted to the qubit case, but instead to states on any finite-dimensional Hilbert space [Wer98].
The measure of optimality looked at the performance of all clones, and a year later Keyl and Werner
published an article in which the same cloning device was proven to be optimal with respect to the
performance of one of the output clones [KW99].

In this thesis, the problem of quantum cloning is analysed along the lines of the argument presented
in [Wer98] and [KW99]. The aim of this thesis is to review the proof of optimal cloning presented
by Keyl and Werner, and to juxtapose the differences between testing for optimality by considering
the performance of all clones and by considerig the performance of one clone. It further describes the
underlying symmetries of this problem, which play a powerful role and were already mentioned by Gisin
and Massar in their conclusion [GM97]. Lastly, it connects the work of Bužek and Hillery [BH96] on
cloning one qubit to two qubits with the work of Werner, indeed showing that the proposed cloning
map of Bužek and Hillery is in fact identical to the one first proposed by Werner.

In Chapter 2, all necessary mathematical and physical concepts are introduced. Although the reader
is invited to read through these tools, it is not necessary to closely study them: whenever the theory
from this chapter is necessary, the relevant theory will be referenced in the paper.

In Chapter 3, the No-Cloning Theorem is stated and a proof is provided. In this chapter, an
intuitive connection to the figures of merit that will be used to test the copying devices is also provided.

In Chapter 4, the quantum copying problem is fully specified, and the figures of merit that will
determine the performance of a cloning device are introduced. Furthermore, a description of the optimal
cloning map is provided.

In Chapter 5, the underlying symmetries of the problem are fully analysed.
In Chapter 6, the optimal cloning map itself is studied: firstly, it is proven that the cloning map

is in fact an admissible quantum operation, secondly the symmetries of Chapter 5 are connected to the
cloning device, and thirdly the performance of the cloning map with respect to the figures of merit is
calculated.

In Chapter 7, the optimality of the proposed cloning map is proven.
In Chapter 8, the input system is restricted to one qubit, and the output system restricted to two

qubits. The optimal cloning device of Keyl and Werner [KW99] is then compared to a cloning device
that copies orthogonal states perfectly (the "Wootters-Zurek quantum-copying machine", as Bužek and
Hillery [BH96] call it), and it is proven that the universal quantum copying machine proposed by Bužek
and Hillery is indeed a special instance of the optimal cloning device of Keyl and Werner.

Lastly, a conclusion and discussion is provided in the Conclusion 9.



2
Description of necessary

mathematical tools
Before proceeding in our enquiry into optimal quantum cloning, it is imperative to discuss the mathe-
matical tools and spaces that will be used intensively throughout this paper.

2.1. On quantum mechanics
Let us first build the quantum mechanical framework in which this research takes place. To be complete,
we first take a look at closed quantum mechanical systems (that is, systems that are perfectly insulated
from their environment), and then naturally extend these notions to a more suitable framework for open
systems.

2.1.1. Quantum mechanics of a closed system
We will consider quantum systems that are modelled by finite-dimensional complex Hilbert spaces.
Hence, let us commence from this viewpoint:

Definition 2.1.1 (Hilbert space). [Dri03] A complex Hilbert space is a complex inner product
(vector) space (H, 〈·, ·〉) such that the Hilbertian norm ‖x‖ :=

√
〈x, x〉 is complete.

A quantum state of a quantum system is modelled by a ray Cψ in H, which we normalize to unit
length. Thus, the vectors ψ,ψ′ ∈ H with unit length represent the same quantum state if and only
if there exists a θ ∈ [0, 2π) such that ψ = eiθψ′. We will often use the Dirac bra-ket notation, in
which vectors are denoted by | · 〉 ∈ H, where · can be any symbol (or string) to label the state. This is
convenient notation, as linear functionals (row vectors, if a basis is chosen) can be denoted by 〈 · | ∈ H∗,
such that inner products are written as 〈· | ·〉.

In order to manipulate quantum states, we need a notion of the dynamics of a quantum system. Let
us introduce:

Definition 2.1.2 (Operator on H). An operator on H is a linear map A : H → H

In the general case of a (not necessarily finite-dimensional) Hilbert space H, operators on H may be
unbounded, that is, there may not exist a c ≥ 0 such that ‖Aψ‖ ≤ c‖ψ‖ for all ψ ∈ H. However, in the
finite-dimensional case, all operators are bounded (see for example [Lan17, A.6]). Thus, in our finite-
dimensional case, the algebra of all operators on H coincides with the algebra of all bounded operators
on H, which we will denote by B(H).

Quantum systems that are closed to (i.e. have no interaction with) the outside world are transformed
by unitary operators on H. The observables of a quantum system are self-adjoint operators on H:

Definition 2.1.3 (Adjoint operator on H). Let A ∈ B(H). The adjoint operator A∗ is defined by
the equation

〈A∗φ , ψ〉 = 〈φ , Aψ〉 ∀φ , ψ ∈ H (2.1)

3



2.1. On quantum mechanics 4

In our finite-dimensional case, the matrix representation of A∗ can be obtained by choosing a basis of
H, and taking the conjugate transpose of the matrix representation of A.

Definition 2.1.4 (Self-adjoint operator on H). An operator A on H is called self-adjoint if
A∗ = A.

Lastly, let us introduce positive operators, which we will need shortly:

Definition 2.1.5 (Positive operators on H). Let A ∈ B(H). Then A is said to be positive if ∀ψ ∈ H:
〈ψ,Aψ〉 ≥ 0.

We will sometimes choose to write A ≥ 0 to indicate that A is a positive operator, and also A ≥ B
if A − B ≥ 0, that is, the operator A − B is positive. Note that any positive operator on H is also
self-adjoint, see for example [Fas11, Ch. 2].

So far, we have seen the states ψ of a quantum system H, which are transformed (if the system is
closed) by unitary operators U on H, and whose observables are self-adjoint operators on H. However,
we have not yet considered interactions between quantum systems (as we have so far considered a closed
quantum system). We now wish to broaden this picture to include so-called mixed states, as opposed
to the states that we have defined so far, the so-called pure states, and we need to develop methods to
consider the coupling of multiple quantum subsystems into larger quantum systems. The key to this is
the introduction of density matrices.

2.1.2. Quantum mechanics of an open system
Previously, we modelled states (which we will now call pure states) as vectors ψ ∈ H (up to a phase
factor) with ‖ψ‖ = 1. Along with a state comes a linear functional fψ : B(H) → C, with fψ(A) =
〈ψ,Aψ〉 for any A ∈ B(H). This map assigns to each observable its expectation value and linearly
extends to all of B(H). This is well-defined, because if ψ and ψ′ describe the same quantum state,
there exists a θ ∈ [0, 2π) such that ψ = eiθψ′, and the complex phase factor drops out such that
〈ψ,Aψ〉 = 〈ψ′, Aψ′〉. Conversely, according to [Jan10, p.7], if fψ = fψ′ , then ψ = cψ′ for some
0 6= c ∈ C, and by our constraint that both have unit length, this means that ψ = eiθψ′ for some
θ ∈ [0, 2π), which represent the same quantum state. Thus, we could equivalently use these linear
functionals to describe pure quantum states.

Note that fψ is linear, positive in the sense that A ≥ 0 =⇒ fψ(A) ≥ 0, and normalized in the
sense that fψ(IdH) = 1 as we chose ‖ψ‖ = 1. We can now naturally extend our notion of (pure) states
to any linear, positive, normalized functional f : B(H)→ C. According to [Jan10, p.16], for each such
an f we can find a unique positive operator ρ on H with Tr [ρ] = 1 such that

f(A) = Tr [ρA] ∀A ∈ B(H) (2.2)

We call ρ the density matrix.

Definition 2.1.6 (Density matrix on H). A positive operator ρ on H is called a density matrix if
it has Tr[ρ] = 1. In the case we have a pure state |ψ〉 ∈ H (up to a phase factor), the density matrix is
given by ρ = |ψ〉 〈ψ|. In the case we have a mixed state,

ρ =
∑
i

pi |ψi〉 〈ψi| (2.3)

where the system has probability pi to be in state |ψi〉, and thus we have
∑
i pi = 1 and all pi ≥ 0.

The space of all density matrices will be denoted by S(H) ⊆ B(H).

Although we now have a more general way to describe both pure and mixed states on H, we have
not yet provided a way in which different quantum systems can interact with one another. In order
to do so, we first describe how one can bring together multiple quantum systems and view them as
subsystems of a larger quantum system by using tensor products, and then we will describe operations
between quantum systems.
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Let us commence with defining tensor products; we offer two equivalent definitions.

Definition 2.1.7 (Tensor product). [Fre12] Let V and W be vector spaces over a field F. Let
F (V,W ) denote the vector space of all linear combinations of points (v, w) with coefficients in F, i.e.
functions V ×W → F vanishing at all but finitely many ordered pairs. Let R(V,W ) be the subspace
spanned by all elements of the form:

λ(v, w)− (λv,w) ; λ(v, w)− (v, λw) (2.4)
(v, w1 + w2)− (v, w1)− (v, w2) ; (v1 + v2, w)− (v1, w)− (v2, w) (2.5)

for all λ ∈ F, v, v1, v2 ∈ V and w,w1, w2 ∈ W . We define the tensor product space V ⊗ W :=
F (V,W )/R(V,W ) as the quotient space, such that we have the structure

(λv1 + v2)⊗ w = λ(v1 ⊗ w) + v2 ⊗ w ; v ⊗ (λw1 + w2) = λ(v ⊗ w1) + v ⊗ w2 (2.6)

for all v1, v2, v ∈ V , w1, w2, w ∈W and λ ∈ F.

Definition 2.1.8 (Tensor product). [FH04] The tensor product of two vector spaces V and W over
a field is a vector space V ⊗W equipped with a bilinear map φ : V ×W → V ⊗W , v × w 7→ v ⊗ w,
which is universal: for any bilinear map β : V ×W → U to a vector space U , there exists a unique
linear map β̃ : V ⊗W → U such that v ⊗ w is mapped to β(v, w).

Thus:

V ×W V ⊗W

U

φ

β
β̃

As U ⊗ (V ⊗W ) ∼= (U ⊗ V )⊗W , we can safely write U ⊗ V ⊗W for any three vector space U, V,W .
We will often discuss n-times tensor product Hilbert spaces, i.e.

H⊗n := H⊗H⊗ · · · ⊗ H︸ ︷︷ ︸
n

(2.7)

When we bring quantum systems H1 and H2 together, and view the new system as H1⊗H2, we need
to be able to understand how operators work on this new space:

Definition 2.1.9 (Tensor product of operators). Given two vector spaces V and W , and their
tensor product V ⊗W . Consider an operator A on V and an operator B on W . We define the operator
A⊗B : V ⊗W → V ⊗W by:

(A⊗B)
(∑

i

αivi ⊗ wi

)
=
∑
i

αiA(vi)⊗B(wi) ∀vi ∈ V , ∀wi ∈W , ∀αi ∈ C (2.8)

When we wish to describe a combination of quantum systems through density operators, we can
now construct a natural way of discussing the entire quantum system by tensor products of density
operators.

In order to do so, note that for Hilbert spaces (H1, 〈·, ·〉1) and (H2, 〈·, ·〉2), we can construct H1⊗H2,
which is again a Hilbert space with respect to the inner product defined by:〈∑

i

αivi ⊗ wi ,
∑
j

βjv
′
j ⊗ w′j

〉
=
∑
i

∑
j

〈αivi , βjv′j〉1 · 〈wi , w′j〉2 (2.9)

where vi, v′j ∈ V , wi, w′j ∈W and αi, βj ∈ C. Note that, as both 〈·, ·〉1 and 〈·, ·〉2 are inner products, the
distribution of scalars on the right-hand side is arbitrary. We left the scalars inside the inner product on
purpose; this makes the definition independent of the choice of which argument has conjugate linearity
and which has linearity in the sesquilinear inner products.
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Proposition 2.1.10. Given Hilbert spaces (H1, 〈·, ·〉1) and (H2, 〈·, ·〉2) and density operators ρ ∈ S(H1)
and σ ∈ S(H2) . Then σ ⊗ ρ is again a density matrix on the tensor Hilbert space H1 ⊗H2.

Proof. Note that (ρ⊗ σ)∗ = ρ∗⊗σ∗ = ρ⊗σ, thus ρ⊗σ is self-adjoint. We prove that ρ⊗σ is positive,
and has trace unity. For positivity, note that all eigenvalues of ρ ⊗ σ are precisely of the form λiµj ,
where λi is an eigenvalue of ρ and µj an eigenvalue of σ, see for example [Sch13, p.9]. Because both ρ
and σ are positive Hermitian operators, all their eigenvalues are nonnegative. As ρ ⊗ σ is Hermitian,
and all eigenvalues are of the form λiµk ≥ 0, we conclude that ρ⊗ σ is positive.

For trace unity, we can directly calculate, using the fact that

{ei ⊗ fj ∈ H1 ⊗H2 ; i ∈ {1, . . . , d1}, j ∈ {1, . . . , d2}} ; di = dimHi (2.10)

is a basis for H1 ⊗H2 if {ei} and {fj} are bases for H1 and H2, respectively. Thus:

Tr (ρ⊗ σ) =
d1∑
i=1

d2∑
j=1
〈ei ⊗ fj , (ρ⊗ σ)(ei ⊗ fj)〉 =

d1∑
i=1

d2∑
j=1
〈ei , ρ(ei)〉1 · 〈fj , σ(fj)〉2 = (2.11)

d1∑
i=1
〈ei , ρ(ei)〉1 ·

d2∑
j=1
〈fj , σ(fj)〉2 = Tr(ρ) · Tr(σ) = 1 (2.12)

Thus indeed, our descriptions ofH1,H2 with density matrices ρ and σ respectively, naturally extends
to the description of H1 ⊗H2 by density matrices ρ⊗ σ.

We have now developed ways to join quantum systems through tensor products, and are capable of
operating on these new spaces. The last key element is to build a framework that allows us to describe
all possible quantum operations, which should thus include operators on quantum systems, but also
bringing quantum systems into contact (through tensor products), and "forgetting" about a part of a
system, i.e. never interacting with this subsystem 1. To develop the framework of quantum operations,
we will discuss the formalisms of the so-called Schrödinger picture and the Heisenberg picture.
Roughly speaking, in the Schrödinger picture we will transform states (equivalently, density operators),
whilst the observables remain fixed, whilst in the Heisenberg picture we will transform observables
while the states remain fixed. Throughout this article, both pictures are used interchangeably, thus
it is important to specify both. Both pictures are used in literature, for example Nielsen and Chuang
[NC01] prefers the Schrödinger picture, whilst Maassen [Maa04] frequently works with the Heisenberg
picture. According to [Maa04, p.35], any quantum operation should be an affine map by the stochastic
equivalence principle: a system in state σ1 with probability p1 and in state σ2 with probability p2 = 1−p1
cannot be distinguished from a system in the state p1σ1 + (1 − p1)σ2. Any such map can be uniquely
extended to a linear map, and thus we assume from now on that any quantum operation must be linear.

In both the Schrödinger and the Heisenberg picture, we are interested in operations that act on
bounded operators (be it density matrices in the Schrödinger picture, or observables in the Heisenberg
picture), and thus it is useful to first introduce which subsets of all bounded operators B(H) we can
look at: these are the unital ∗-algebras.

Definition 2.1.11 (∗-algebra). [Maa04, p.24] A (unital) ∗-algebra of operators on a Hilbert space H
is a subspace A ⊆ B(H) such that IdH ∈ A and

A,B ∈ A =⇒ λA , A+B , A ·B , A∗ ∈ A ∀λ ∈ C (2.13)

Before specifying the differences between the Schrödinger and the Heisenberg picture, we can intro-
duce the general concept of positivity and complete positivity.

Definition 2.1.12 (Positivity of a quantum operation). Consider a linear map T : A → B, where
A ⊆ B(H1) and B ⊆ B(H2) are ∗-algebras of operators on Hilbert spaces H1 and H2. Then T is called
positive if for all positive A ∈ A, T (A) is also positive.
1Remarkably, all quantum operations can be written as the composition of tensoring on another quantum system, letting
a unitary operator act on the product space, and then taking a partial trace ("forgetting" about a subsystem). This is
called Stinespring’s dilation theorem, see for example [NC01, p.358]
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When the system we are interested in is combined with another system, we could consider a trans-
formation on our subsystem as a transformation on the entire system, where it acts as the identity
on the other subsystem (i.e. leaves this system unchanged). We wish for our transformation to be
positivity-preserving, and this quality must actually hold when we view it our system as a subsystem
of a larger quantum system. This is not automatically guaranteed due to quantum entanglement, for
an example of a positive, but not completely positive map, see [Maa04, p.36]. We define:
Definition 2.1.13 (Complete positivity). Consider a linear map T : A → B, where A ⊆ B(H1) and
B ⊆ B(H2) are ∗-algebras of operators on Hilbert spaces H1 and H2. Then T is called completely
positive if ∀n ∈ Z>0, the map Idn ⊗ T : Mn ⊗A → Mn ⊗ B is positive, where Mn denotes the unital
∗-algebra of all n× n matrices with complex entries.

Quantum operations: the Schrödinger picture
In the Schrödinger picture, we look at the transformations of quantum states. See for example [NC01,
Section 8.2, p. 356]. The allowed transformations are linear maps that are completely positive and
trace preserving, sometimes abbreviated to CPTP maps:
Definition 2.1.14 (Quantum operation (Schrödinger)). A linear map T∗ : A → B, where A ⊆
B(H1) and B ⊆ B(H2) are unital ∗-algebras of operators on Hilbert spaces H1 and H2, is called a
quantum operation if it is a completely positive, trace preserving (CPTP) map: that is,

• It is trace preservering (TP): for all ρ ∈ A we have Tr [T∗(ρ)] = Tr [ρ] , where both A and
B inherit the trace functional from B(H1) and B(H2), respectively.

• It is completely positive (CP): for all n ∈ Z>0, the map Idn ⊗ T∗ is a positive operation.
Note that the requirement on T∗ to be (linear and) CPTP precisely means that states (in our case,

density matrices) are mapped to states. We will often be sloppy, and write T∗ : S(H1) → S(H2) to
signify that we are only interested in what T∗ does to states, whilst technically S(H) is not a unital
∗-algebras (for example, the sum of two states has trace 2). However, using the linearity of T∗, and the
fact that any operator on a Hilbert space H can be written as the (complex) linear combination of at
most 4 states on H, such a map uniquely extends to a map B(H1) → B(H2) (in Appendix A.6.1, we
decompose general operators into the linear combination of four positive operators, and by choosing
the right normalization per operator one would indeed find four states. See also [Maa04, p.36]).

Quantum operations: the Heisenberg picture
In the Heisenberg picture, we look at the transformation of observables. See for example [Maa04, Sec.
4.4, p. 36]. The allowed transformations are linear maps that are completely positive and unital:
Definition 2.1.15 (Quantum operation (Heisenberg)). A linear map T : B → A, where A ⊆
B(H1) and B ⊆ B(H2) are unital ∗-algebras of operators on Hilbert spaces H1 and H2, is called a
quantum operation if it is a completely positive, unital map: that is,

• It is unital: T (IdB) = IdA
• It is completely positive: for all n ∈ Z>0, the map Idn ⊗ T is a positive operation.

Connection between the two pictures
As these two formalisms should describe the same quantum mechanics, these quantum operations must
be each other’s adjoint, that is: for each quantum operation T in the Heisenberg picture, there is a dual
quantum operation T∗ in the Schrödinger picture, such that the expectation value of observable A with
respect to T∗(ρ) for any density matrix ρ must be the same as the expectation value of observable T (A)
with respect to ρ. Thus, we have:

Tr [ρ T (A)] = Tr [T∗(ρ) A] (2.14)

2.2. On group theory, Lie theory and representation theory
Throughout the enquiry into the optimal cloning map, we will need a group theoretic framework to find
symmetries in our problem: for example, it will become apparent that an optimal cloning map must be
permutation invariant. The set of permutations forms a group, and it must act on our quantum systems
through a representation. To this end, we need to introduce theory with regard to groups, Lie groups
and Lie algebras, and representations of groups. Let us start with group theory.
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2.2.1. Group theory
A group is defined by:

Definition 2.2.1 (Group). A group is a set G together with an associative operation ◦ : G×G→ G,
such that G is closed under the operation, G contains an identity element e such that g ◦ e = e ◦ g = g
for all g ∈ G, and for each g ∈ G, there exists an element g−1 ∈ G such that g ◦ g−1 = g−1 ◦ g = e.

Example 2.2.2. An important example for us is the unitary group U(d), which is the set of d×d unitary
matrices with matrix multiplication as group operation, and the special unitary group SU(d) ⊂ U(d)
which contains all d× d unitary matrices with determinant 1.

Example 2.2.3. Another example that plays a key role in this paper is the symmetric group Sn for
some n ∈ Z>0, which is the set of all bijections {1, . . . , n} → {1, . . . , n}, which are typically called
permutations, together with the function composition ◦ as group operation.

2.2.2. Lie theory
If the group G is also a smooth manifold, i.e. the product and inverse operations are smooth functions
on G, then G is a Lie group. Luckily, we can characterise the Lie groups that are of interest in this
paper in another way: these Lie groups are matrix Lie groups. Through the closed-subgroup theorem
(Cartan’s theorem), we can identify these matrix Lie groups, which we will adopt as a definition in this
paper:

Definition 2.2.4 (Matrix Lie group). [Hal15, p.4] Any closed subgroup of GL(n,R) is a matrix Lie
group

Now, we are ready to define Lie algebras. First, let us discuss the abstract definition of a Lie algebra,
and afterwards we will connect Lie algebras to their respective Lie groups.

Definition 2.2.5 (Lie algebra). [KS09, p.47] A Lie algebra a over a field K is a finite- or infinite-
dimensional K-vector space with a K-bilinear, antisymmetric operation [·, ·] : a × a → a satisfying the
Jacobi identity

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 ∀X,Y, Z ∈ a (2.15)

We call the bilinear operation [·, ·] the Lie bracket.

Example 2.2.6. [KS09, p.48] An important example for us is the vector space of n× n matrices with
coefficients in the field K, with the matrix commutator as the Lie bracket, which is denoted as gl(n,K).
So:

[X,Y ] = XY − Y X ∈ gl(n,K) ∀X,Y ∈ gl(n,K) (2.16)

Before we can connect the Lie algebra to a Lie group, we need a quick review of the exponential
map

Definition 2.2.7 (Exponential map). [KS09, p.51] Let X ∈ gl(n,K). We define

expX := eX :=
∞∑
p=0

Xp

p! (2.17)

As we have exp(−X) = (expX)−1, for each X, expX is invertible, and thus exp : gl(n,K) →
GL(n,K) ⊂ g(n,K). Further note that the map R 3 t 7→ exp(tX) is differentiable and its derivative is
equal to exp(tX)X. We can now connect the idea of Lie groups with their respective Lie algebras: a
Lie algebra is a vector space that is tangent to the identity element:

Theorem 2.2.8. [KS09, p.56] Let G be a matrix Lie group, and consider

g :=
{
X = γ′(0) | γ : I → G , of class C1 , γ(0) = I

}
(2.18)

where I is an open interval of R containing 0. We then have

1. g is a vector subspace of gl(n,R)
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2. X ∈ g⇐⇒ ∀t ∈ R : exp(tX) ∈ G

3. If X ∈ g and g ∈ G, then gXg−1 ∈ g

4. g is closed under the matrix commutator

We call g the Lie algebra of the Lie group G.

2.2.3. Representation theory
The relevant representation theory for this paper can be divided into two parts: firstly, we will need to
consider representations of the symmetric group Sn, which is a finite group (in fact, it has n! elements).
Secondly, we will also need representations of the (special) unitary group U(n) (SU(n)), which is an
infinite but compact group. The following definitions and theorems can be found in [KS09].

Definition 2.2.9 (Representation of a finite group). [KS09, p.9] A representation of a finite group
G is a finite-dimensional complex vector space E along with a group morphism π : G→ GL(E). Thus,
for every group element g ∈ G, π(g) is some invertible linear operator in GL(E), and π respects group
operations:

π(gg′) = π(g)π(g′) , π(g−1) = (π(g))−1
, π(e) = IdE (2.19)

In a more general case, we can find representations of (infinite) compact groups:

Definition 2.2.10 (Representation of a compact group). [KS09, p.36] Let G be a topological
group. A continuous representation or simply a representation of G is defined as a Hilbert space E
and a group morphism π : G→ GL(E) such that ∀x ∈ E, G 3 g 7→ π(g)x ∈ E is a continuous mapping.

Definition 2.2.11 (Unitary representation of finite/compact groups). [KS09, p.10] A represen-
tation (E, π) is unitary if there is a scalar product 〈· , ·〉 on E such that

〈π(g)x , π(g)y〉 = 〈x , y〉 ∀g ∈ G , ∀x, y ∈ E (2.20)

Theorem 2.2.12. [KS09, p.39] Every representation of a finite or compact group is unitarizable

Certain representations can be decomposed into "smaller" representations, i.e. representations on
vector subspaces. Let us define:

Definition 2.2.13 (Subrepresentations). Let (E, π) be a representation of a group G. We say that
the vector subspace F is invariant under π if:

π(g)f ∈ F ∀g ∈ G , ∀f ∈ F (2.21)

This is often denoted by ∀g ∈ G : π(g)F ⊂ F . Then, we can restrict the representation π to the vector
subspace F , which we will denote by π|F . We then say that (F, π|F ) is a subrepresentation of (E, π).

Definition 2.2.14 (Irreducible representation). [KS09, p.11] A representation (E, π) is called
irreducible if E 6= {0} and if the only vector subspaces of E that are invariant under π are {0} and E
itself. Equivalently, we could say that (E, π) has no proper subrepresentations

Definition 2.2.15 (Completely reducible representation). [KS09, p.11] A representation (E, π)
of a group G is called completely reducible if it is a direct sum of irreducible representations. With a
direct sum of the representations (E1, π1) and (E2, π2) of a group G we mean (E1 ⊕E2, π1 ⊕ π2) where

(π1 ⊕ π2)(g)(x1, x2) = (π1(g)x1, π2(g)x2) ∀g ∈ G , x1 ∈ E1 , x2 ∈ E2 (2.22)

In the compact case, we replace the direct sum by the Hilbert direct sum.

Theorem 2.2.16 (Maschke’s Theorem). [KS09, p.12] Every finite-dimensional representation of a
finite group or compact group is completely reducible.
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One important concept in this paper is the commutative behaviour of certain maps with representa-
tions. In this case, we build towards Schur’s lemma. Firstly, we introduce:

Definition 2.2.17 (Intertwining operator). [KS09, p.12] Let (E1, π1) and (E2, π2) be unitary rep-
resentations of a group G. We say that a linear map T : E1 → E2 intertwines π1 and π2 if

π2(g) ◦ T = T ◦ π1(g) ∀g ∈ G (2.23)

Intertwiners are also called G-morphism, or T ∈ HomG(E1, E2)

Definition 2.2.18 (Equivalent representations). [KS09, p.12] Let (E1, π1) and (E2, π2) be repre-
sentations of a group G. If there exists an intertwiner T : E1 → E2 that is also bijective, then we say
that the two representations are equivalent.

Note that, if we choose E1 = E2 = E and π1 = π2 = π, the definition of an intertwiner becomes the
definition of a linear map that commutes with the representation (E, π). This leads to Schur’s lemma,
after we state the following helpful lemma:

Lemma 2.2.19. [KS09, p.13] Given representations (E1, π1) and (E2, π2) of group G, and an inter-
twiner T . Then the kernel ker(T ) is an invariant subspace under π1 and the image im(T ) is an invariant
subspace under π2.

Proof. If x ∈ ker(T ), then T (x) = 0. But then

T (π1(g)x) = π2(g) (T (x)) = 0 (2.24)

so π1(g)x ∈ ker(T ) again for any g ∈ G, thus ker(T ) is an invariant subspace of π1.
Similarly, if y ∈ im(T ), then ∃x ∈ E1 : T (x) = y. But then

π2(g)y = π2(g) (T (x)) = T (π1(g)x) ∈ im(T ) (2.25)

for any g ∈ G, such that im(T ) is an invariant subspace of π2.

Theorem 2.2.20 (Schur’s lemma). [KS09, p.13] Let T be an operator intertwining irreducible the
representations (E1, π1) and (E2, π2) of a group G

• If π1 and π2 are not equivalent, then T = 0.

• If E1 = E2 := E and π1 = π2 := π, then T is a scalar multiple of the identity of E

Proof. We prove both assertions.

• If π1 and π2 are not equivalent, then T cannot be bijective. Thus either ker(T ) 6= {0} or im(T ) 6=
E2. In the first case, as ker(T ) is an invariant subspace and π1 is irreducible, we must have
ker(T ) = E1. But then clearly T = 0. In the second case, im(T ) 6= E2. But this is an invariant
subspace under π2 and π2 is irreducible, so now we must have im(T ) = {0}. But then evidently
T = 0.

• Let λ ∈ C be an eigenvalue of T , which must exist because T is an operator on a vector space
over C. Let Eλ be the eigenspace associated with λ. But then, Eλ is an invariant vector subspace
of E under π: for any x ∈ Eλ we have

T (π(g)x) = π(g) (T (x)) = π(g) (λx) = λπ(g)x ∀g ∈ G (2.26)

i.e. the vector π(g)x is again in Eλ (as it has eigenvalue λ), so π(g)Eλ ⊂ Eλ. Now, we have
Eλ 6= {0} as it is an eigenspace. But, π is irreducible. Thus, we must have Eλ = E. But then,
Tv = λv for any v ∈ E, which means that we have T = λIdE .
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2.2.4. Representations of Lie algebras and tensor products
Given a representation (E, π) of a Lie group, there is a natural way to consider a representation of its
Lie algebra:

Definition 2.2.21 (Differential representations). [KS09, p.63] Given a representation (E, π) of a
Lie group G. The differential representation of π is the Lie algebra representation ∂π : g→ gl(E) given
by

∂π(X) := d
dtπ

(
etX
) ∣∣∣∣
t=0

, X ∈ g (2.27)

So, π(exp(tX)) is a one-parameter subgroup of GL(E), and ∂π(X) is called an infinitesimal gener-
ator.

When considering tensor products of representations, we define

Definition 2.2.22 (Tensor product of representations). [KS09, p.16] Let (E1, π1) and (E2, π2) be
representations of a group G. We define their tensor product as (E1 ⊗ E2, π1 ⊗ π2) where

(π1 ⊗ π2) (g) := π1(g)⊗ π2(g) (2.28)

We can now combine these definitions to yield:

Definition 2.2.23 (Differential of tensor product representations). [KS09, p.64] Let (E1, π1) and
(E2, π2) be representations of a Lie group G. Then, the differential of the tensor product representation
is

∂ (π1 ⊗ π2) = ∂π1 ⊗ IdE2 + IdE1 ⊗ ∂π2 (2.29)

2.2.5. The Lie algebra su(d)
Recall from Theorem 2.2.8 that, as SU(d) is a matrix Lie group (as it is a closed subgroup of GL(n,R)),
we can construct its Lie algebra:

su(d) :=
{
X = γ′(0) | γ : I → SU(d) , of class C1 , γ(0) = I

}
(2.30)

where I is an open interval in R that contains 0. In our case, see for example [Sti08, p.101]:

su(d) =
{
X ∈ Cd×d | X +X∗ = 0 and Tr [X] = 0

}
(2.31)

so su(d) is the the set of all traceless anti-Hermitian d× d matrices.
Note that su(d) is an algebra over the real numbers. Analyses of its irreducible representations are

easier when we first complexify:

Definition 2.2.24 (Complexification of a vector space). [Hal15, p.65] Let V be a finite dimensional
real vector space. The complexification of V , denoted VC, is the space of formal linear combinations
of the form v1 + iv2 with v1, v2 ∈ V , where we define

i (v1 + iv2) := −v2 + iv1 (2.32)

Then VC is a complex vector space.

The reason this complexification will help us is the following useful theorem, from [KS09, p.51]:

Theorem 2.2.25. Let gC be the complexification of a real Lie algebra g. Every representation of g can
be extended uniquely to a representation of gC. There is a bijective correspondence between irreducible
representations of g and of gC

So, when we wish to study the representations of su(d), we can also look at its complexification (see
for example [Sti08, p.110]):

Theorem 2.2.26.
sl(d,C) = su(d) + isu(d) (2.33)
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The Lie algebra su(2)
In the case of su(2), one can show that this is a vector space of dimension 3, and is spanned by the
Pauli matrices:

su(2) = Span {iσx, iσy, iσz} (2.34)
where the Pauli matrices are given by

σx =
(

0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
(2.35)

Furthermore, we will need to add another mathematical tool to our toolbox: the Casimir element
of SU(2). The theory regarding Casimir elements deals with universal enveloping algebras, and as this
is quite involved and the Casimir element of SU(2) has an intuitive physical connection, the formal
mathematical definitions can be found in the Appendix B. The Casimir element of SU(2) is associated
with the "total angular momentum" in Physics: that is, our Casimir element C̃2 is defined as

C̃2 :=
3∑
k=1

X2
k (2.36)

where we use a basis {X1, X2, X3} of su(2) with the commutation relations [X1, X2] = X3 (and cyclic
permutations of the indices): they are scalar multiples of the Pauli matrices that we have already seen
above. Namely, we can use X1 = −iσx/2, X2 = −iσy/2 and X3 = −iσz/2.

In literature, we often write Lx, Ly, and Lz for the angular momentum basis, and then we identify
C̃2 with the L2 element. Of special interest is the fact that the Casimir element commutes with
all Xi, and returns the eigenvalue j(j + 1) if the quantum system is in the state |j,m〉 for some
m ∈ {−j,−j+1, . . . , j}. In our framework, we have ∂πj(C̃2) = j(j+1)Idj if we extend the representation
∂πj of the Lie algebra to its universal enveloping algebra.

2.3. On the symmetric subspace
We have now built the quantum mechanical framework of quantum systems, and the mathematical
framework of (Lie) groups and representations. In our problem, we will restrict our input space to the
symmetric subspace H⊗n+ ⊂ H⊗n for some n ∈ Z>0, which is the subset of states that are invariant
under permutations. We first define permutations before defining H⊗n+ :
Definition 2.3.1 (Permutation operator). [Aud06] , [Har13] Given a tensor product space H⊗n
for some n ∈ Z>0. Consider the symmetric group Sn, and an element π ∈ Sn. The permutation
π is represented by a permutation matrix Pπ on H⊗n, that is, Pπ is a square binary matrix with
exactly one entry equal to 1 in each row and column (and thus all other entries equal zero) with respect
to any orthonormal basis of H⊗n. Let us choose an orthonormal basis {|i〉}di=1 for H = Cd. Let
[d] := {1, . . . , d}. We then have the orthonormal basis for H⊗n{

|i1, . . . , in〉 := |i1〉 ⊗ · · · ⊗ |in〉 ∈ H⊗n : i1, . . . , in ∈ [d]
}

(2.37)

Then, according to [Har13], we have:

Pπ =
∑

i1,...,in∈[d]

|iπ−1(1), . . . , iπ−1(n)〉 〈i1, . . . , in| (2.38)

As an example, consider |ψ〉 = |1, 2, 3〉 + |1, 2, 4〉 ∈ H⊗3, with H = C4. That is, |ψ〉 = |1〉 ⊗ |2〉 ⊗
(|3〉+ |4〉), so physically speaking we have three quantum particles, of which the first two are in some
orthonormal basis state, and the last particle is in a superposition state. We wish to permute particles
2 and 3: π = (23) ∈ S3. Then:

P(23) |ψ〉 = |1, 3, 2〉 〈1, 2, 3 | ψ〉+ |1, 4, 2〉 〈1, 2, 4 | ψ〉 = |1, 3, 2〉+ |1, 4, 2〉 = |1〉 ⊗ (|3〉+ |4〉)⊗ |2〉 (2.39)

So indeed, P(23) swaps the second and third particle.

Definition 2.3.2 (Symmetric subspace). [Har13] The symmetric subspace H⊗n+ ⊂ H⊗n (in litera-
ture sometimes denoted by Symn(H) or ∨n(H)) is defined by

H⊗n+ :=
{
ψ ∈ H⊗n : Pπψ = ψ ∀π ∈ Sn

}
(2.40)
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Next, we will show a theorem which makes the construction of H⊗n+ easier, as it does not rely on the
representation theory of the symmetric group directly:

Theorem 2.3.3 (Construction of the symmetric subspace). The symmetric subspace H⊗n+ can
also be characterised as:

H⊗n+ = Span
{
φ⊗ φ⊗ · · · ⊗ φ = φ⊗n ∈ H⊗n : φ ∈ H

}
(2.41)

For a proof of this theorem, see for example [Har13]. Note that the proof uses a construction of a
basis of H⊗N+ similar to the basis we find in Appendix A.1.1 - however, we use this theorem to find this
basis and prove the dimensionality of H⊗N+ .

As we consider the symmetric subspace H⊗N+ as the vector space in which our original states live,
it is of interest to construct a projector that takes states from H⊗N to H⊗N+ . We prove:

Proposition 2.3.4 (Projection of H⊗N+ ). There is an orthogonal projection SN : H⊗N → H⊗N+ and
it is of the form:

SN = 1
N !

∑
σ∈SN

Pσ (2.42)

Proof. We need to prove SNH⊗N = H⊗N+ , S2
N = SN , and S∗N = SN . Linearity is evident from the

construction of SN .
Firstly, we prove SNH⊗N ⊂ H⊗N+ . Given any π ∈ SN , we will prove that PπSNψ = SNψ for any

ψ ∈ H⊗N , thus proving that indeed SNψ is a permutation invariant state. We compute:

PπSNψ = 1
N !

∑
σ∈SN

PπPσψ = 1
N !

∑
σ∈SN

Pπσψ = 1
N !

∑
τ∈SN

Pτψ = SNψ (2.43)

where we have used that PπPσ = Pπσ where πσ denotes the group operation, which is the composition
of permutations. Furthermore, we are allowed to change the summation variable in this way as the map
σ 7→ πσ = τ is a bijection.

Secondly, we prove that H⊗N+ ⊂ SNH⊗N . Choose any ψ ∈ H⊗N+ ⊂ H⊗N . By definition, for all
π ∈ SN we have Pπψ = ψ, thus also SNψ = ψ.

Thus, we have H⊗N+ = SNH⊗N .
Thirdly, we prove that S2

N = SN :

SNSNψ = 1
N !

∑
σ∈SN

Pσ ·
1
N !

∑
π∈SN

Pπψ =
(

1
N !

)2 ∑
σ∈SN

∑
π∈SN

Pσπψ (2.44)

We can again rewrite the last sum over π to
∑
τ∈SN Pτψ. Realising this sum then does not depend on

σ, we may write:

S2
Nψ =

(
1
N !

)2
·N ! ·

∑
τ∈SN

Pτψ = SNψ (2.45)

so indeed S2
N = SN .

Lastly, we can directly compute

S∗N = 1
N !

∑
σ∈SN

P ∗σ = 1
N !

∑
σ∈SN

Pσ−1 = 1
N !

∑
τ∈SN

Pτ = SN (2.46)

where we have used that σ 7→ σ−1 = τ is a bijection.



3
The No Cloning Theorem

Before we review optimal quantum cloning machines with respect to a specific measure, we review the
raison d’être for this enquiry: the No Cloning Theorem. This theorem tells us that we cannot perfectly
copy arbitrary quantum states. As we are prohibited from perfectly cloning arbitrary states, we logically
turn our attention to the best possible, but imperfect, cloning device. It is thus insightful to start with
the No Cloning Theorem itself.

The statement and proof of the No Cloning Theorem are loosely based on multiple sources, see
for example [WZ82] (the first to provide a proof for the No Cloning Theorem), or [NC01, page 24].
Both these sources use the Schrödinger picture of quantum mechanics, in which we look at a quantum
operation on states. We furthermore supply a version of the No-Cloning Theorem in the Heisenberg
picture, based on [Maa04, page 44] in which we look at a quantum operation on observables. More
information about the Schrödinger and Heisenberg pictures can be found in Definitions 2.1.14 and
2.1.15.

3.1. The No-Cloning Theorem in the Schrödinger picture
We would like to investigate whether it is possible to copy an arbitrary quantum system perfectly. We
therefore look at a finite-dimensional Hilbert space H with 1 < d = dimH <∞, in which our quantum
states live, with orthonormal basis {|i〉}d−1

i=0 . We consider the input of our system: an arbitrary state
|ψ〉 ∈ H which needs to be "copied" onto another qubit, initialized into an arbitrary state, say |0〉 ∈ H.
In quantum mechanics, the transformations of such systems must be linear and preserve inner products:
these are unitary transformations. We are thus looking for a unitary transformation U : H⊗H → H⊗H
such that U(|ψ〉 ⊗ |0〉) = |ψ〉 ⊗ |ψ〉. This means that the resulting states must be separable, all
information of |ψ〉 is perfectly copied to the second state, and the original state is not changed.
Thus we arrive at:

Theorem 3.1.1 (No Cloning Theorem). Given a Hilbert space H with 1 < d = dimH < ∞ and
an orthonormal basis {|i〉}d−1

i=0 . There is no unitary transformation U : H ⊗ H → H ⊗ H such that
U |ψ〉 ⊗ |0〉 = |ψ〉 ⊗ |ψ〉 for all |ψ〉 ∈ H

Proof. We prove this theorem by contradiction. Assume there is such a unitary transformation U . As
d > 1, we can compute for |0〉 , |1〉 ∈ H:

U |0〉 ⊗ |0〉 = |0〉 ⊗ |0〉 ; U |1〉 ⊗ |0〉 = |1〉 ⊗ |1〉 (3.1)

but now, consider a state |ψ〉 = α |0〉 + β |1〉 for some α, β ∈ C such that |α|2 + |β|2 = 1. Surely then
|ψ〉 ∈ H, so we can compute, using linearity:

U |ψ〉 ⊗ |0〉 = U (α |0〉 ⊗ |0〉+ β |1〉 ⊗ |1〉) = αU |0〉 ⊗ |0〉+ βU |1〉 ⊗ |0〉 = α |0〉 ⊗ |0〉+ β |1〉 ⊗ |1〉 (3.2)

But surely this cannot be correct, because we can manually compute:

|ψ〉⊗ |ψ〉 = (α |0〉+ β |1〉)⊗ (α |0〉+ β |1〉) = α2 |0〉⊗ |0〉+β2 |1〉⊗ |1〉+αβ (|0〉 ⊗ |1〉+ |1〉 ⊗ |0〉) (3.3)

14
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But then we must have αβ = 0. Thus U can only perfectly copy the orthogonal basis elements, but not
linear combinations. This directly contradicts our assumption that U perfectly clones any state in H.
We conclude that no perfect cloning map exists.

3.2. The No-Cloning Theorem in the Heisenberg picture
We look at a finite-dimensional Hilbert space H with 1 < d = dimH < ∞, and its tensor product
H ⊗ H. The ideal quantum operation would be T∗ : S(H) → S(H ⊗ H) with T (σ) = σ ⊗ σ for all
σ ∈ S(H). Then, we also have:

Tr [(IdH ⊗A)T∗ (σ)] = Tr [(A⊗ IdH)T∗ (σ)] = Tr [Aσ] ∀A ∈ B(H) (3.4)

Instead of looking at what T∗ does to the states, we now look at what its dual T does to the observables:
The traces are equal to Tr [T (IdH ⊗A)σ] and Tr [T (A⊗ IdH)σ] according to the duality between T∗
and T in Definitions 2.1.2. So, we must have T (IdH ⊗A) = T (A⊗ IdH) = A, and we arrive at:

Theorem 3.2.1 (No-Cloning Theorem). Given a Hilbert space H, and a ∗-algebra A ⊆ B(H). If
there exists a T : A⊗A → A such that

T (IdH ⊗A) = T (A⊗ IdH) = A ∀A ∈ A (3.5)

then A is abelian.

The proof is based on the following multiplication lemma, which we will state without proof. Its
statement and proof can be found in [Maa04, page 42]:

Lemma 3.2.2. If T : A → B is an operation, where A,B are ∗-algebras, and T (A∗A) = T (A)∗T (A)
for some A ∈ A, then for all B ∈ A:

T (A∗B) = T (A)∗T (B) ; T (B∗A) = T (B)∗T (A) (3.6)

Proof of Theorem 3.2.1. Note that we can apply the lemma to our theorem, if we observe that, for all
A ∈ A:

T ((IdH ⊗A)∗(IdH ⊗A)) = T (IdH ⊗A∗A) = A∗A = T (IdH ⊗A)∗ T (A⊗ IdH) (3.7)

But then for all A,B ∈ A:

AB =T (A⊗ IdH) · T (IdH ⊗B) = T ((A⊗ IdH)(IdH ⊗B)) = (3.8)
T ((IdH ⊗B)(A⊗ IdH)) = T (IdH ⊗B) · T (A⊗ IdH) = BA (3.9)

In conclusion, we can only build perfect cloning machines when we consider commuting observables,
and thus we cannot build a general cloning machine.

3.3. Connection to optimal cloning: figures of merit
Alternatively to the statement above, we could also express the No-Cloning Theorem in terms of the
fidelity of a cloning map, or the performance of a cloning map with respect to the expectation value
of observables on a single clone. Those are precisely the two figures of merit that we will use in this
paper, and it is therefore useful to intuitively build up to those figures of merit, using the No-Cloning
Theorem.

If we let |ψ〉 ∈ H, then ideally our cloning map would produce a state corresponding to |ψ〉 ⊗ |ψ〉 ∈
H ⊗ H, in the case of density matrices thus the density matrix described by σ ⊗ σ with σ := |ψ〉 〈ψ|.
In such a case, the density matrix is a projection onto the one dimensional subspace spanned by
|ψ〉 ⊗ |ψ〉. Thus, we could investigate how much the cloning device overlaps with this projection. We
let T∗ : S(H) → S(H ⊗H) denote a cloning map that takes states on H to states on H ⊗H. We can
then inspect the expectation value of T∗(σ) with respect to |ψ〉 ⊗ |ψ〉. In the ideal case, T∗(σ) = σ⊗ σ,
and the expectation value evaluates to 1. However, any quantum operation will perform worse by the
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No-Cloning Theorem, which will result in a value between 0 and 1. Thus, looking at the overlap of the
cloned state with a one-dimensional projection yields a useful figure of merit for cloning maps. We can
recast the No-Cloning Theorem in the following inequality:

∀T∗ : S(H)→ S(H⊗H) : ∃ |ψ〉 ∈ H , σ = |ψ〉 〈ψ| ∈ S(H) : Tr
[
σ⊗2 T∗ (σ)

]
< 1 (3.10)

This line of thought is the foundation on which we will build the fidelity of a cloning map in the
next Chapter, in which we generalize the previous expression to arbitrary amounts of input clones and
output clones. Taking the infimum over all pure density matrices σ of the trace expression then yields
our expression for the fidelity. Stronger than the consequence of the No-Cloning Theorem, we will show
that the fidelity is always smaller than a number between 0 and 1 that increases with the amount of
input clones available, and decreases with the amount of output clones demanded. In the case of one
input state, and two output states, this upper bound is 1/(d + 1) where d = dimH, so even in the
smallest qubit case, the infimum over all pure states of the trace expression is smaller than 1/3.

The previous figure of merit depends on the overlap of the entirety of the output states with the ideal
output. Alternatively, we could look at the performance of a single output clone: to be more exact, we
would like to compare the expectation value of an observable on one output clone with the expectation
value of this observable on the input. We let a ∈ B(H) be an observable on the original Hilbert space,
and σ = |ψ〉 〈ψ| ∈ S(H) again a pure state density matrix. We denote with a(1) := a ⊗ IdH and
a(2) := IdH⊗a two observables on H⊗H, that only impact the first and the second clone, respectively.
We can then look at their expectation value:

Tr
[
a(k)T∗ (σ)

]
k = 1, 2 (3.11)

Ideally, T∗(σ) = σ ⊗ σ, and then this expectation simply evaluates to Tr [σa], i.e. the expectation of a
with respect to the input state. So quite naturally, we can look at the difference∣∣Tr

[
a(k)T∗ (σ)

]
− Tr [σa]

∣∣ k = 1, 2 (3.12)

Equivalently to looking at what T∗ does with states in the Schrödinger picture, we could also look at
what a cloning map T : B(H ⊗ H) → B(H) does to the observables in the Heisenberg picture, where
the two views are related by Tr [σT (A)] = Tr [AT∗(σ)] (see Definitions 2.1.15).

Namely, this allows us to rewrite the first trace in the previous equation to Tr
[
σT (a(k))

]
. Then

using the fact that σ = |ψ〉 〈ψ| for some |ψ〉 ∈ H, we can rewrite the previous expression, including the
No-Cloning Theorem:

∀T : ∃k ∈ {0, 1} , ∃ |ψ〉 ∈ H , ∃a ∈ B(H) :
∣∣〈ψ , T

(
a(k)

)
ψ〉 − 〈ψ , a ψ〉

∣∣ > 0 (3.13)

This is an intuitive expression: it is the distance between the expectation values of T (a(k)) and a with
respect to the state |ψ〉. This line of thought is the foundation of the one-clone testing figure of merit
which we will introduce in the next Chapter (again generalizing to arbitrary amounts of input states
and output clones). We take the supremum over all k, all states |ψ〉 with 〈ψ,ψ〉 = 1 and all observables
0 ≤ a ≤ IdH. In the case of one input state and two output clones, the lower bound for qubits is 1/6.



4
Description of problem and result

After looking at the No Cloning Theorem, one can naturally wonder what kind of cloning map can
clone quantum states optimally. However, to investigate such a notion, we first need to establish what
it precisely means to clone quantum states, and in what way we will test the performance of such a
cloning machine. It is thus imperative to first dedicate some thought to a precise formulation of the
problem we wish to solve.

4.1. Statement of the problem
To formulate the problem of optimal quantum cloning, one needs to specify three components: firstly,
one needs to specify what kind of quantum system is supplied to the quantum cloning machine as
input, and what kind of quantum system is expected of the cloning machine. Secondly, one then needs
to specify what one sees as an admissible quantum cloning machine, such as to specify all the possible
operations that take in the specified input and output a quantum system on the output space. Lastly,
one needs to specify how one will determine the performance of a cloning machine: we call those the
figures of merit. We will specify all three components, respectively.

4.1.1. Description of input and output spaces
We look at quantum states in some finite-dimensional Hilbert space H with 1 < d = dimH < ∞. We
will consider pure states in this research, thus density operators on this Hilbert space will be of the
form σ = |ψ〉 〈ψ| for some |ψ〉 ∈ H and thus 〈ψ| ∈ H∗ .

To be as general as possible, we allow for the preparation of N separate copies of the original state
that we would like to copy into M quantum systems with M > N . Thus, the input quantum system
can be described by density matrices of the form σ⊗N for some σ = |ψ〉 〈ψ| a pure state. These states
are supported by the so-called Bose subspace, denoted by H⊗N+ :

H⊗N+ := Span
{
φ⊗ φ⊗ · · · ⊗ φ = φ⊗N ∈ H⊗N | φ ∈ H

}
(4.1)

An alternative definition of H⊗N+ based on permutation invariance, and the proof that these two def-
initions are equivalent, can be found in Theorem 2.3.3. Furthermore, the dimension of this subspace
is dimH⊗N+ =

(
d+N−1
N

)
, where d = dimH. The calculations for this expression can be found in the

Appendix A.1.1 , where an explicit basis for this subspace is constructed.

This concludes the description of the initial system. Looking at the output system, we would like to
make M copies of the quantum systems, so naturally we look at H⊗M . Note that we do not impose
further a priori constraints on this output system.

4.1.2. Description of the quantum cloning device
The connection between these two systems must be a cloning map that must be a quantum operation.
We can state the problem in two (related) ways: either we look at a cloning map of states, or a cloning
map of observables. These methods correspond to the Schrödinger picture of quantum mechanics and

17
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the Heisenberg picture, respectively. See Definitions 2.1.14 and 2.1.15. We state both descriptions for
our specific problem:

Schrödinger picture : We look at (linear) completely positive trace preserving (CPTP) cloning
maps of the form T∗ : B(H⊗N+ ) → B(H⊗M ) that take in density matrices of the form σ⊗N ∈ S(H⊗N+ )
with σ ∈ S(H) and output some density matrix on H⊗M . (Note that T∗ is fully specified when it is
specified for S(H⊗N+ ) ⊂ B(H⊗N+ ), see the discussion below Definition 2.1.14).

Heisenberg picture : We look at linear, completely positive, unital cloning maps of the form T :
B(H⊗M )→ B(H⊗N+ ) that take in observables A ∈ B(H⊗M ) and output some observable on H⊗N+ .

The defining equation between these two views is:

Tr [ρT (A)] = Tr [T∗(ρ)A] ∀ρ ∈ S(H⊗N+ ) , ∀A ∈ B(H⊗M ) (4.2)

We must, however, still specify how we determine whether one cloning map "performs better" than
another: i.e., we need to introduce a measure of optimality.

4.1.3. Figures of merit
We introduce two figures of merit, that measure the performance of the cloning device. The motivation
for these figures of merit can be found in Section 3.3 : in summary, the fidelity represents the expectation
value of the quantum state after cloning with respect to the ideal output, whilst the one-clone test
measures the difference in expectation values of an observable before and after cloning.

Firstly, we could look at the fidelity:

Definition 4.1.1 (Fidelity of a cloning map). [Wer98] The fidelity of a linear CPTP cloning map
T∗ in the Schrödinger picture is defined as:

F(T∗) = inf
σ, pure

Tr
[
σ⊗MT∗

(
σ⊗N

)]
(4.3)

Note that the fidelity can at best be 1, and this precisely happens when T∗(σ⊗N ) = σ⊗M (although
this is prohibited by the No Cloning Theorem). Thus, we wish to find a map that has a fidelity as close
to 1 as possible.

Secondly, we propose a measure of merit that takes into account only one of the clones:

Definition 4.1.2 (Measure of merit based on one clone). [KW99] A test based on one output
clone of a cloning map T can be designed as:

∆one(T ) := sup
a,ψ,k

∣∣〈ψ⊗N , T (a(k))ψ⊗N 〉 − 〈ψ , aψ〉
∣∣ (4.4)

where the supremum is taken over all ψ ∈ H with ‖ψ‖ = 1, all operators a ∈ B(H) with 0 ≤ a ≤ IdH
and all integer 1 ≤ k ≤M . Note that we write

a(k) := Id⊗(k−1)
H ⊗ a⊗ Id⊗(M−k)

H a ∈ B(H) , 1 ≤ k ≤M (4.5)

i.e. a(k) is an observable on H⊗M that acts as the identity on all but the k-th clone, on which it acts
as the observable a ∈ B(H).
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4.2. Statement of the result
Remarkably, we will show that there exists a unique cloning machine that is optimal with respect to
both figures of merit:

Theorem 4.2.1 (Optimal cloning map). There is a unique cloning map T̂∗ that is optimal with
respect to both figures of merit previously described, and it can be described as:

T̂∗(ρ) = d[N ]
d[M ] SM

(
ρ⊗ Id⊗(M−N)

H

)
SM (4.6)

where ρ ∈ S(H⊗N+ ), SM : H⊗M → H⊗M+ is the symmetric projection from the output space to its
symmetric (permutation invariant) subspace, and for any n ∈ Z>0 we let d[n] =

(
d+n−1
n

)
denote the

dimension of the symmetric subspace H⊗n+ .

In order to prove that this map is indeed the optimal cloning map, we will prove the following
theorems:

Theorem 4.2.2 (Optimality condition for ∆one(T )). For any cloning map T : B(H⊗M )→ B(H⊗N+ )
we have

∆one(T ) ≥ d− 1
d

∣∣∣∣1− N

N + d
· M + d

M

∣∣∣∣ (4.7)

with equality iff T = T̂ .

Theorem 4.2.3 (Optimality condition for F(T∗)). For any cloning map T∗ : B(H⊗N+ )→ B(H⊗M )
we have

F(T∗) ≤
d[N ]
d[M ] (4.8)

with equality iff T = T̂

Note that, before we start our journey into proving the previous theorems, the optimal cloning map
looks remarkably "simple" : it takes in a quantum system of the form σ⊗N , prepares all other (M −N)
clones in the maximally mixed state Id⊗(M−N)

H (up to a normalization constant), tensors on these
two quantum systems, and projects the entire system into the symmetric subspace (the output Bose
subspace). Thus we already notice two important concept that will play a central role in our proof:
firstly, the optimal cloner is permutation invariant because it projects its result to the Bose subspace,
so interchanging any of the resulting clones does not change the output state. The second statement is
perhaps not readily seen from the form of T̂∗, but will play a key role nonetheless: our optimal cloner
has unitary covariance, which means that a unitary transformation before cloning (on σ⊗N ) has the
same effect as a unitary transformation after cloning (on T̂∗(σ⊗N ) ).



5
Symmetries of an optimal cloning

device
In this chapter, we will look at a central theme in the search for an optimal cloning device: permutation
invariance of the output clones and unitary covariance (the property that applying a unitary transfor-
mation before cloning has the same effect as applying these transformations after cloning). Although
we cannot yet guarantee that all optimal cloning devices have these properties, we can prove that
averaging them over permutation and unitaries will lead to cloning devices that have the invariance
properties, and that those cloning devices perform at least as well as the original cloning device. In
other words, given any cloning device, making it permutation invariant or unitary covariant cannot
worsen its performance. Later on, we will prove that there is a unique optimal cloning device (and thus,
by necessity, this optimal cloning device must also be permutation invariant and unitary covariant).

Before we can state the permutation and unitary theorems, we need some mathematical framework
to handle permutations and unitary transformations on tensor product spaces. This is done through
representations of the symmetric group Sn and the unitary group U(d). Some representation theory
can be found in Section 2.2.3. All relevant representations will be stated in the following section. After
building the mathematical machinery needed, we will state the symmetry theorems and prove them.

5.1. Construction of necessary mathematical tools
The notions of permutations of quantum clones and unitary covariance can be precisely stated once we
have developed the techniques of using representations of the permutation group and the unitary group.
Furthermore, we show that these two representations commute, and we can state the precise definition
of unitary covariance.

5.1.1. The representation of permutations on H⊗n
Let us first look at permutations. We thus turn our attention to the group Sn for some n ∈ Z>0:
precisely, the set of bijections from {1, . . . , n} to {1, . . . , n}, equipped with the group operation ◦ of
composition of bijections. We would like to let this group act on the quantum states that live in H⊗n:
thus, we need a representation of the group on the vector space H⊗n. We will write Pπ : H⊗n → H⊗n
for π ∈ Sn as the permutation operator, as described in Definition 2.3.1, where we also provide a
construction for such a permutation operator. It acts on states as follows:

Pπ (ψ1 ⊗ ψ2 ⊗ · · · ⊗ ψn) = ψπ−1(1) ⊗ · · · ⊗ ψπ−1(n) ; ψ1 ⊗ · · · ⊗ ψn ∈ H⊗n , π ∈ Sn (5.1)

This indeed is the mathematical description of the intuitive "swapping" of quantum copies.

5.1.2. The representation of unitary matrices on H⊗n
Now, let us turn our attention to the group of unitary matrices, U(d), equipped with the standard
matrix product. These elements have a fundamental representation (π�,Cd), which is just π�(u) = u
for u ∈ U(d), as they can act on vectors living in H = Cd by the standard matrix-vector relation.
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However, we would also like to describe unitary actions on quantum states that live in tensor product
spaces. Luckily, we have a natural way of doing this: we build the representation (π⊗n� ,H⊗n) with
π⊗n� (u) = u⊗n, such that it acts as:

π⊗n� (u) (ψ1 ⊗ · · · ⊗ ψn) = (uψ1)⊗ · · · ⊗ (uψn) ; ψ1 ⊗ · · · ⊗ ψn ∈ H⊗n , u ∈ U(d) (5.2)

5.1.3. Commuting relationship between these representations
An important concept is the fact that the previous two representations commute: let any ψ1⊗· · ·⊗ψn ∈
H⊗n, any π ∈ Sn and any u ∈ U(d), then we see that:

Pππ
⊗n
� (u) (ψ1 ⊗ · · · ⊗ ψn) = Pπ ((uψ1)⊗ · · · ⊗ (uψn)) = (uψπ−1(1))⊗ · · · ⊗ (uψπ−1(n)) = (5.3)

π⊗n� (u)
(
ψπ−1(1) ⊗ · · · ⊗ ψπ−1(n)

)
= π⊗n� (u)Pπ (ψ1 ⊗ · · · ⊗ ψn) (5.4)

5.1.4. The representation of unitary matrices on H⊗n+
If we restrict ourselves to the symmetric subspace H⊗n+ ⊂ H⊗n, as defined by Definition 2.3.2 (i.e. the
space of all states that are invariant under permutations), we can also restrict our representation π+

n :=
π⊗n� � H⊗n+ . This is well-defined, precisely because the unitary representation and the permutation
representation commute: any state inH⊗n+ will stay inH⊗n+ when acted upon by π+

n . The representation
(π+
n ,H⊗n+ ) plays a pivotal role, as it is an irreducible representation.

5.1.5. Definition of unitary covariance
We can now also define precisely what is meant by maps that are U(d)-covariant

Definition 5.1.1 (U(d)-covariance of a cloning map). Given a cloning map T : B(H⊗M ) →
B(H⊗N+ ) . This map is called U(d)-covariant, also called unitary covariant, if the following holds:

T
(
π⊗M� (u) A π⊗M� (u)∗

)
= π+

N (u) T (A) π+
N (u)∗ ∀u ∈ U(d) , ∀A ∈ B(H⊗M ) (5.5)

Equivalently for the dual T∗ : B(H⊗N+ )→ B(H⊗M ) :

T∗
(
π+
N (u) ρ π+

N (u)∗
)

= π⊗M� (u) T∗(ρ) π⊗M� (u)∗ ∀u ∈ U(d) , ∀ρ ∈ S(H⊗N+ ) (5.6)

That is, applying unitary transformations prior to the cloning is equivalent to applying them after the
cloning.

5.2. Permutation and unitary averaging of a cloning map
As a first step towards proving the main theorems, it is useful to exploit the symmetries that were
referenced in the previous section: our optimal map seems to be permutation invariant, and unitarily
covariant. In fact, we can prove that given any cloning machine, we can actually improve (or at least
not worsen) the figures of merit for this cloning machine by averaging over permutations and unitary
transformations - which results in permutation invariant and unitarily covariant maps, thus proving
that if one finds an optimal cloning map, we can also construct an optimal cloning map with these
properties. We make these statements precise in this section.

Theorem 5.2.1 (Permutation average of an optimal cloning device). Given any quantum
operation T∗ : B(H⊗N+ )→ B(H⊗M ). Let the map T̃ and its dual T̃∗ be the permutation averages of the
cloning map. They are defined by

T̃ (A) := 1
M !

∑
π∈SM

T (PπAP ∗π ) ; T̃∗(ρ) := 1
M !

∑
π∈SM

PπT∗(ρ)P ∗π (5.7)

where A ∈ B(H⊗M ) and ρ ∈ S(H⊗N+ ).
This is again an quantum operation and this map has the property that F(T̃∗) = F(T∗) and

∆one(T̃ ) ≤ ∆one(T ), i.e. T̃ performs at least as well as T .
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Proof. We first prove that the fidelity is invariant under the permutation averaging. We write out:

F(T̃∗) = inf
σ, pure

1
M !

∑
π∈SM

Tr
[
σ⊗MPπT∗(σ⊗N )P ∗π

]
= inf
σ, pure

1
M !

∑
π∈SM

Tr
[
P ∗πσ

⊗MPπT∗(σ⊗N )
]

(5.8)

where we have used the cyclic property of the trace. We claim that P ∗πσ⊗MPπ = σ⊗M for any π ∈
SM . Intuitively, this can be understood because σ⊗M projects a column vector in H⊗M onto a one-
dimensional space, and this projection is permutation invariant. The claim is further worked out in
the Appendix, A.2.1. But then, we directly see that F(T̃∗) = F(T ). This result is quite intuitive,
as the fidelity looks at the entire system combined, and thus would not care for rearrangement of the
individual quantum clones.

We now prove that ∆one(T̃ ) ≤ ∆one(T ).

∆one(T̃ ) = sup
a,ψ,k

∣∣∣∣∣〈ψ⊗N ,

(
1
M !

∑
π∈SM

T (Pπa(k)P
∗
π )
)
ψ⊗N 〉 − 〈ψ , aψ〉

∣∣∣∣∣ = (5.9)

1
M ! sup

a,ψ,k

∣∣∣∣∣ ∑
π∈SM

(
〈ψ⊗N , T (Pπa(k)P

∗
π ) ψ⊗N 〉 − 〈ψ , aψ〉

)∣∣∣∣∣ (5.10)

We claim that Pπa(k)P
∗
π = a(π(k)). This claim is further worked out in the Appendix A.3.1. Note that

this is intuitive: first we apply a permutation to shift the clones, then we apply a(k) (but not on clone
k anymore, instead on clone π(k)), then we shift all clones back to their original position.

Further note that the absolute value of a sum is smaller than the sum of absolute values, so we can
estimate:

∆one(T̃ ) ≤ 1
M ! sup

a,ψ,k

∑
π∈SM

∣∣〈ψ⊗N , T (a(π(k))) ψ⊗N 〉 − 〈ψ , aψ〉
∣∣ (5.11)

Furthermore, a supremum over a sum is smaller than the sum over the supremum, so we can estimate:

∆one(T̃ ) ≤ 1
M !

∑
π∈SM

sup
a,ψ,k

∣∣〈ψ⊗N , T (a(π(k))) ψ⊗N 〉 − 〈ψ , aψ〉
∣∣ (5.12)

We can evaluate this supremum - it is exactly ∆one(T ), as the only difference is π(k), but we are free
to choose k in the supremum. Thus, we indeed see:

∆one(T̃ ) ≤ 1
M !

∑
π∈SM

∆one(T ) = ∆one(T ) (5.13)

Note that T̃ itself, an average over permutations, is now invariant under permutations: let any
σ ∈ SM , then

T̃ (PσAP ∗σ ) = 1
M !

∑
π∈SM

T (PπPσAP ∗σP ∗π ) = 1
M !

∑
τ∈SM

T (PτAP ∗τ ) = T̃ (A) (5.14)

where we have used PπPσ = Pπσ and P ∗σP ∗π = Pσ−1Pπ−1 = P(πσ)−1 = P ∗πσ, and changed the summation
variable as the map π 7→ πσ := τ is bijective. A similar argument holds for T̃∗.

Analogously to averaging the cloning map over permutations, it is possible to average over unitary
transformations. However, whilst the permutation representation comes from the finite group SM ,
the unitary representation is of the infinite (but compact, see [Hal15, Section 1.3]) group U(d): it is
thus imperative we first state what we precisely mean by averaging over this group. The summation
is changed to integration, and we should choose a measure such that the averaged cloning map has
the unitary covariance property. This happens when the measure is left-invariant, and this measure
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is uniquely specified (up to multiplication by a real number) for locally compact groups: this is the
Haar measure [KS09, page 34]. For example, in the case we choose the group R with addition as group
operation (which is locally compact), the Lebesgue measure is a Haar measure. In our case, we choose
the compact group U(d), and in the compact case the Haar measure is also right-invariant. In the
compact case, we can also normalize the Haar measure. Let us first specify the unitary averaging of a
cloning map, and then show unitary covariance of the new cloning map, which will use the invariance-
property of the Haar measure.

Theorem 5.2.2 (Unitary average of an optimal cloning device). Given any quantum operation
T∗ : B(H⊗N+ ) → B(H⊗M ). Let the map T and its dual T ∗ be the unitary averages of the cloning map.
They are defined by

T (A) =
∫

U(d)
u∗⊗NT (u⊗MAu∗⊗M )u⊗N du (5.15)

T ∗(ρ) =
∫

U(d)
u∗⊗MT (u⊗Nρu∗⊗N )u⊗M du (5.16)

where again A ∈ B(H⊗M ) and ρ ∈ S(H⊗N+ ), and du denotes the normalized Haar measure on U(d).
This is again a quantum operation and this map has the property that F(T ) ≥ F(T ) and ∆one(T ) ≤

∆one(T ), i.e. T performs at least as well as T .

Proof. We first prove that the fidelity can only increase due to the unitary averaging. We will denote
σu := uσu∗ to shorten our expressions. Note then that u⊗Nσ⊗Nu∗⊗N = σ⊗Nu . We find:

Tr
[
σ⊗MT ∗

(
σ⊗N

)]
= Tr

[
σ⊗M

∫
U(d)

u∗⊗MT∗(σ⊗Nu )u⊗M du
]

(5.17)

We can swap the trace and the integral as both are linear:

Tr
[
σ⊗MT ∗

(
σ⊗N

)]
=
∫

U(d)
Tr
[
σ⊗Mu∗⊗MT∗

(
σ⊗Nu

)
u⊗M

]
du (5.18)

using the cyclic property of the trace, the integrand now becomes Tr
[
σ⊗Mu T∗

(
σ⊗Nu

)]
. Note that σu is

also a pure state, so by definition we have

Tr
[
σ⊗Mu T∗

(
σ⊗Nu

)]
≥ F(T∗) ∀σ ∈ S(H) , ∀u ∈ U(d) (5.19)

using this expression in the integral expression yields:

Tr
[
σ⊗MT ∗

(
σ⊗N

)]
≥
∫

U(d)
F(T∗) du = F(T∗) ∀σ ∈ S(H) (5.20)

But as this expression holds for arbitrary σ ∈ S(H), we can safely take the infimum over pure σ to find:

F(T ∗) = inf
σ, pure

Tr
[
σ⊗MT ∗

(
σ⊗N

)]
≥ F(T∗) (5.21)

Furthermore, we will prove ∆one(T ) ≤ ∆one(T ).

∆one(T ) = sup
a,ψ,k

∣∣∣∣∣〈ψ⊗N ,

∫
U(d)

u∗⊗NT (u⊗Ma(k)u
∗⊗M )u⊗N du , ψ⊗N 〉 − 〈ψ, aψ〉

∣∣∣∣∣ (5.22)

due to linearity, we can rewrite this to

∆one(T ) = sup
a,ψ,k

∣∣∣∣∣
∫

U(d)
〈ψ⊗N , u∗⊗NT (u⊗Ma(k)u

∗⊗M )u⊗N , ψ⊗N 〉 − 〈ψ, aψ〉 du
∣∣∣∣∣ (5.23)
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As the absolute value of an integral is smaller than the integral over the absolute value of its integrand,
so we can estimate this by:

∆one(T ) ≤ sup
a,ψ,k

∫
U(d)

∣∣〈ψ⊗N , u∗⊗NT (u⊗Ma(k)u
∗⊗M )u⊗N , ψ⊗N 〉 − 〈ψ, aψ〉

∣∣ du (5.24)

Furthermore, the supremum over an integral is smaller than the integral over a supremum, so:

∆one(T ) ≤
∫

U(d)
sup
a,ψ,k

∣∣〈ψ⊗N , u∗⊗NT (u⊗Ma(k)u
∗⊗M )u⊗N , ψ⊗N 〉 − 〈ψ, aψ〉

∣∣ du (5.25)

but now we see an interesting property: u⊗N |ψ⊗N 〉 = |φ⊗N 〉 is again a pure state, and we take
the supremum over all pure states (with unity norm, but unitary transformations preserve length).
Furthermore, u⊗Ma(k)u

∗⊗M = (uau∗)(k), and uau∗ is again an observable. As we take the supremum
over all observables (with 0 ≤ a ≤ IdH, but again unitary transformations do not change eigenvalues
and thus do not alter this property), this unitary shift does not matter. Note that we can rewrite the
last expectation value as

〈ψ, aψ〉 = 〈ψu∗ uau∗ uψ〉 (5.26)

so indeed we see that the entire expression over which we take the supremum has been shifted by a
unitary transformation. As this does not matter for a supremum, we find:

∆one(T ) ≤
∫

U(d)
∆one(T ) du = ∆one(T ) (5.27)

To show that the unitary average cloning map has the unitary covariance property, we can compute,
for any unitary transformation v ∈ U(d):

T (v⊗MAv∗⊗M ) =
∫

U(d)
u∗⊗NT (u⊗Mv⊗MAv∗⊗Mu∗⊗M )u⊗N du (5.28)

This should equal v⊗NT (A)v∗⊗N , and we can compute:

v⊗NT (A)v∗⊗N =
∫

U(d)
v⊗Nu∗⊗NT (u⊗MAu∗⊗M )u⊗Nv∗⊗N du (5.29)

Let w := uv∗ (and thus w∗ = vu∗), then u⊗Nv∗⊗N = w⊗N , and we see that we can write:

v⊗NT (A)v∗⊗N =
∫

U(d)
w∗⊗NT

[
w⊗Mv⊗MAv∗⊗Mw∗⊗M

]
w⊗N du (5.30)

Now the useful property of the Haar measure becomes apparent: as w is just a right-multiplication of
the integration variable u with some (fixed) group element v∗, the translation-invariance of the Haar
measure tells us that this integral has precisely the same result as Equation 5.28. Thus indeed, the
averaged cloning map T has the unitary covariance property.



6
Description of the optimal cloning

device
In this chapter, we will look more in-depth at the proposed optimal cloning device: firstly, we must
verify that it is an admissible device (that is, we must verify it is a valid quantum operation). Secondly,
we check that this optimal cloning device is indeed permutation invariant and has the unitary covariance
property, as described in the previous chapter. Lastly, we will calculate its fidelity directly, and also
calculate its Black Cow Factor, the defining factor for calculating ∆one. For convenience, we restate:

T̂∗(ρ) = d[N ]
d[M ] SM

(
ρ⊗ Id⊗(M−N)

H

)
SM (6.1)

where ρ ∈ S(H⊗N+ ), SM : H⊗M → H⊗M+ is the symmetric projection from the output space to its
symmetric (permutation invariant) subspace, and for any n ∈ Z>0 we let d[n] =

(
d+n−1
n

)
denote the

dimension of the symmetric subspace H⊗n+ .

6.1. Proof that the proposed map T̂∗ is a quantum operation
Before proceeding in our proof of the optimality of T̂ , we should prove that T̂ itself is an quantum
operation. From its construction, it is clear that the map is linear. We must thus prove that T̂∗ is
completely positive and trace preserving (CPTP), which would make it a quantum operation.

6.1.1. Proof that T̂∗ is completely positive
The cloning map T̂∗ appears to exist of a composition of two operations: first, tensoring on (M −N)
quantum systems in the maximally mixed state (up to normalization), and then projecting this system
to the symmetric subspace. If we can prove that both these operations are completely positive, then
their composition (and thus T̂∗), should also be completely positive. To prove this, we can invoke two
Lemmas by [Maa04, page 37]:
Lemma 6.1.1. If f : B(H⊗N+ ) → B(H⊗M ) is a ∗-homomorphism, i.e. f(AB) = f(A)f(B) and
f(A∗) = f(A)∗ for all A,B ∈ B(H⊗N+ ), then f is completely positive.

We apply this lemma to the mapping ρ 7→ ρ ⊗ Id⊗(M−N)
H , which is indeed a ∗-homomorphism.

Furthermore, we have
Lemma 6.1.2. If we have a linear map V : H⊗M → H⊗M , then the map

T : B(H⊗M )→ B(H⊗M ) : A 7→ V ∗AV (6.2)
is completely positive

We can apply this lemma to SM = V , and note that S∗M = SM .
As compositions of completely positive maps stay completely positive, and we see that T̂∗ is the

composition of ρ 7→ ρ ⊗ Id⊗(M−N)
H and A 7→ SMASM , up to a normalization constant. Thus, indeed,

T̂∗ must be completely positive.

25
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6.1.2. Proof that T̂∗ is trace preserving
This proof follows the argument of [Wer98, Section III]. In short, the proof is as follows: firstly, we
rewrite the trace over T̂∗(ρ) to a trace over ρX for some positive operator X on H⊗N+ . Secondly, we
prove that X commutes with the unitary operators of the form u⊗N , and by Schur’s Lemma it must
thus be a multiple of the identity operator. Lastly, we prove that the multiplication constant must be
1 (i.e. X is precisely the identity operator) by explicitly calculating the trace over T̂∗(τN ), where τN is
the maximally mixed density matrix on H⊗N+ .

First, we rewrite Tr[T̂∗(ρ)] to Tr [ρX] for some positive operator X ∈ B(H⊗N+ ). We can justify this in
the following way: let {|i〉}d[N ]

i=1 be an orthonormal basis forH⊗N+ , then we can write ρ =
∑
i

∑
j ρij |i〉 〈j|

and similarly X =
∑
i

∑
j xij |i〉 〈j| for some coefficients ρij , xij ∈ C. By linearity of the trace operator

and by linearity of T we then find:

Tr
[
T̂∗(ρ)

]
=
d[N ]∑
i=1

d[N ]∑
j=1

ρij Tr
[
T̂∗(|i〉 〈j|)

]
; Tr [ρX] =

d[N ]∑
i=1

(ρX)ii =
d[N ]∑
i=1

d[N ]∑
j=1

ρijxji (6.3)

We see that both expressions equal in the case we choose xij = Tr[T̂∗(|j〉 〈i|)]. Furthermore, X has to
be positive. If not, there exists a |ψ〉 ∈ H⊗N+ such that 〈ψ | Xψ〉 < 0. But then we could let ρ = |ψ〉 〈ψ|
be the pure state associated with |ψ〉 (up to normalization, but this does not change the negativity of
the expectation of X) , and we know certainly that T̂∗(ρ) is positive as we already have proven complete
positivity, but then

0 ≤ Tr
[
T̂∗(|ψ〉 〈ψ|)

]
= Tr [|ψ〉 〈ψ|X] = 〈ψ | Xψ〉 < 0 (6.4)

which is impossible. Thus, X must be a positive operator.

Theorem 6.1.3. The positive operator X commutes with u⊗N

Proof. We can compute for arbitrary A ∈ B(H⊗N ):

Tr [AX] = Tr
[
T̂∗(A)

] (1)= Tr
[
u∗⊗Mu⊗M T̂∗(A)

] (2)= Tr
[
u⊗M T̂∗(A)u∗⊗M

] (3)= (6.5)

Tr
[
T̂∗(u⊗NAu∗⊗N )

] (4)= Tr
[(
u⊗NAu∗⊗N

)
X
] (5)= Tr

[
Au∗⊗NXu⊗N

]
(6.6)

where (1) is justified by the fact that u∗⊗Mu⊗M = Id⊗MH , (2) by the cyclic property of the trace, (3) by
the covariant property of T̂∗, (4) by letting X act on the new state u⊗NAu∗⊗N and (5) by the cyclic
property of the trace.

Note that this derivation holds for an arbitrary operator A ∈ B(H⊗N ). This can only be the case if
X = u∗⊗NXu⊗N , but then

[
X,u⊗N

]
= 0

But as X ∈ B(H⊗N+ ), and u⊗N = π+
N (u), X commutes with an irreducible representation. Then, by

Schur’s Lemma (see Theorem 2.2.20), we must have X = λIdH⊗N+
for some λ ∈ C.

Theorem 6.1.4. Tr[T̂∗(ρ)] = Tr [ρ], so X = IdH⊗N+
, i.e. in the previous expression λ = 1.

Proof. It suffices to show that the trace of some density operator is preserved. Consider τN :=
d[N ]−1IdH⊗N+

, i.e. the maximally mixed state on H⊗N+ . In the larger space H⊗N we can write
τN = d[N ]−1SN , with SN the projector of H⊗N → H⊗N+ (indeed SN acts as the identity on H⊗N+ ). We
can then compute:

T̂∗(τN ) = d[N ]
d[M ] · d[N ]SM

(
SN ⊗ Id⊗(M−N)

H

)
SM (6.7)

We claim that SM (SN⊗Id⊗(M−N)
H ) = SM . Intuitively, this can be understood as follows: SN⊗Id⊗(M−N)

H
only makes the first N copies symmetric, whilst leaving the last (M −N) unchanged. If we then make
all M copies symmetric with SM , this is the same as just directly symmetrising all copies through SM .

Formally, we can argue as follows: for each permutation operator P ′π′ on H⊗N (one of the permuta-
tions in the average of SN ) with π′ ∈ SN , we can view P ′π′ ⊗ Id⊗(M−N)

H as a permutation operator on
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H⊗M : namely, precisely the permutation π ∈ SM that leaves the last (M −N) entries unchanged, and
acts the same as π′ on the first N entries. As discussed before, we have SMPπ = SM for any π ∈ SM .
Thus, in particular, we have SMP ′π′ ⊗ Id⊗(M−N)

H = SM for π′ ∈ SN . But then, by linearity this extends
to sums of permutation operators of this form, and thus the argument extends to SN .

We thus have:
T̂∗(τN ) = 1

d[M ]S
2
M = 1

d[M ]SM = τM (6.8)

where we have S2
M = SM because SM is a projector. As τM indeed is a valid density matrix on H⊗M

and has unity trace, we now have:

1 = Tr [τM ] = Tr
[
T̂∗(τN )

]
= Tr [τNX] = Tr [λτN ] = λ (6.9)

so indeed we have X = IdH⊗N+
, and thus we indeed see that T̂∗ is trace preserving.

6.2. Permutation invariance and unitary covariance of T̂∗
Now that we have established that T̂∗ is indeed a quantum operation, we can check that it is permutation
invariant and has the unitary covariance property. Let us first look at permutation invariance:

PπT̂∗(ρ)P ∗π = d[N ]
d[M ]PπSM

(
ρ⊗ Id⊗(M−N)

H

)
SMP

∗
π (6.10)

and we immediately see that PπSM = SM and SMP ∗π = SM because SM is an average over all permu-
tations. Thus indeed PπT̂∗(ρ)P ∗π = T̂∗(ρ).

Furthermore, the map is unitarily covariant:

u∗⊗M T̂∗
(
u⊗Nρu∗⊗N

)
u⊗M = d[N ]

d[M ]u
∗⊗MSM

[(
u⊗Nρu∗⊗N

)
⊗ Id⊗(M−N)

H

]
SMu

⊗M (6.11)

We now make two observations: firstly, u⊗M and SM commute: this is because π⊗M� and Vπ commute,
and SM is an average over Vπ. Secondly, the expression in square brackets can be expanded into:(

u⊗Nρu∗⊗N
)
⊗ Id⊗(M−N)

H = u⊗M
(
ρ⊗ Id⊗(M−N)

H

)
u∗⊗M (6.12)

as uu∗ = IdH on the last M −N copies. We can summarize both statements into:

u∗⊗M T̂∗
(
u⊗Nρu∗⊗N

)
u⊗M = d[N ]

d[M ]SMu
∗⊗M

[
u⊗M

(
ρ⊗ Id⊗(M−N)

H

)
u∗⊗M

]
u⊗MSM (6.13)

from this expression it becomes apparent, as u∗⊗Mu⊗M = Id⊗MH , that

u∗⊗M T̂∗
(
u⊗Nρu∗⊗N

)
u⊗M = T̂∗ (ρ) (6.14)

So indeed our proposed map T̂ cannot be improved by taking permutation averages or unitary
averages.

6.3. The Black Cow Factor and fidelity of T̂∗
So far, we have proven that T̂∗ is indeed a quantum operation, and also has the permutation invariance
and unitary covariance properties. We now focus on the performance of this cloning map: we can directly
calculate the fidelity F(T̂∗), and we can do important preliminary work for calculating ∆one(T̂ ). We
start with the fidelity.
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6.3.1. The fidelity of T̂∗
We can directly calculate the fidelity:

F(T̂∗) = inf
σ, pure

d[N ]
d[M ] Tr

[
σ⊗MSM

(
σ⊗N ⊗ Id⊗(M−N)

H

)
SM

]
(6.15)

We can use the fact that σ⊗M = SMσ
⊗M = σ⊗MSM as σ⊗M is a smaller projector than SM . The

proof can be found in Appendix A.2.1. By using the cyclic property of the trace, we can thus find for
any pure σ:

Tr
[
SMσ

⊗MSM

(
σ⊗N ⊗ Id⊗(M−N)

H

)]
= Tr

[
σ⊗M

(
σ⊗N ⊗ Id⊗(M−N)

H

)]
= (6.16)

Tr
[(
σ2)⊗N ⊗ σ⊗(M−N)

]
= Tr

[
σ⊗M

]
= 1 (6.17)

where in the second to last equality we have used σ2 = σ as σ is a pure state. We see that the trace is
even indepent of our choice of σ, and we can thus directly conclude that

F(T̂∗) = d[N ]
d[M ] (6.18)

6.3.2. Calculating ∆one: the Black Cow Factor of T̂∗
In the proof of optimality in Chapter 7, we will calculate ∆one of any optimal cloning map. This figure
of merit will be rewritten in terms of what [Wer98] describes as the "Black Cow Factor", a factor that
only depends on the provided cloning map.

The "Black Cow Factor" has originally been used in the description of the (more specific) problem of
cloning qubits: let us thus briefly limit our objective to qubits. In this case, a (possibly mixed) density
operator ρ(in) of one qubit can be described as

ρ(in) = 1
2

(
IdH + ~s (in) · ~σ

)
(6.19)

where H = C2, ~s (in) denotes the Bloch vector, and ~σ denotes the three Pauli matrices (which span
su(2), see Definitions 2.2.5). As the eigenvalues of ρ(in) are 1/2(1± ‖~s (in)‖), all pure states must have
‖~s (in)‖ = 1, and all mixed states have ‖~s (in)‖ < 1. Geometrically, this means that pure states are on
the surface of the Bloch sphere, whilst mixed states lie within its volume.

An important argument from [BDE+98, Section II.a] states that, if we look at a quantum cloner
with the unitary covariance property, then this cloner needs to treat all input states in the same way.
The authors then argue that if we look at the reduced density matrix of one of the clones, this must be
a rescaled, but not rotated, version of the Bloch vector of the original qubit. This is due to the property
that a rotation always has two fixed points on the sphere, and the two corresponding states would be
transformed in a special way by the cloner, which is not allowed by its unitary covariance property.

This argument from [BDE+98] leads us to write the reduced density matrix of one output clone as
(see [BEM98]):

ρ(out) = 1
2

(
IdH + η(N,M) · ~s (in) · ~σ

)
(6.20)

where we now clearly see that no rotation takes place, and the Bloch vector is shrunk by a shrinking
factor η(N,M). In this picture, an optimal cloner would produce an η(N,M) that is as close to 1 as
possible. Also note that the shrinking of the Bloch vector means that the output state is a mixed state.

We now wish to describe a similar factor γ(T ) that coincides with the definition of η(N,M) in the
special case of qubits. To introduce this factor, we must first have a way of computing the reduced
density matrix of one output clone, that no longer needs to be a qubit. In order to do so, let us first
introduce the one-site restriction (a partial trace over all but one clone), and then a description that is
similar to ρ(out).

Definition 6.3.1 (One-site restriction). Given any density matrix ρ ∈ S(H⊗n) for some n ∈ Z≥1.
We define R : B(H⊗n)→ B(H) as its one-site restriction by

Tr [R(ρ)A] = Tr
[
ρ
(
A⊗ Id⊗(n−1)

H

)]
∀A ∈ B(H) (6.21)
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This one-site restriction is the partial trace over all but the first quantum copy.

We wish to find an explicit expression for R
(
T̂∗(σ⊗N )

)
. We prove for an arbitrary quantum

operation T∗ that has the unitary covariance property:

Theorem 6.3.2. Given any quantum operation T∗ : S(H⊗N+ ) → S(H⊗M ) with unitary covariance.
There exists a factor γ(T ) such that, for any pure σ ∈ S(H):

R
(
T∗
(
σ⊗N

))
= γ(T )σ + [1− γ(T )] (1/d)IdH (6.22)

Proof. Let us denote RT (σ) := R
(
T∗
(
σ⊗N

))
for brevity. Choose any pure σ ∈ S(H). Define

S := Span {σ, IdH} ⊂ B(H) ; S′ := {A ∈ B(H) | AB = BA ∀B ∈ S} (6.23)

We call S′ the commutant (set) of S. We claim that S is a ∗-subalgebra of B(H). As S is the linear span
of two elements of B(H), it is a vector space. It is also closed under matrix multiplication, as σ2 = σ as
σ is a pure state, thus S is an algebra. Furthermore, σ∗ = σ as σ is a density matrix, thus S is closed
under the involution. Thus, S is a unital ∗-subalgebra of B(H), and as H is finite-dimensional, we
have a variant of the Von Neumann bicommutant theorem: S′′ := (S′)′ = S. See for example [Jon09,
page 12]. Note that S′ simply consists of all operators that commute with σ, as all operators trivially
commute with (multiples of) IdH.

We now claim that RT (σ) ∈ S′′. As S′′ = S, it then directly follows that RT (σ) is a linear
combination of σ and IdH, which we would like to prove.

We first show that, by unitary covariance of T∗, we must have that RT (σ) commutes with all unitaries
that commute with σ (that is, all unitary operators in S′). Using the covariance of T∗, we directly see
that, for any unitary operator u:

Tr [RT (uσu∗)A] = Tr
[
u⊗MT∗

(
σ⊗N

)
u∗⊗M

(
A⊗ Id⊗(N−1)

H

)]
(6.24)

Using the cyclic property of the trace, we can let the unitaries first act on the observable A (tensored
on by the identity), and we find

Tr [RT (uσu∗)A] = Tr
[
T∗
(
σ⊗N

) (
(u∗Au)⊗ Id⊗(N−1)

H

)]
= Tr [RT (σ)u∗Au] (6.25)

using the cyclic property of the trace again, and using the fact that this derivation holds for arbitrary
observable A, we see that RT (uσu∗) = uRT (σ)u∗. And thus indeed, if the unitary u commutes with σ,
on the left-hand side we simply have RT (σ), and we thus find:

u ∈ S′ =⇒ [u, σ] = 0 =⇒ [RT (σ), u] = 0 (6.26)

As a last part in our proof, we need to prove the notion that if RT (σ) commutes with all unitary
operators in S′ (which we have already proven), this implies that RT (σ) actually commutes with all
operators in S′. We leave this technical proof to Appendix A.4.1.

Thus, we have that RT (σ) ∈ S′′ = S. Thus, we must have

RT (σ) = ασ + βIdH (6.27)

as RT (σ) ∈ S(H), it must have unity trace. The trace of σ is unity, the trace of IdH is d, thus we see
that α+ dβ = 1. We call α := γ(T, σ) and we find:

RT (σ) = γ(T, σ)σ + 1− γ(T, σ)
d

IdH (6.28)

We only need to prove that the factor γ(T, σ) is actually independent of our choice of σ. Note that
for any two pure density matrices σ and ρ, we can always find a unitary such that uσu∗ = ρ, thus we
only need to prove that γ(T, σ) = γ(T, uσu∗) for arbitrary σ and u. We can use the covariance property
of T∗ to reach this goal:

RT (uσu∗) = γ(T, uσu∗)uσu∗ + 1− γ(T, uσu∗)
d

IdH (6.29)
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We have already shown that this must equal uRT (σ)u∗, and we have:

uRT (σ)u∗ = u

(
γ(T, σ)σ + 1− γ(T, σ)

d
IdH

)
u∗ = γ(T, σ)uσu∗ + 1− γ(T, σ)

d
IdH (6.30)

Equating both expressions, and taking both identity operators to one side, we find:

[γ(T, uσu∗)− γ(T, σ)]uσu∗ = 1
d

[γ(T, uσu∗)− γ(T, σ)] IdH (6.31)

so either uσu∗ = 1
d IdH =⇒ σ = 1

d IdH, in which trivially γ(T, uσu∗) = γ(T, σ), or indeed γ(T, uσu∗) =
γ(T, σ). So in either case, we have γ(T, uσu∗) = γ(T, σ), and we can thus conclude that γ is only
dependent on T , not on σ.

We now have the tools to connect the shrinking factor η(N,M) from the beginning of this subsection
to the Black Cow Factor γ(T ), by the following observation:
Corollary 6.3.3 (Black Cow Factor and shrinking factor). The Black Cow Factor γ(T ) equals
η(N,M) in the qubit case d = 2
Proof. Firstly, let us rewrite the qubit case, where we assume the input qubit to be in a pure state
|ψ〉 〈ψ| [BDE+98, Section I]:

ρ(out) = η |ψ〉 〈ψ|+ (1− η) · (1/2)IdH where |ψ〉 〈ψ| := 1
2

(
IdH + ~s (in) · ~σ

)
(6.32)

If we compare this with the one-site restriction, where σ = |ψ〉 〈ψ|:

R
(
T∗
(
σ⊗N

))
= γ(T ) |ψ〉 〈ψ|+ (1− γ(T )) · (1/d)IdH (6.33)

then we directly see that indeed these expressions overlap in the case d = 2, and more generally seem
to describe the same phenomenon: the shrinking factor and Black Cow Factor give a measure to the
amount of information lost by cloning if we look at an individual clone: in the perfect (impossible) case,
we would lose no information and thus γ(T ) = 1, and in the worst case, we would lose all information
and γ(T ) = 0, resulting in a reduced density matrix equal to the maximally mixed state.

From this construction of the one-site restriction of T̂∗, we can now actually calculate γ(T̂∗).
Theorem 6.3.4. We have γ(T̂ ) = N

N+d ·
M+d
M

Proof. This proof follows the argument of [Wer98]. In order to calculate γ(T̂ ), we calculate Tr [σRT (σ)]
in two ways. First, note that

Tr
[
σR
(
T̂∗
(
σ⊗N

))]
= Tr

[
γ(T̂ )σ2 + 1− γ(T̂ )

d
σ

]
= γ(T̂ ) + 1− γ(T̂ )

d
(6.34)

On the other hand, we can also manually compute:

Tr
[
σR
(
T̂∗
(
σ⊗N

))]
= Tr

[
T̂∗
(
σ⊗N

) (
σ ⊗ Id⊗(M−1)

H

)]
(6.35)

by definition of R. Note that T̂∗ outputs systems in H⊗M+ , thus it does not matter which clone we test
in the trace. We can express this as:

Tr
[
T̂∗
(
σ⊗N

) (
σ ⊗ Id⊗(M−1)

H

)]
= 1
M

Tr
[
M∑
k=1

σ(k)T̂∗
(
σ⊗N

)]
(6.36)

where, per usual, σ(k) := Id⊗(k−1)
H ⊗ σ ⊗ Id⊗(M−k)

H .
This is a useful expression when we substitute in the expression for T̂∗:

1
M

Tr
[
M∑
k=1

σ(k)T̂∗
(
σ⊗N

)]
= d[N ]
d[M ] ·M Tr

[
M∑
k=1

σ(k)SM

(
σ⊗N ⊗ Id⊗(M−N)

H

)
SM

]
(6.37)

Namely,
∑M
k=1 σ(k) commutes with permutations, and by linearity commutes with SM . We thus look

at traces of the form
Tr
[
SMσ(k)

(
σ⊗N ⊗ Id⊗(M−N)

H

)
SM

]
(6.38)
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In the case 1 ≤ k ≤ N , we simply apply σ to σ in the k-th index, and as σ2 = σ as it is a pure
state, for all these cases applying σ(k) changes nothing. Thus for these first N cases we have

Tr
[
SM

(
σ⊗N ⊗ Id⊗(M−N)

H

)
SM

]
= d[M ]
d[N ] Tr

[
T̂∗
(
σ⊗N

)]
= d[M ]
d[N ] (6.39)

In the case N < k ≤M , we apply σ to the identity operator, and thus end with a tensor product in
which σ is present on N + 1 places. Note that the order in which the tensor product state is presented
to SM does not actually matter; only the amount of places in which σ is present affects the outcome.
Namely, for any N < k ≤ M , take the permutation π ∈ SM that transposes the entries N + 1 and k.
Then applying Vπ results in σ⊗(N+1)⊗ Id⊗(M−N−1)

H . But we have already argued that SMVπ = SM for
any Vπ, thus we can simply write:

SM

[
σ(k)

(
σ⊗N ⊗ Id⊗(M−N)

H

)]
SM = SM

(
σ⊗(N+1) ⊗ Id⊗(M−N−1)

H

)
SM (6.40)

Identifying this with the cloning map T̂∗ if it would take in N + 1 clones, we follow the same argument
as the previous case to determine that the trace must equal

Tr
[
SMσ(k)

(
σ⊗N ⊗ Id⊗(M−N)

H

)
SM

]
= d[M ]
d[N + 1] (6.41)

We can then combine these cases to find:

1
M

Tr
[
M∑
k=1

σ(k)T̂∗
(
σ⊗N

)]
= d[N ]
d[M ] ·M

(
N
d[M ]
d[N ] + (M −N) d[M ]

d[N + 1]

)
(6.42)

By equating the expression for γ(T̂ ) and the expression above, we can find (for a tedious derivation,
see Appendix A.5.1)

γ(T̂ ) = N

N + d
· M + d

M
(6.43)

In the most atomic situation of copying one qubit to two qubits, the resulting Black Cow Factor
equals (1/3) · (4/2) = 2/3, which is equal to the optimal value of the shrinking factor η found by for
example [BDE+98].



7
Proof of optimality

Thus far, we have seen certain characteristics of the proposed cloning map, such as its fidelity and its
permutation covariance. We now have enough mathematical tools and have laid the foundations for
the main purpose of this paper: to prove that the proposed map is indeed optimal with respect to the
figures of merit. In this chapter, we will prove these assertions.

7.1. Proof of optimality with respect to fidelity
Theorem 7.1.1. [Wer98] Given any quantum operation T∗ : S(H⊗N+ ) → S(H⊗M ). This quantum
operation has

F(T ) := inf
σ , pure

Tr
[
σ⊗MT∗(σ⊗N )

]
≤ d[N ]
d[M ] (7.1)

with equality iff T = T̂

Let us first discuss an outline of the proof. Note that the proposed optimal cloning map T̂∗ outputs
quantum states on H⊗M+ , so it would be natural to look for a way to assert that any optimal cloning
map must have this property. In order to do so, we can split H⊗M in the direct sum of H⊗M+ and its
orthogonal complement. By choosing the maximally mixed state on H⊗N+ as input and using Schur’s
lemma, we can prove that the part of the output state supported by H⊗M+ must be a scalar multiple of
the identity operator. Further note that σ⊗M is a state on H⊗M+ (and thus orthogonal to any state on
its orthogonal complement), so in calculating the fidelity, the part of the output state supported by the
orthogonal complement of H⊗M+ does not contribute anything. Thus, for a cloning map to be optimal,
a maximally mixed input state should be mapped to the maximally mixed state on H⊗M+ . From this
observation, the fidelity inequality will follow, and we can also show that this constraint is powerful
enough to completely fix the behaviour of the cloning map, proving that there is a unique quantum
operation with optimal fidelity.

Proof of the fidelity inequality. Assume T∗ is optimal with respect to F . Such a cloning map exists by
Appendix A.6.1. We will first show that we must have T ∗(τN ) = τM , i.e. the maximally mixed state
τN := d[N ]−1SN is imaged on τM := d[M ]−1SM , thus also directly showing that the output state is
supported by H⊗M+ (which is not an a priori requirement). From this it will follow that indeed the
fidelity is bounded from above by d[N ]/d[M ].

Let us consider τN on H⊗N+ . We have already seen that SN (and thus τN ) commutes with all unitaries
u⊗N , and by covariance of T ∗ we have:

T ∗(τN ) = T ∗
(
u⊗NτNu

∗⊗N) = u⊗MT ∗ (τN )u∗⊗M ⇐⇒
[
T ∗(τN ), u⊗M

]
= 0 ∀u ∈ U(d) (7.2)

We know that T (τN ) must produce a density matrix on H⊗M . We can split this output space into
H⊗M+ and its orthogonal complement. But we have seen that

(
π+
M ,H

⊗M
+
)
is an irreducible representa-

tion, and as the output needs to commute with π+
M (u) for all u ∈ U(d), the output on this subspace

32
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thus needs to be a multiple of the identity on H⊗M+ by Schur’s Lemma (see Definitions 2.2.20). We can
thus write:

T ∗(τN ) = λ

d[M ]SM + (1− λ)χ (7.3)

where SM = IdH⊗M+
, and χ is a density matrix on the orthogonal complement of H⊗M+ , and 0 ≤ λ ≤ 1.

We can now use the useful fact that if we trace over this quantity with σ⊗M , the χ-term will cancel
as χ is orthogonal to all density matrices on H⊗M+ .

Furthermore, we change to argument of T ∗ to SN − σ⊗N . We know this must a positive operator,
as σ⊗N is a projection whose range is contained in the range of projection SN . We thus find:

0 ≤ Tr
[
σ⊗MT ∗

(
SN − σ⊗N

)]
= d[N ] Tr

[
σ⊗MT ∗(τN )

]
− Tr

[
σ⊗MT ∗

(
σ⊗N

)]
(7.4)

The first trace evaluates to λd[N ]/d[M ] Tr
[
σ⊗MSM

]
, and as we know σ⊗MSM = σ⊗M , this just leaves

us with the constant factor.
The second trace has a familiar form: its infimum over σ is precisely F(T ). An important observation

is the following: for all pure states σ and ρ on H, we can find a unitary transformation u such that
uσu∗ = ρ. Let us denote σu := uσu∗. We can then compute:

Tr
[
σ⊗MT ∗

(
σ⊗N

)]
=
∫

U(d)
Tr
[
σ⊗Mu T∗

(
σ⊗Nu

)]
du = (7.5)∫

U(d)
Tr
[
ρ⊗Mu T∗

(
ρ⊗Nu

)]
du = Tr

[
ρ⊗MT ∗

(
ρ⊗N

)]
(7.6)

Thus we see that this trace is actually independent of our choice of σ. Thus, we can substitute F(T ) = F̂
in place of the second trace. We then find:

0 ≤ λ d[N ]
d[M ] − F̂ =⇒ F̂ ≤ λ d[N ]

d[M ] ≤
d[N ]
d[M ] (7.7)

with equality for the last part for λ = 1. Thus indeed, T ∗(τN ) = τM in the optimal case, and F̂ ≤
d[N ]/d[M ].

Proof of the fidelity equality. We are left with proving that if a cloner has the optimal fidelity, it must
be the optimal cloning map T̂ that we have already found.

From the previous proof, we must have λ = 1 in the case of optimality. But then, for any σ⊗N input
state, T ∗ must output a state on H⊗M+ . As permutations and unitary operations commute, the same
argument holds for T∗, as T ∗ is just an average over all unitarily rotated copies of T∗. Looking at the
last inequality with λ = 1, we see that

Tr
[
σ⊗MT ∗

(
SN − σ⊗N

)]
= 0 =⇒

∫
U(d)

Tr
[
σ⊗Mu T∗

(
SN − σ⊗Nu

)]
du = 0 (7.8)

where we have used that u⊗NSNu∗⊗N = SN , as they commute. The integrand is nonnegative as
T∗(SN − σ⊗Nu ) is a positive operator for any σu, so we must have

Tr
[
σ⊗MT∗

(
SN − σ⊗N

)]
= 0 ∀σ ∈ S(H) (7.9)

We can now employ Stinespring’s dilation theorem (see for example [Jan10, page 18]) to write

T∗(ρ) = F̂ · V ∗ (ρ⊗ IdK)V , ρ ∈ S(H⊗N+ ) (7.10)

for V : H⊗M+ → H⊗N+ ⊗ K and some auxiliary Hilbert space K. Here we used the factor F̂ so that for
an optimal cloner we have V ∗V = IdH⊗M+

. Then we can rewrite our optimality condition as:

〈ψ⊗M , V ∗
[(
SN − σ⊗N

)
⊗ IdK

]
V , ψ⊗M 〉 = 0 ∀σ = |ψ〉 〈ψ| ∈ S(H) (7.11)

We wish to rewrite this to
∥∥[(SN − σ⊗N)⊗ IdK

]
V ψ⊗M

∥∥2 = 0.
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First note the following:[(
SN − σ⊗N

)
⊗ IdK

]2 =
(
S2
N − SNσ⊗N − σ⊗N +

(
σ2)⊗N)⊗ IdK =

(
SN − σ⊗N

)
⊗ IdK (7.12)

where we have used S2
N = SN (as SN is a projector), and σ⊗N = SNσ

⊗N = σ⊗NSN . Intuitively, this
works out as both SN−σ⊗N and IdK are projectors. Further note that we have

[(
SN − σ⊗N

)
⊗ IdK

]∗ =[(
SN − σ⊗N

)
⊗ IdK

]
.

Thus, we can rewrite the previous statement into:

〈ψ⊗MV ∗
[(
SN − σ⊗N

)
⊗ IdK

]∗
,
[(
SN − σ⊗N

)
⊗ IdK

]
V ψ⊗M 〉 =

∥∥[(SN − σ⊗N)⊗ IdK
]
V ψ⊗M

∥∥2

(7.13)
thus the optimality condition can be expressed as

[(
SN − σ⊗N

)
⊗ IdK

]
V ψ⊗M = 0. This in turn means

that V ψ⊗M must be in the subspace ψ⊗N ⊗K. So V ψ⊗M = ψ⊗N ⊗ ξ(ψ), with some vector ξ(ψ) ∈ K.
Although we cannot explicitly calculated ξ(ψ), we can calculate inner products:

〈φ, ψ〉M = 〈φ⊗M , ψ⊗M 〉 = 〈V φ⊗M , V ψ⊗M 〉 = 〈φ⊗N ⊗ ξ(φ) , ψ⊗N ⊗ ξ(ψ)〉 = 〈φ, ψ〉N 〈ξ(φ), ξ(ψ)〉K
(7.14)

Thus we have
〈ξ(φ), ξ(ψ)〉K = 〈φ, ψ〉M−N (7.15)

That this derivation also holds in the case 〈φ, ψ〉 = 0 is further proven in the Appendix: globally
speaking, we prove that ξ depends continuously on φ, and thus we can take limits (see Appendix
A.7.1).

Now we have all information to compute the matrix elements of the optimal cloning map. But then,
the map is uniquely determined. As we have already proven that T̂ has optimal fidelity, it must be the
uniquely determined optimal cloning map with respect to the fidelity.

Remark 7.1.2. We can also write out the matrix elements to actually check that our optimal cloning
map indeed has these matrix elements:

Let T be any optimal cloning map, and take any kind of basis
{
|ψ⊗Mi 〉

}
i
of H⊗M+ . Furthermore,

we will consider any kind of input |φ⊗N 〉 〈φ⊗N |. We then find:

〈ψ⊗Mi | T∗
(
|φ⊗N 〉 〈φ⊗N |

)
|ψ⊗Mj 〉 = F̂ · 〈ψ⊗Mi | V ∗

[
|φ⊗N 〉 〈φ⊗N | ⊗ IdK

]
V |ψ⊗Mj 〉 = (7.16)

F̂ · 〈ψi|⊗N ⊗ 〈ξ(ψi)|K
[
|φ⊗N 〉 〈φ⊗N | ⊗ IdK

]
|ψj〉⊗N ⊗ |ξ(ψj)〉K = (7.17)

F̂ · 〈ψi | φ〉N · 〈φ | ψj〉N · 〈ξ(ψi) | ξ(ψj)〉K = F̂ 〈ψi | φ〉N · 〈φ | ψj〉N · 〈ψi | ψj〉M−N (7.18)

where, in the second equality, we have used the description of V |ψ⊗M 〉.

We can now compare this with the matrix element for our optimal map T̂ :

〈ψ⊗Mi | T̂∗
(
|φ⊗N 〉 〈φ⊗N |

)
|ψ⊗Mj 〉 = F̂ · 〈ψ⊗Mi | SM

(
|φ⊗M 〉 〈φ⊗M | ⊗ Id⊗(M−N)

H

)
SM |ψ⊗Mj 〉 = (7.19)

F̂ · 〈ψ⊗Mi |
(
|φ⊗N 〉 〈φ⊗N | ⊗ Id⊗(M−N)

H

)
|ψ⊗Mj 〉 = F̂ · 〈ψi | φ〉N · 〈ψi | ψj〉(M−N) · 〈φ | ψj〉N (7.20)

Where in the second equality, we have used the fact that SM |ψ〉⊗M = |ψ〉⊗M , as this vector is already
symmetric.

By comparing the results, we indeed see that the two maps are equivalent. Thus, the only possible
optimal map is indeed T̂ .

7.2. Proof of optimality with respect to single clone test
Theorem 7.2.1. [KW99] Given any quantum operation T : B(H⊗M )→ B(H⊗N+ ). We have

∆one(T ) := sup
a,ψ,k

∣∣〈ψ⊗N , T
(
a(k)

)
ψ⊗N 〉 − 〈ψ , aψ〉

∣∣ ≥ d− 1
d

∣∣∣∣1− N

N + d
· M + d

M

∣∣∣∣ (7.21)

with equality iff T = T̂ .
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To prove this theorem, we will need considerably more heavy mathematical machinery. We will
develop a proof for any general Hilbert space H = Cd, but in the end we will solely focus on the qubit
case d = 2 to optimize the cloning map. Note that we assume T to be permutation invariant and
unitary covariant: if not, by Chapter 5 we can construct an average map that performs at least as well.

Let us first discuss an outline of the proof below. Our goal is to construct a way to explicitly calculate
T (a(k)), such that we can calculate ∆one. We first show that this is determined by a factor ω(T ) that is
very closely related to the Black Cow Factor γ(T ) that was introduced and calculated for the proposed
optimal cloning map in Section 6.3.2. The Lie group and representation theory necessary for this
argument is presented in Section 7.2.1, and the calculations for T (a(k)) in terms of ω(T ) (and γ(T )) can
be found in Sections 7.2.2 and 7.2.3. We can then rewrite ∆one in terms of γ(T ) in Section 7.2.4. We
can then shift our attention to optimizing γ(T ) (or equivalently, ω(T )). To find an explicit expression
for ω(T ), we decompose our output space H⊗M into smaller (irreducible) representations, and on each
of these subspaces we further decompose our cloning map using a covariant version of Stinespring’s
dilation theorem in Section 7.2.5. We then turn our attention to the qubit case, and with the use of
total angular momentum (the Casimir element), we can find an explicit expression for ω(T ) in Section
7.2.6. We are then left with optimizing this expression in Section 7.2.7, which will conclude the proof.

We start with a general observation: We have already discussed that our optimal cloning map is
permutation invariant, so we know that

T (a(k)) = 1
M
T

(
M∑
k=1

a(k)

)
(7.22)

The right-hand side is useful, because T is applied to a generator of the Lie algebra su(d). Thus, we
first turn our attention to this Lie algebra:

7.2.1. The Lie algebra su(d)
Recall from the Definitions Chapter that the Lie algebra su(d) carries a differential representation
(see Definition 2.2.21) for any representation on SU(d). We are interested in the Lie algebra and its
representation because of the following identification:

Theorem 7.2.2. For any a ∈ B(H) with Tr [a] = 0 we have

∂π⊗M� (a) =
M∑
k=1

a(k) (7.23)

Proof. First note that we can apply π⊗M� to a (whilst it is not necessarily anti-Hermitian) if we uniquely
extend the representation π⊗M� (a) (and thus also ∂π⊗M� (a)) by complexification from su(d) to sl(d,C)
(see Definitions 2.2.25). Furthermore, we can calculate:

∂π⊗M� (a) := d
dt
(
eta
)⊗M ∣∣∣∣

t=0
= (7.24)(

d
dte

ta

)
⊗ eta ⊗ · · ·

∣∣∣∣
t=0

+ eta ⊗
(

d
dte

ta

)
⊗ eta ⊗ · · ·

∣∣∣∣
t=0

+ · · · = (7.25)

(a⊗ IdH ⊗ · · · ) + (IdH ⊗ a⊗ IdH ⊗ · · · ) + · · · =
M∑
k=1

a(k) (7.26)

Thus, in this context we see that to calculate T (a(k)), we can instead look at the behaviour of T on
generator elements of the Lie algebra representation. We wish to connect this to the special property
of the cloning map: unitary covariance. We arrive at:
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Definition 7.2.3. [KW99, Section III.B] Let π : G→ B(Hπ) be a finite dimensional unitary represen-
tation of a Lie group G with Lie algebra g. Then g is nondenegerate in B(Hπ) with respect to π if
any linear operator L : g→ B(Hπ) with the covariance property π(g)L(X)π(g)∗ = L(gXg−1) is of the
form L(X) = λ · ∂π(X) for some λ ∈ C.

Remark 7.2.4. Note that this is closely related to Schur’s Lemma (i.e. intertwiners between represen-
tations). One can see this as follows:

Let us first define the adjoint representation of a Lie group G. This is quite a special representa-
tion, because the vector space of this representation is the Lie algebra g itself. Hence, it is a mapping
Ad : G→ GL(g) such that it respects the group operation. The representation is given by

Adjoint representation : (Ad, g) ; Ad(g) = g(·)g−1 (7.27)

where we mean that ∀X ∈ g we have Ad(g)(X) = gXg−1. We thus see that the right hand side of the
covariance property in the definition is actually the composition L ◦Ad(g).

Similarly, we discuss the left-hand side of the covariance property. The map g 7→ π(g)(·)π(g)∗ can
actually be understood as the representation π ⊗ π∗ in the following sense: L maps elements of g to
B(Hπ), and B(Hπ) ∼= Hπ ⊗H∗π, on which the representation π ⊗ π∗ works. Thus, the left-hand side of
the covariance property is the composition π ⊗ π∗ ◦ L.

We now see that indeed the covariance property can be understood as being an intertwiner between
the tensor product representation π ⊗ π∗ and the adjoint representation Ad.

Theorem 7.2.5. su(d) is nondegenerate in B(H⊗N+ ) with respect to π+
N .

Proof. We only sketch the proof for d ≥ 3, and explicitly give a proof for the case d = 2. In the previous
remark we have already done quite some work: if one can prove that the representation Ad is contained
exactly once in the decomposition in irreducibles of π⊗π∗, then by Schur’s Lemma the theorem follows.
In general this is true for su(d) for any d ≥ 2 with respect to the irreducible representation π+

N . See
[KW99, Appendix A.4]. In the following proof we will only focus on the case d = 2, because all
irreducible representations of SU(2) are well-known and its tensor powers are easily decomposed into
irreducibles.

In the case of d = 2, all possible irreducible representations can be labelled by one half-integer
index, called the total angular momentum number j ∈ 1

2Z≥0. Let (πj , Dj) be those irreducible
representations, where dimDj = 2j+1. We then have that π+

N is isomorphic to π2j , which we can deduce
simply by looking at dimensions, as all irreducible representations of su(2) have a unique dimension:

dimH⊗N+ =
(

2 +N − 1
N

)
= N + 1 = dimDj if N = 2j (7.28)

Note that, as discussed in Definitions 2.2.5, su(2) is spanned by the three Pauli matrices, and has
thus dim su(2) = 3. But, there is a unique irreducible representation with dimension 3: D1. Thus, we
must have D1 ∼= su(2) if we picture both as representations, with su(2) the adjoint representation.

Furthermore, because we work in finite dimensional spaces and the representations are unitary, we
can identify H∗π ∼= Hπ. Thus, we look at maps

L : su(2) ∼= D1 → B(H⊗N+ ) = B(Dj) ∼= Dj ⊗D∗j ∼= Dj ⊗Dj for j = N/2 (7.29)

There is a beautiful decomposition of tensor products of irreducible representations in the case of su(2),
which is (see, for example, [FH04, page 151]):

Dj ⊗Dk
∼= D|j−k| ⊕D|j−k|+1 ⊕ · · · ⊕Dj+k (7.30)

But then, in our case, we have:

D1
L−→ D0 ⊕D1 ⊕D2 ⊕D3 ⊕ · · · ⊕D2j (7.31)

But, this is a mapping from an irreducible representation to the direct sum of irreducible representations.
By Schur’s lemma, the mapping to all spaces Dj with j 6= 1 must be the trivial zero map, and the
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mapping to the space D1 must be a multiple of the identity. Thus, the space of admissible L is one-
dimensional.

To find an expression for L : su(2)→ B(Hπ), we can look at the linear map ∂π+
N , as this satisfies

π+
N (u)∂π+

N (X)π+
N (u)∗ = ∂π+

N

(
uXu−1) (7.32)

and thus we immediately see that we must have L(X) = λ · ∂π+
N (X) for some λ ∈ C.

Corollary 7.2.6. Let π : SU(d) → B(Hπ) be a unitary representation, and let T : B(Hπ) → B(H⊗N+ )
be a CPTP and SU(d)-covariant map, i.e.

T (π(u)Aπ(u)∗) = π+
N (u)T (A)π+

N (u)∗ (7.33)

Then there exists a number ω(T ) such that

T (∂π(a)) = ω(T )
N∑
k=1

a(k) (7.34)

for every a ∈ B(H) with Tr(a) = 0.

Proof. We know that su(d) is nondegenerate in B(H⊗N+ ) with respect to π+
N . We have the linear map

(T ◦ ∂π) : su(d)→ B(H⊗N+ ) ; ∂π : su(d)→ B(Hπ) (7.35)

where ∂π is the representation of the Lie algebra su(d) induced by the representation π of SU(d). We
can check the covariance:

π+
N (u) (T ◦ ∂π) (X)π+

N (u)∗ = T (π(u)∂π(X)π(u)∗) = T
(
∂π(uXu−1)

)
(7.36)

Thus, by the definition of nondegenerate Lie algebras, we now have:

T (∂π(a)) = ω(T )∂π+
N (a) (7.37)

for some factor ω(T ) ∈ C that only depends on T . We have already seen that π+
N (a) =

∑N
k=1 a(k).

7.2.2. Explicit expression for T (a(k))
Starting out from our wish to find a way to calculate T (a(k)), we are now capable of calculating
T (∂π⊗M� (a)) by Corollary 7.2.6, and we have already seen by Theorem 7.2.2 that ∂π⊗M� (a) is actually
a sum over operators of the form a(k). Thus, we now turn our focus to expressing T (a(k)) in terms of
ω(T ), such that we can express ∆one(T ) in terms of ω(T ) as well in the next sections. We follow the
argument of [KW99, Section III.B]. First, for any operator a ∈ B(H), we find a traceless operator a′
such that:

a = Tr [a]
d

IdH + a′ := α · IdH + a′ and thus a(k) = αId⊗MH + a′(k) (7.38)

We can then calculate:

T
(
a(k)

)
= T

(
α · IdH + a′(k)

)
= αIdH⊗N+

+ T (a′(k)) = αIdH⊗N+
+ 1
M
T

(
M∑
l=1

a′(l)

)
(7.39)

= αIdH⊗N+
+ 1
M
T
(
∂π⊗M� (a′)

)
= αIdH⊗N+

+ ω(T )
M

N∑
l=1

a′(l) (7.40)

We now substitute α = Tr(a)
d , and we use a′ = a− αIdH ,we find:

T
(
a(k)

)
= Tr(a)

d
IdH⊗N+

+ ω(T )
M

(
N∑
l=1

a(l)

)
− N

M
ω(T )Tr(a)

d
IdH⊗N+

= (7.41)

Tr(a)
d

(
1− Nω(T )

M

)
IdH⊗N+

+ ω(T )
M

(
N∑
l=1

a(l)

)
(7.42)
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7.2.3. Connection between γ and ω
Before we proceed, we can point out a very specific connection between the factors ω(T ) and γ(T ) for
any quantum operation T∗ : S(H⊗N+ )→ S(H⊗M ) with the unitary covariance property:

Theorem 7.2.7. We have
γ(T ) = N

M
ω(T ) (7.43)

Proof. The defining equation for the Black Cow Factor γ(T ) was given in Theorem 6.3.2:

R
(
T∗
(
σ⊗N

))
= γ(T )σ + 1− γ(T )

d
IdH (7.44)

We can thus connect them, for any σ ∈ S(H) and any operator a ∈ B(H):

Tr
[
R
(
T∗
(
σ⊗N

))
a
]

= Tr
[
γ(T )σa+ 1− γ(T )

d
a

]
= γ(T ) Tr [σa] + 1− γ(T )

d
Tr [a] (7.45)

On the other hand, by definition that R is the partial trace over all clones except the first one, we have
that this must also equal:

Tr
[
T∗
(
σ⊗N

) (
a⊗ Id⊗(M−1)

H

)]
= Tr

[
T∗
(
σ⊗N

)
a(1)

]
= Tr

[
σ⊗NT

(
a(1)

)]
(7.46)

With the explicit expression for T (a(k)) found above, we can calculate:

Tr
[
σ⊗NT

(
a(1)

)]
= Tr(a)

d

(
1− N

M
ω(T )

)
Tr
[
σ⊗N IdH⊗N+

]
+ ω(T )

M

N∑
l=1

Tr
[
σ⊗Na(l)

]
(7.47)

First note that the notation σ⊗N IdH⊗N+
is harmless, because σ⊗N ∈ B(H⊗N+ ). If one wishes to, we could

rewrite IH⊗N+
to SN (if we were discussing the larger space H⊗N ⊃ H⊗N+ ) and note that σ⊗NSN = σ⊗N ,

so the first trace simply evaluates to 1. Furthermore, for any l, we have in the last trace:

Tr
[
σ⊗Na(l)

]
= Tr [σ ⊗ · · · ⊗ σ ⊗ (σa)⊗ σ ⊗ · · · ⊗ σ] = Tr [σa] (7.48)

So we find
Tr
[
σ⊗NT

(
a(1)

)]
= N

M
ω(T ) Tr [σa] + 1− (N/M)ω(T )

d
Tr [a] (7.49)

and thus indeed by comparison we see that (N/M)ω(T ) = γ(T ).

7.2.4. Calculation of ∆one(T )
So far, we have expressed T (a(k)) in terms of ω(T ), and we have linked ω(T ) to γ(T ). It is now possible
to express ∆one(T ) in terms of γ(T ), such that the task of optimizing ∆one translates to the task of
optimizing γ(T ).

Let us start with the expectation of T (a(k)) with regards to ψ⊗N , the first expectation we encounter
in the definition of ∆one. We now use γ(T ) = N

M ω(T ), and we can calculate for any ψ ∈ H:

〈ψ⊗N , T (a(k))ψ⊗N 〉 = Tr(a)
d

(1− γ(T )) 〈ψ,ψ〉N + γ(T )
N

N∑
l=1
〈ψ⊗N , a(l) ψ

⊗N 〉 (7.50)

Now we can calculate the individual summands. Each evaluate to:

〈ψ⊗N , a(l) ψ
⊗N 〉 = 〈ψ , ψ〉N−1 · 〈ψ , a ψ〉 (7.51)

Now using 〈ψ , ψ〉 = 1, we finally find:

〈ψ⊗N , T (a(k))ψ⊗N 〉 = Tr(a)
d

(1− γ(T )) + γ(T )
N
·N 〈ψ , a ψ〉 (7.52)



7.2. Proof of optimality with respect to single clone test 39

We thus find:

〈ψ , a ψ〉 − 〈ψ⊗N , T (a(k))ψ⊗N 〉 = −Tr(a)
d

(1− γ(T )) + (1− γ(T )) 〈ψ , a ψ〉 = (7.53)

(1− γ(T ))
(
〈ψ , a ψ〉 − Tr(a)

d

)
(7.54)

In order to evaluate ∆one(T ), we must thus find the supremum of the previous expression for ‖ψ‖ = 1
and 0 ≤ a ≤ IdH.
Theorem 7.2.8. We have

sup
ψ,a

(
〈ψ , a ψ〉 − Tr(a)

d

)
= d− 1

d
(7.55)

where 0 ≤ a ≤ IdH and ‖ψ‖ = 1.
Proof. We know that a is Hermitian (as it is a positive operator, and all positive operators are self-
adjoint, see for example [Fas11]), thus it must have a set of eigenvalues {λi}di=1 with a corresponding
set of eigenvectors {vi}di=1 which is an orthonormal basis for Cd. As this is an orthonormal basis, we
can express ψ as ψ =

∑d
i=1 ψivi with ψi ∈ C. We can then calculate:

〈ψ , a ψ〉 = 〈ψ ,

d∑
i=1

ψiλivi〉 =
d∑
i=1

λi|ψi|2 (7.56)

Further using Tr(a) =
∑d
i=1 λi, we can rewrite our supremum to

sup
{|ψi|2},{λi}

(∑
i

λi|ψi|2 −
∑
i λi
d

)
= sup
{|ψi|2},{λi}

(∑
i

λi
d|ψi|2 − 1

d

)
= 1
d

sup
{|ψi|2},{λi}

∑
i

λi
(
d|ψi|2 − 1

)
(7.57)

and we can rewrite our constraints to 0 ≤ λi ≤ 1 (for 0 ≤ a ≤ IdH, and note that λi ∈ R as a is
Hermitian) and

∑
i |ψi|2 = 1 (as the set of eigenvectors is orthonormal). We thus have an optimalisation

problem, writing βi := |ψi|2 and omitting the prefactor 1
d for now:

max
d∑
i=1

λi (dβi − 1) (7.58)

s.t. 0 ≤ λi ≤ 1 ∀i ∈ {1, . . . , d} (7.59)
βi ≥ 0 ∀i ∈ {1, . . . , d} (7.60)
d∑
i=1

βi = 1 (7.61)

Intuitively, whenever (dβi−1) is positive, we would set λi = 1, and otherwise λi = 0. Then, the problem
looks linear in βi, and thus the distribution of values over βi is unimportant, except that we would like
to have as little λi > 0 as possible, as each time we have the constant factor −1 that lowers the total
result. Thus, we have the following:

Proposition 7.2.9. An optimal solution to this optimalisation problem is λ̂1 = 1, β̂1 = 1, and λ̂i =
β̂i = 0 for all i ∈ {2, . . . , d}, which yields a value of d− 1.

For a formal proof, see Appendix A.8.1. So we have the optimal solution λ1 = 1, |ψ1|2 = 1, and all
other λi = 0 and |ψi|2 = 0. We then indeed find that 〈ψ | aψ〉 = 1, thus our supremum evaluates to
(d− 1)/d, as proposed.

We thus have:

∆one(T ) = |1− γ(T )| sup
a,ψ

(
〈ψ, aψ〉 − Tr(a)

d

)
= d− 1

d
|1− γ(T )| (7.62)

which tells us we need to optimize |1 − γ(T )|. Anticipating that γ(T ) < 1, we optimize γ(T ) and we
show in the process that we must have γ(T ) < 1.
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7.2.5. Explicit expression for ω(T ): decomposition of the cloning map
Thus far, we have expressed the figure of merit ∆one(T ) in terms of γ(T ), which allows us to focus
on optimizing γ(T ). In order to find γ(T ) (or, equivalently, ω(T )), we first have to decompose our
cloning map. Note that (π⊗M� ,H⊗M ) is completely reducible, thus a logical first step would be to
decompose this into a direct sum of irreducible representations, and see how T performs on each of
these representations. We will show that we can write T as a convex sum of quantum operations that
take operators on these smaller representations to operators on H⊗N+ , thus reducing our problem to
finding the irreducible subrepresentation on which the quantum copying works best. Ultimately (with
the proposed unique optimal cloning map in mind), the best irreducible subrepresentation should be
(π+
M ,H

⊗M
+ ). To show this, we need to decompose each quantum cloner even further, using a covariant

version of Stinespring’s dilation theorem. We then specialise to the qubit case, as the irreducible
representations are well-known in this case, and the Casimir element has the physical interpretation of
total angular momentum. We can then explicitly calculate and optimize ω, which concludes the proof
in the qubit case.

Decomposition of T by reducibility of π⊗M�

An important duality exists between the representations π⊗M� of SU(d) and Vπ of SM : they act du-
ally on H⊗M , meaning that their commutant algebras are precisely linear combinations of the other
representation. In other words, any operator that commutes with π⊗M� must be a linear combination
of permutation operators, and vice versa. See for example [Sim95, Thm. IX.11.5]. This proves useful
when we combine this with the covariance of the cloning map T and the irreducibility of π+

N to get to
Schur’s Lemma.

First note that π⊗M� is a finite-dimensional, unitary representation of the compact group SU(d), and
is completely reducible, so we can decompose it into a direct sum of irreducibles. Thus, we can write

H⊗M ∼=
⊕
α

Hα (7.63)

where each (πα,Hα) is an irreducible representation, with the restriction πα = π⊗M� � Hα. We wish
to study T on each irreducible representation individually. In order to do this, first note that this
decomposition comes equipped with the orthogonal projection Eα : H⊗M → Hα. These Eα need
to be linear combinations of permutations by our previous observations, as they commute with the
representation π⊗M� . Let us investigate this shortly: for any ψ ∈ H⊗M we have ψ =

∑
α′ ψα′ with

ψα′ ∈ Hα′ , and then Eαψ = ψα, and π⊗M� (u)ψ =
∑
α′ πα′(u)ψα′ . Thus, first letting Eα act on ψ, and

then letting πα act on ψα has the same result as first applying π⊗M� to ψ and then applying Eα, and
thus Eα en π⊗M� commute. By the duality theorem in the previous paragraph, Eα must be a linear
combination of permutation operators.

As T is permutation invariant, we can see:

T (PπA′P ∗π ) = T (A′) A′=APπ=⇒ T (PπA) = T (APπ) ∀A ∈ B(H⊗M ) , ∀π ∈ SM (7.64)

By using E2
α = Eα as it is a projector, we now find:

T (A′Eα) = T (EαA′)
A′=AEα=⇒ T (AEα) = T (EαAEα) ∀A ∈ B(H⊗M ) (7.65)

This expression becomes useful when one realises that T (EαAEα) can be interpreted as a cloning
machine, with the added benefit that we can restrict ourselves to bounded operators on Hα. Although
this map is again completely positive by the same argument we used to demonstrate that T̂ is completely
positive, we need to renormalize to make it unital again. We can use the irreducibility of Hα: namely,
the Eα need to commute with the representation π⊗M� . But then, we have by the covariance property
of T :

π+
N (u)T (Eα)π+

N (u)∗ = T
(
π⊗M� (u)Eαπ⊗M� (u)∗

)
= T (Eα) (7.66)

Thus T (Eα) commute with π+
N , but π+

N is irreducible, so by Schur’s lemma we must have T (Eα) =
rαIdH⊗N+

, for some rα ∈ C.
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So we can look at the map Tα(A) := r−1
α T (EαAEα), which is again a cloning map and we can

restrict the input to B(Hα). Using the fact that
∑
αEα = IdH⊗M , we have the convex decomposition:

T (A) = T

(
A
∑
α

Eα

)
=
∑
α

T (AEα) =
∑
α

T (EαAEα) =
∑
α

rαTα(A) (7.67)

As ω is an affine functional, we now find

ω(T ) =
∑
α

rαω(Tα) (7.68)

and as this is a convex decomposition, we now try to find whichever Tα : B(Hα) → B(H⊗N+ ) yields
the highest ω(Tα) and use this as our optimal cloning map. However, to find this, we further need to
decompose each map Tα by using Stinespring’s dilation theorem.

Decomposition of Tα by Stinespring’s dilation theorem
We wish to decompose each Tα according to the covariant Stinespring dilation theorem, first stated by
[Scu79, Th.1].

Let us first note that Tα(A) = r−1
α T (EαAEα) is a linear, completely positive map that we can

interpret as a map from B(Hα) to B(H⊗N+ ). Also, Tα has the unitary covariance property, as T
has the unitary covariance property, and each Eα is a linear combination of permutations, each of
which commute with π⊗M� . According to [KW99, Appendix B], a completely positive map with the
unitary covariance property, together with the fact that πα and π+

N are finite-dimensional unitary
representations, is sufficient that the following covariant version of Stinespring holds:

Tα = V ∗(A⊗ IK)V (7.69)

where V : H⊗N+ → Hα ⊗ K is an isometry that intertwines the respective representations, and K is an
auxiliary Hilbert space carrying a unitary representation π̃ : U(d)→ B(K). We thus have:

V π+
N (u) = (πα(u)⊗ π̃(u))V ; π+

N (u)V ∗ = V ∗ (πα(u)⊗ π̃(u)) (7.70)

We can again study the irreducible subrepresentations: πα is already irreducible, but π̃ is not necessarily
irreducible. We thus again decompose this into irreducible subrepresentations πβ := π̃ � Kβ where we
define Kβ := FβK and where Fβ is a minimal orthogonal projection on K. Note that Fβ commutes with
π̃, thus we can claim: A 7→ V ∗ (A⊗ Fβ)V is a covariant map. Indeed:

πα(u)Aπα(u)∗ 7→ V ∗ [(πα(u)Aπα(u)∗)⊗ Fβ ]V = V ∗ [(πα(u)Aπα(u)∗)⊗ (π̃(u)Fβ π̃(u)∗)]V = (7.71)
V ∗ [(πα(u)⊗ π̃(u)) (A⊗ Fβ) (πα(u)∗ ⊗ π̃(u)∗)]V = π+

N (u)V ∗ (A⊗ Fβ)V π+
N (u)∗ (7.72)

Furthermore, V ∗ (Idα ⊗ Fβ)V commutes with the irreducible representation π+
N :

V ∗ (Idα ⊗ Fβ)V π+
N (u) = V ∗ (Idα ⊗ Fβ) (πα(u)⊗ π̃(u))V = V ∗ (πα(u)⊗ Fβ π̃(u))V = (7.73)

V ∗ (πα(u)⊗ π̃(u)Fβ)V = V ∗ (πα(u)⊗ π̃(u)) (Idα ⊗ Fβ)V = π+
N (u)V ∗ (Idα ⊗ Fβ)V (7.74)

So again by Schur’s Lemma, we have V ∗ (Idα ⊗ Fβ)V = rβIdH⊗N+
for some rβ ∈ C. Thus

Tα =
∑
β

rβTαβ ; Tαβ(A) = r−1
β V ∗(A⊗ Fβ)V (7.75)

where each Tαβ is again a quantum operation B(Hα)→ B(H⊗N+ ).
We must thus now find a way to explicitly calculate ω(Tαβ), and then optimize this with respect to

α and β. We will provide the calculations for the qubit case (d = 2) along the arguments of [KW99,
Section III.E]. The general case starts similarly, but needs some heavy machinery that is not further
discussed in this thesis.
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7.2.6. Explicit expression for ω(T ): the qubit case
Thus far, we have shown that we can optimize ∆one(T ) by optimizing ω(T ), and then sought to calculate
ω(T ) by decomposing the cloning map into a convex sum of Tαβ . These Tαβ(A) for A ∈ B(Hα) are
operators on H⊗N+ that act in the following way: firstly, they take states on H⊗N+ to the product space
Hα⊗K, then apply A⊗Fβ there for some minimal orthogonal projection Fβ on auxiliary Hilbert space
K, and then take the resulting state back to H⊗N+ . We now seek to explicitly calculate ω(Tαβ).

In the qubit case, d = 2, we know the irreducible representations very well, as discussed before
in Section 7.2.1: each irreducible representation could be identified by the total angular momentum
j ∈ 1

2Z≥0, and we had πj ∼= π+
N for N = 2j.

Furthermore, the Lie algebra su(2) is spanned by the three Pauli matrices. It is well known that
the sum of the squares of the angular momentum operators commutes with those operators, and if
measured, returns a value of j(j+1). We call this operator the Casimir invariant operator, see for more
information Definitions 2.36 or for more background information see Appendix B. We can express this
operator as:

C̃2 :=
3∑
k=1

X2
k ; {X1, X2, X3} basis of su(2) with [X1, X2] = X3 (7.76)

This means that ∂πj(C̃2) = j(j + 1)IdDj .
From our previous discussion, see Corollary 7.2.6, we had learned that for any covariant cloning map

T ,
T (∂π(a)) = ω(T )∂π+

N (a) (7.77)

for some factor ω(T ) ∈ C, some operator a ∈ B(H) with Tr(a) = 0, and some differential representation
∂π : su(2)→ B(H⊗M ) (which was uniquely extended to a representation on sl(2)).

Choose any α, β ∈ 1
2Z≥0, we then find for our cloning map Tαβ :

ω(Tαβ)∂π+
N (Xk) = V ∗ (∂πα(Xk)⊗ Idβ)V (7.78)

We can now use that V is an intertwining isometry between π+
N and πα ⊗ πβ : its equivalent in the

Lie algebra representations then becomes (see Definitions 2.2.23 for the Lie algebra representation of
πα ⊗ πβ):

V ∂π+
N (X) = (∂πα(X)⊗ Idβ + Idα ⊗ ∂πβ(X))V (7.79)

We can multiply the previous expression for ω(Tαβ) by ∂π+
N (Xk) to find:

ω(Tαβ)
(
∂π+

N (Xk)
)2 = V ∗ (∂πα(Xk)⊗ Idβ)V ∂π+

N (Xk) (7.80)

By expanding V ∂π+
N (Xk) on the right-hand side, we find:

ω(Tαβ)∂π+
N (X2

k) = V ∗ (∂πα(Xk)⊗ Idβ) (∂πα(Xk)⊗ Idβ + Idα ⊗ ∂πβ(Xk))V (7.81)

We can now sum of all k and work out the brackets on the right-hand side to find

ω(Tαβ)∂π+
N (C̃2) = V ∗

(
∂πα(C̃2)⊗ Idβ

)
V +

3∑
k=1

V ∗ (∂πα(Xk)⊗ ∂πβ(Xk))V (7.82)

We wish to rewrite the sum. Note that we have

1
2

3∑
k=1

(∂πα(Xk)⊗ Iβ + Iα ⊗ ∂πβ(Xk))2 = (7.83)

1
2

3∑
k=1

(
∂πα(X2

k)⊗ Iβ + Iα ⊗ ∂πβ(X2
k) + 2∂πα(Xk)⊗ ∂πβ(Xk)

)
= (7.84)

1
2∂πα(C̃2)⊗ Iβ + 1

2Iα ⊗ πβ(C̃2) +
3∑
k=1

(∂πα(Xk)⊗ ∂πβ(Xk)) (7.85)
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Thus we can rewrite the sum in our previous expression:
3∑
k=1

(∂πα(Xk)⊗ ∂πβ(Xk)) = 1
2

3∑
k=1

(∂πα(Xk)⊗ Iβ + Iα ⊗ ∂πβ(Xk))2 − 1
2∂πα(C̃2)⊗ Iβ −

1
2Iα ⊗ πβ(C̃2)

(7.86)
This is useful, because now we can again use the intertwining property of V :

3∑
k=1

(∂πα(Xk)⊗ Iβ + Iα ⊗ ∂πβ(Xk))2
V =

3∑
k=1

V ∂π+
N (X2

k) = V ∂π+
N (C̃2) (7.87)

Combining these equations into the equation for ω yields:

ω(Tαβ)∂π+
N (C̃2) = V ∗

(
∂πα(C̃2)⊗ Idβ

)
V + 1

2V
∗V ∂π+

N (C̃2)− 1
2V
∗
(
∂πα(C̃2)⊗ Iβ + Iα ⊗ πβ(C̃2)

)
V

(7.88)
We can now reap the benefit of our hard work: each operator is a multiple of the identity (and V ∗V is
the identity as well), thus this simplifies to

ω(Tαβ)(N/2)(N/2 + 1) = α(α+ 1) + 1
2(N/2)(N/2 + 1)− 1

2 (α(α+ 1) + β(β + 1)) (7.89)

This simplifies to
ω(Tαβ) = 1

2 + 1
2 ·

α(α+ 1)− β(β + 1)
N/2(N/2 + 1) (7.90)

7.2.7. Optimisation of ω(T ): the qubit case
To optimize ω(Tαβ), we need to figure out the constraints to α and β in the previous expression.
Lemma 7.2.10. We have α ≤M/2.
Proof. Firstly, note that πα needs to be an irreducible subrepresentation of π⊗M� = π⊗Mj=1/2 with vector
space D⊗M1/2 . But, again using the decomposition theory, we can actually compute

D1/2 ⊗D1/2 = D0 ⊕D1 (7.91)

Tensoring on another two D1/2 then leads to

D⊗3
1/2 =

(
D0 ⊗D1/2

)
⊕
(
D1 ⊗D1/2

)
= D1/2 ⊕D1/2 ⊕D3/2 (7.92)

D⊗4
1/2 = D0 ⊕D1 ⊕D0 ⊕D1 ⊕D1 ⊕D2 (7.93)

it becomes evident that each time, the last summand Ds is split into Ds−1/2 ⊕Ds+1/2, and this is the
largest space: thus, by induction, by M times tensoring D1/2, the largest summand becomes DM/2.
As (πα, Dα) is an irreducible subrepresentation of π⊗Mj=1/2, it must be in this direct sum, and thus we
directly find that α ≤M/2.

Furthermore, a constraint for β can be found by the restriction that a nonzero intertwiner V must
exist between π+

N and πα ⊗ πβ .
Lemma 7.2.11. We have |α−N/2| ≤ β ≤ α+N/2
Proof. As both πα and πβ are irreducible, we can again use the Clebsch-Gordan decomposition of tensor
products of irreducible representations of su(2), and we see that

DN/2
V−→ Dα ⊗Dβ

∼= D|α−β| ⊕D|α−β|+1 ⊕ · · · ⊕Dα+β (7.94)

For V to be a nonzero intertwining isometry, by Schur’s Lemma, the space DN/2 must appear on the
right-hand side, thus we must thus have that

|α− β| ≤ N/2 ≤ α+ β (7.95)

We can rewrite this constraint to (for a derivation, see Appendix A.9.1)

|α−N/2| ≤ β ≤ α+N/2 (7.96)
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Visually, this gives us the following admissible region:

Figure 7.1: The admissible region of possible combinations of α and β. The admissible region is the convex bounded
shape. The four constraints are also added to the figure.

We can now optimize ω(Tαβ), so we need to maximize α(α + 1) − β(β + 1). Note that, given any
choice of α, we would like to choose β as small as possible. The smallest value of β for any α is |α−N/2|.
We thus wish to maximize

α(α+ 1)− |α−N/2| (|α−N/2|+ 1) ; 0 ≤ α ≤M/2 (7.97)

We work out the brackets to find

α2 + α− α2 − (N/2)2 + 2α(N/2)− |α− (N/2)| = 2α(N/2)− (N/2)2 + α− |α− (N/2)| (7.98)

We have

α− |α− (N/2)| =
{

(N/2) α > N/2
2α− (N/2) α ≤ N/2

(7.99)

which is an increasing function of α, as clearly α 7→ 2α− (N/2) is increasing, and at α = N/2 achieves
exactly the value N/2. But then, in order to maximimze our expression we must choose α as large as
possible, i.e. α = M/2. We find (for a tedious derivation, see Appendix A.10.1)

α = M/2 , β = (M −N)/2 =⇒ maxω(Tαβ) = M + 2
N + 2 (7.100)

In the general case of H = Cd, we state the solution found in [KW99]:

maxω(Tαβ) = M + d

N + d
(7.101)

The careful reader might have already noticed that this expression is similar to ω(T̂ ):

ω(T̂ ) = M

N
γ(T̂ ) = M

N

N

N + d

M + d

M
= M + d

N + d
= maxω(Tαβ) (7.102)

so indeed, our T̂ achieves the highest possible ω(T̂ ) (equivalently, the highest possible γ(T̂ )), and thus is
optimal with respect to ∆one. For uniqueness, [KW99] note that there exists a unique unitary covariant
cloning map, and with a minor adaptation of the argument used to prove optimal fidelity, one can
prove that in this case there is also a unique optimal cloning map, see [KW99, Section F]. This proves
Theorem 7.2.1.



8
Example of qubit copying

In order to investigate the optimal cloning map, we can compare it to some other cloning maps found
in literature. Most literature focusses on the qubit case (the case where H = C2), and thus we will
restrict our focus to this case as well. Let us consider the smallest example: cloning one qubit to two
qubits, i.e. the case d = 2, N = 1 and M = 2 in our previous discussions.

In this smallest cloning example, we consider the input Hilbert space H = C2, and the output
Hilbert space H⊗2 = H ⊗H = C2 ⊗ C2 ∼= C4. Furthermore, consider the canonical orthonormal basis
|0〉 , |1〉 of H. We use the following basis for H⊗H: |00〉 , |01〉 , |10〉 , |11〉 where we abbreviate using the
usual convention: |ij〉 := |i〉 ⊗ |j〉. We can now concretely describe our optimal cloning device. After
doing so, we will compare this cloning device to the cloning device of Wootters-Zurek, which clones
orthonormal states perfectly. We look at different figures of merit that are described in the paper by
[BH96].

8.1. Description of the optimal cloning device
Recall that the definition of the optimal cloning device was

T̂∗(ρ) = d[N ]
d[M ]SM

(
ρ⊗ Id⊗(M−N)

H

)
SM , ρ ∈ S(H⊗N+ ) (8.1)

In this case we have d[N ] = d[1] =
(2+1−1

1
)

= 2 and d[M ] = d[2] =
(2+2−1

2
)

= 3. Furthermore, we can
actually construct the symmetric projector S2:

S2 = 1
2
∑
π∈S2

Pπ = 1
2P(1) + 1

2P(12) (8.2)

where the subscript (1) denotes the identity element of the S2 group, and (12) the transposition that
swaps element 1 and 2.

It is convenient to look at the matrix representation of these operators, where we can use the
Kronecker product for the tensor product:

P(1) = IdH ⊗ IdH =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ; P(12) =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 (8.3)

where indeed we see for example that α |01〉+ β |10〉, which is represented by the vector (0, α, β, 0)T is
permuted by P(12) to (0, β, α, 0)T which is α |10〉+ β |01〉, precisely as required. Also, |00〉 and |11〉 are
left unchanged. We thus find

S2 =


1 0 0 0
0 1/2 1/2 0
0 1/2 1/2 0
0 0 0 1

 (8.4)
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The input state in this case is some pure state σ ∈ S(H) (as N = 1). Most generally, this is the
state associated with the vector α |0〉+ β |1〉, with |α|2 + |β|2 = 1. Thus, using the Kronecker product
to calculate the tensor product, we find:

σ ⊗ IdH =
(
|α|2 αβ∗

α∗β |β|2
)
⊗
(

1 0
0 1

)
=


|α|2 0 αβ∗ 0

0 |α|2 0 αβ∗

α∗β 0 |β|2 0
0 α∗β 0 |β|2

 (8.5)

We can now calculate S2 (σ ⊗ IdH)S2, and with the prefactor 2/3 we find T̂∗(σ):

T̂∗(σ) = 2
3S2 (σ ⊗ IdH)S2 = 2

3 ·
1
4


4|α|2 2αβ∗ 2αβ∗ 0
2α∗β 1 1 2αβ∗
2α∗β 1 1 2αβ∗

0 2α∗β 2α∗β 4|β|2

 (8.6)

8.2. Description of the Wootters-Zurek cloning machine
We recall from the No Cloning Theorem in Chapter 3 that Wootters-Zurek first proved this by looking
at a machine that perfectly clones the orthogonal states |0〉 and |1〉, and then fails to perfectly clone
linear combinations. Thus, any state α |0〉+ β |1〉 is sent to α |00〉+ β |11〉.

We can improve the cloner slightly, by also taking into account the Hilbert space in which the cloning
machine itself lives as an ancilla space [BH96]. By this, we mean that we have |0〉 7→ |0〉 ⊗ |0〉 ⊗ |Q0〉x
and |1〉 7→ |1〉 ⊗ |1〉 ⊗ |Q1〉x, where |Qi〉x denotes the state of the quantum cloner (and we thus see our
quantum cloner itself as a subsystem). Choosing an orthonormal basis for the quantum cloner, we then
have

α |0〉+ β |1〉 7→ α |00〉 |Q0〉x + β |11〉 |Q1〉x (8.7)

We are then free to choose 〈Q0, Q1〉x = 0. The output density matrix can then be described as the
partial trace over the ancilla space, and we denote this cloning map as TWZ

∗ :

TWZ
∗ (σ) =


|α|2 0 0 0

0 0 0 0
0 0 0 0
0 0 0 |β|2

 , σ = |ψ〉 〈ψ| , |ψ〉 = α |0〉+ β |1〉 (8.8)

8.3. Performance of the cloning machines
To look at the performance of these cloning maps, we can follow an approach that can for example be
found in [BH96], where we look at several norms. All the norms are based on the Hilbert-Schmidt norm

Definition 8.3.1 (Hilbert-Schmidt). Given an operator A ∈ B(H) for some Hilbert space H, we can
define the Hilbert-Schmidt norm as

‖A‖2 :=
√

Tr [A∗A] (8.9)

To keep track of the different distances, we first adopt the notation that [BH96] follow: Let us define
our systems as system a and b with Hilbert space Ha and Hb, in both cases identified with C2. The
output system is thus Ha ⊗ Hb. We define density matrices living in Ha as ρa, and ρb similarly for
Hb. We denote the superscript "(out)" as the output density matrix of a cloning map, "(in)" as the
input density matrix, and "(id)" as the ideal output. Thus, in general, the input of a cloning map is
ρ

(in)
a , the output ρ(out)

ab , and if we perform the partial trace over this output with respect to system b

we find ρ
(out)
a , and similarly a partial trace over system a yields ρ(out)

b . Ideally, the output state on
system a is unchanged, i.e. ρ

(id)
a = ρ

(in)
a , and the output state has been copied onto system b, i.e.

ρ
(id)
b = ρ

(in)
a . From the No-Cloning Theorem, we know that is impossible to have the total output

ρ
(id)
ab = ρ

(id)
a ⊗ ρ(id)

b = ρ
(in)
a ⊗ ρ(in)

a (with ideal reduced density matrices ρ(id)
a = ρ

(in)
a and ρ(id)

b = ρ
(in)
a ).

To look at our density matrices, we look at the following distances:

Definition 8.3.2 (Distances between states). We define four distances:
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• We define the distance between the ideal and achieved output for one subsystem:

Da := Tr
[(
ρ(id)

a − ρ(out)
a

)2
]

(8.10)

• We define the distance between the achieved output and the tensor product of the partially traced
outputs, which measures the degree of entanglement:

D
(1)
ab := Tr

[(
ρ

(out)
ab − ρ(out)

a ⊗ ρ(out)
b

)2
]

(8.11)

• We define the distance between the entire ideal and achieved output:

D
(2)
ab := Tr

[(
ρ

(out)
ab − ρ(id)

ab

)2
]

(8.12)

• We define the distance between the ideal output and the tensor product of the partially traced
outputs:

D
(3)
ab := Tr

[(
ρ

(id)
ab − ρ

(out)
a ⊗ ρ(out)

b

)2
]

(8.13)

We can calculate all the ideal cases, for |ψ〉 = α |0〉+ β |1〉:

ρ(id)
a =

(
|α|2 αβ∗

α∗β |β|2
)

, ρ
(id)
ab = ρ(id)

a ⊗ ρ(id)
a =


|α|4 |α|2αβ∗ |α|2αβ∗ α2β∗2

|α|2α∗β |α|2|β|2 |α|2|β|2 |β|2αβ∗
|α|2α∗β |α|2|β|2 |α|2|β|2 |β|2αβ∗
α∗2β2 |β|2α∗β |β|2α∗β |β|4

 (8.14)

Armed with this knowledge, we can compare the two cloning machines.

8.3.1. Performance with respect to Da
• For the optimal cloning map, we compute

ρ(out)
a = Trb

[
ρ

(out)
ab

]
= Trb

[
T̂∗

(
ρ(in)

a

)]
= 1

6

(
5|α|2 + |β|2 4αβ∗

4α∗β |α|2 + 5|β|2
)

(8.15)

From which one can calculate

Da(T̂∗) =
(
|α|2 + |β|2

)2

18 = 1
18 (8.16)

• For the Wootters-Zurek cloning map TWZ
∗ , the reduced output density matrix is:

ρ(out)
a =

(
|α|2 0

0 |β|2
)

(8.17)

From which one can calculate

Da(TWZ
∗ ) = 2|α|2|β|2 = 2|α|2

(
1− |α|2

)
(8.18)

Again we see that our optimal cloning map does not have a preferred direction, which expresses itself
in a distance measure Da that is independent of our input state. In contrast, the WZ cloner performs
extremely well near |α| = 1 and |β| = 1, but much worse in the area in between.

8.3.2. Performance with respect to D
(1)
ab

• For the optimal cloning map, the partial trace over system a yields the same result as the partial
trace over system b. We can thus immediately compute

D
(1)
ab (T̂∗) = 19

324 (8.19)

• For the Wootters-Zurek cloning map, the partial trace over a is also equal to the partial trace
over b. Thus we find

D
(1)
ab (TWZ

∗ ) = 4|α|8 − 8|α|6 + 4|α|4 = Da(TWZ
∗ ) ·Da(TWZ

∗ ) (8.20)
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8.3.3. Performance with respect to D
(2)
ab

• For the optimal cloning map, we have

D
(2)
ab (T̂∗) = 2

9 (8.21)

• For the Wootters-Zurek cloning map, we find

D
(2)
ab (TWZ

∗ ) = 2 · 2|α|2
(
1− |α|2

)
= 2Da(TWZ

∗ ) (8.22)

8.3.4. Performance with respect to D
(3)
ab

• For the optimal cloning map, we have

D
(3)
ab (T̂∗) = 43

324 (8.23)

• For the Wootters-Zurek cloning map, we find:

D
(3)
ab (TWZ

∗ ) = −4|α|8 + 8|α|6 − 8|α|4 + 4|α|2 = 2Da(TWZ
∗ )−D(1)

ab (TWZ
∗ ) (8.24)

8.3.5. Comparison between performances
Graphically, this looks like:

Figure 8.1: All distance measures for |α|2 ∈ [0, 1]. The horizontal lines are the constant values of the distance measures
of T̂∗, the curved lines belong to TWZ

∗ .

As expected, the Wootters-Zurek cloning map performs considerably worse than the optimal cloning
map, and more specifically, is always perfectly line-symmetric around |α|2 = 1/2, which means that the
cloning machine performs worse the more the input state move away from the two orthonormal basis
elements (which are captured at |α|2 = 0 and |α|2 = 1 and are copied perfectly).

8.4. Equivalence with optimal cloning device of Bužek-Hillery
In the paper [BH96], the authors optimize a "universal quantum cloning machine" (UQCM), which
means it should perform equally well for any input state, and should perform optimally with regards
to the figures of merit in the previous section. Interestingly, their UQCM is familiar to us: it is in fact
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exactly T̂∗ for the case d = 2, N = 1 and M = 2. In their paper, Bužek and Hillery propose a cloning
machine that not only takes into account the Hilbert space of the input qubit, but also the Hilbert space
of the quantum cloning machine itself (thus allowing themselves more degrees of freedom). They start
from the defining equations that are a generalization of the Wootters-Zurek cloning machine described
previously [BH96, Section III]:

|0〉a |Q〉x → |00〉ab |Q0〉x + |+〉ab |Y0〉x (8.25)
|1〉a |Q〉x → |11〉ab |Q1〉x + |+〉ab |Y1〉x (8.26)

where we define |+〉 := 1√
2 (|01〉+ |10〉), and where |Qi〉x and |Yi〉x denotes the state of the quantum

copying machine (system "x"), and all the states |Qi〉x and |Yi〉x are free parameters in their model. Note
that this generalizes the Wootters-Zurek cloning machine by adding the |+〉ab term. After optimization
the authors find the following expression for the resulting density matrix ρ(out)

ab , where it is assumed
that α, β ∈ R:

ρ
(out)
ab = 2α2

3 |00〉 〈00|+
√

2αβ
3 |00〉 〈+|+

√
2αβ
3 |+〉 〈00|+ 2(α2 + β2)

6 |+〉 〈+| (8.27)

+
√

2αβ
3 |+〉 〈11|+

√
2αβ
3 |11〉 〈+|+ 2β2

3 |11〉 〈11| (8.28)

When we rewrite this into the matrix notation that we have adopted for the description of T̂∗, we find:

ρ
(out)
ab =


2α2/3 αβ/3 αβ/3 0
αβ/3 (α2 + β2)/6 (α2 + β2)/6 αβ/3
αβ/3 (α2 + β2)/6 (α2 + β2)/6 αβ/3

0 αβ/3 αβ/3 2β2/3

 (8.29)

which is exactly T̂∗(σ) for σ = |ψ〉 〈ψ| with ψ = α |0〉+ β |1〉 if we assume α, β ∈ R.
In their conclusion, Bužek and Hillery write that they have only explored some of the possibilities,

and thus do not know what the best input-state independent quantum-copying machine is. This question
has now been answered in an even more general setting: such a cloning machine exists, namely T̂∗, is
unique, and coincides with the work that Bužek and Hillery have performed for the case d = 2, N = 1
and M = 2.



9
Conclusion

In this paper, the problem of quantum copying, limited by the No-Cloning Theorem, was studied by
reviewing the work of [Wer98] and [KW99]. The problem of producingM clones from N provided copies
(with M > N) revealed underlying symmetries that played a pivotal role in the proof of the existence
and uniqueness of an optimal cloning device: these symmetries were the permutation invariance of the
output clones, and the unitary covariance of the cloning device. Given the output system, permuting any
number of clones should not affect the quantum state at all. Furthermore, rotating the quantum state
by a unitary transformation prior to cloning should be identical to cloning and a posteriori rotating
the output state by a unitary transformation. It was shown that the optimal cloning map has these
properties, and that these two symmetries essentially prescribe the entire action of a cloning map, thus
proving uniqueness of the optimal cloning map.

Remarkably, the (unique) proposed cloning map is optimal with regards to two different figures of
merit: the first figure of merit considers the expectation value of the quantum state after cloning with
respect to the ideal output, whilst the second figure of merit measures the difference in expectation values
of an observable on one of the clones before and after cloning. As the first figure of merit considers
the entire output quantum system, it allows for an easier symmetry argument to prove optimality and
uniqueness of the proposed cloning map. To prove optimality and uniqueness with respect to the second
figure of merit takes considerably more work, and requires more involved mathematical arguments.

Furthermore, this optimal cloning device has a remarkably "simple" form: it takes in a quantum
system of size N , initializes all M − N new copies in a maximally mixed state, considers the product
of these states, and makes this quantum system of size M permutation invariant by a projection (that
is, making sure that swapping two clones of the output does not change the output quantum system).

On top of that, this optimal cloning device has been compared to other literature: in the qubit case,
its performance with respect to a single output clone has been compared to literature using a shrinking
factor of the Bloch vector. In the even more specific case of copying one qubit to two qubits, the cloning
device was compared to the universal quantum copying device proposed by [BH96]. It was discovered
that the device of Bužek and Hillery is a specific instance of the optimal cloning device of Keyl and
Werner, in the case of 1 input qubit and 2 output qubits.

The research into optimal quantum cloning is not merely of theoretical interest; quantum copiers
can be used for eavesdropping [GH97] , or information retrieval in quantum computers [BH98]. With
the advent of quantum computers and quantum networks, research into the theoretical limitations of
quantum information theory is necessary to support the technological innovations.
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A
Additional proofs

A.1. Dimensionality and basis of the Bose subspace H⊗N+
We wish to establish a basis of H⊗N+ and calculate d[N ] := dimH⊗N+ . An important theorem to help
is us Theorem 2.3.3, which tells us that H⊗N+ is precisely the span of vectors of the form φ⊗N ∈ H⊗N
(which is easier to work with than the definition depending on permutations). We thus show that
tensors of that form can be written as a linear combination of a basis that is known in literature as the
occupation number basis, and the proposition that this is indeed a basis for H⊗N+ then directly follows
from linearity. Thus we must prove:

Theorem A.1.1. Any vector φ⊗N ∈ H⊗N+ can be written as

φ⊗N =
√
N !

∑
n1,...,nd

d∏
κ=1

φnkk√
nκ!
|n1, . . . , nd〉 (A.1)

where we use the occupation number basis with
∑
κ nκ = N . This basis is orthonormal.

Furthermore, we have
d[N ] := dimH⊗N+ =

(
d+N − 1

N

)
(A.2)

Proof. To prove this, consider any orthonormal basis {ei} for H, and we construct:

φ =
d∑
i=1

φiei ; φ⊗N =
(

d∑
i1=1

φi1ei1

)
⊗ · · · ⊗

(
d∑
i1

φiN eiN

)
(A.3)

Now we can rewrite this to:

φ⊗N =
d∑

i1=1

d∑
i2=1
· · ·

d∑
iN=1

φi1φi2 · · ·φiN ei1 ⊗ ei2 ⊗ · · · ⊗ eiN (A.4)

We now see the motivation for this change of basis: many of the summands have the same coefficient
φi1 · · ·φiN , as this only depends on how many times a certain index appears, not where it appears.
Given any setting (i1, . . . , iN ), let nκ be the number of elements in this setting that are equal to the
index κ, where 1 ≤ κ ≤ d. We can then rewrite φi1 · · ·φiN = φn1

1 · · ·φ
nd
d .

Each of the dN summands can be characterised by a setting (i1, . . . , iN ). Each of these settings has
an associated configuration (n1, . . . , nd) as specified above. Let

J :=
{

(n1, . . . , nd)
∣∣∣∣ ∀κ ∈ {1, . . . , d} : nκ ≥ 0 and

d∑
κ=1

nκ = N

}
(A.5)
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be the set of all possible configurations. To each configuration, we can assign the set of all possible
settings:

I(n1, . . . , nd) :=
{

(i1, . . . , iN )
∣∣∣∣ ∀κ ∈ {1, . . . , d} : [nr. of indices in (i1, . . . , id) equal to κ] = nκ

}
(A.6)

We can then rewrite the expression for φ⊗N as:

φ⊗N =
∑

(n1,...,nd)∈J

φn1
1 · · ·φ

nd
d ·

∑
(i1,...,iN )∈I(n1,...,nd)

ei1 ⊗ · · · ⊗ eiN (A.7)

We define the sum over I(n1, . . . , nd) as the basis element |n1, . . . , nd〉, up to normalization.

To calculate the normalization constant, we take the inner product of the sum with itself. To shorten
notation, we fix n1, . . . , nd, so we can neglect the summation set I(n1, . . . , nd) in the summation sign.

〈 ∑
i1,...,iN

ei1 ⊗ · · · ⊗ eiN ,
∑

j1,...,jN

ej1 ⊗ · · · ⊗ ejN

〉
=

∑
i1,...,iN

∑
j1,...,jN

〈ei1 ⊗ · · · ⊗ eiN , ej1 ⊗ · · · ⊗ ejN 〉

(A.8)
Now the inner products on the right hand side equal either 1 when all eik = ejk for k = 1 to k = N ,
otherwise they equal 0. Thus, this simplifies to:∑

i1,...,iN

∑
j1,...,jN

〈ei1 ⊗ · · · ⊗ eiN , ej1 ⊗ · · · ⊗ ejN 〉 =
∑

i1,...,iN

1 = #I(n1, . . . , nd) (A.9)

The number of elements of I has a nice combinatoric interpretation, and we can calculate:

#I(n1, . . . , nd) = N !∏d
i=1 ni!

(A.10)

If we define |n1, . . . , nd〉 to have length one, we must thus compensate for this length, and we find:

φ⊗N =
∑

(n1,...,nd)∈J

φn1
1 · · ·φ

nd
d

√
N !√∏d
i=1 ni!

|n1, . . . , nd〉 (A.11)

With some rewriting, this is equivalent to the statement we wished to prove.
Note that we can immediately see that {|n1, . . . , nd〉} is an orthonormal basis: for any two non-

identical elements, at least one nκ must differ for some 1 ≤ κ ≤ d. In the inner product, we then see
that all summands must equal zero, as all eik must equal ejk for the inner product to not vanish, but
this is impossible if a different amount of indices must be equal to κ for both elements. So indeed, the
basis is orthonormal.

We can now also calculate the dimension of this symmetric subspace: #J . This problem has a
combinatoric interpretation, and is known as the stars and bars problem, and we can compute:

d[N ] := dimH⊗N+ = #J =
(
d+N − 1

N

)
(A.12)

A.2. Proof that σ⊗M is a small projector onto H⊗M+
We prove our assertion first made in the proof 5.2:

Theorem A.2.1. Consider a pure density matrix σ ∈ S(H), and its tensor power σ⊗M . Further,
consider the permutation operator Pπ : H⊗M → H⊗M for any π ∈ SM . We then have

σ⊗MPπ = Pπσ
⊗M = σ⊗M (A.13)
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Proof. First, note that σ = |ψ〉 〈ψ| for some |ψ〉 ∈ H. We can now look at the action of σ⊗M on any
state of the form |φ1〉 ⊗ |φ2〉 ⊗ · · · ⊗ |φM 〉 ∈ H⊗M :

σ⊗M (|φ1〉 ⊗ · · · ⊗ |φM 〉) = (|ψ〉 〈ψ|φ1〉)⊗· · ·⊗(|ψ〉 〈ψ|φM 〉) =
(
M∏
i=1
〈ψ|φi〉

)
|ψ〉⊗|ψ〉⊗· · ·⊗|ψ〉 (A.14)

The resulting state is clearly permutation invariant, and thus in H⊗M+ . By linearity, σ⊗M acting on any
linear combination of these kind of basis vectors also results in a state in H⊗M+ . This also directly tells
us that Pπσ⊗M = σ⊗M , as any permutation operator leaves permutation invariant states unchanged.

To prove σ⊗MPπ = σ⊗M , we can manually compute, again for an state of the form |φ1〉 ⊗ |φ2〉 ⊗
· · · ⊗ |φM 〉 ∈ H⊗M :

σ⊗MPπ (|φ1〉 ⊗ · · · ⊗ |φM 〉) = σ⊗M
(
|φπ−1(1)〉 ⊗ · · · ⊗ |φπ−1(M)〉

)
(A.15)

Using the previous expression, we know that this must evaluate to:(
M∏
i=1
〈ψ|φπ−1(i)〉

)
|ψ〉 ⊗ · · · ⊗ |ψ〉 (A.16)

Note that the product in brackets is independent of which π ∈ SM is chosen. Thus, this evaluates
nicely to (

M∏
i=1
〈ψ|φi〉

)
|ψ〉 ⊗ |ψ〉 ⊗ · · · ⊗ |ψ〉 = σ⊗M (|φ1〉 ⊗ · · · ⊗ |φM 〉) (A.17)

Thus indeed σ⊗M = σ⊗MPπ = Pπσ
⊗M . As a corollary, we immediately see that σ⊗M = σ⊗MSM =

SMσ
⊗M , as SM is an average over permutation operators.

A.3. Proof that Pπa(k)P
∗
π = a(π(k))

Theorem A.3.1. Given a permutation π ∈ SM , an observable a(k) ∈ B(H⊗M ) with an index 1 ≤ k ≤
M . We can then prove that

Pπa(k)P
∗
π = a(π(k)) (A.18)

Proof. We can show this by computing what happens to an arbitrary ψ1⊗· · ·⊗ψM ∈ H⊗M . Note first,
that

P ∗πPπ = Id⊗MH =⇒ P ∗π = P−1
π = Pπ−1 (A.19)

Then we can compute:

a(k) Pπ−1 (ψ1 ⊗ · · · ⊗ ψM ) = a(k)
(
ψπ(1) ⊗ · · · ⊗ ψπ(M)

)
= (A.20)

ψπ(1) ⊗ · · · ⊗ ψπ(k−1) ⊗
(
aψπ(k)

)
⊗ ψπ(k+1) ⊗ · · · ⊗ ψπ(M) (A.21)

Then applying Pπ shall put all elements back in the right order. Thus, whilst a(k) acts on place k, the
current element there is ψπ(k) (as the first permutation is π−1). This element needs to be shifted back
to its original position by the permutation π, but takes the action of a with it. Thus, a(k) acts on ψπ(k),
and thus we can write Pπa(k)P

∗
π = a(π(k)).

A.4. Proof that RT (σ) commutes with all elements of S ′

Theorem A.4.1. Given any density operator σ ∈ S(H). Let

S := Span {σ, IdH} ; S′ := {A ∈ B(H) : AB = BA ∀B ∈ S} (A.22)

Recall that RT (σ) := R
(
T
(
σ⊗N

))
is the partial trace over all but the first quantum copy (i.e. partial

trace over M − 1 dimensions). We have: RT (σ) ∈ S′′ := (S′)′.
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Proof. Recall that we have already proven that for any unitary u ∈ S′ =⇒ [RT (σ), u] = 0. We need
to extend this argument to any operator in S′. We prove that any A ∈ S′ can be written as a linear
combination of unitary operators in S′, which directly implies that RT (σ) commutes with A.

Thus, take any A ∈ S′. If A is unitary, we are done. Otherwise, let us look at the eigenspaces of σ:
as σ is an Hermitian matrix, we have

H =
⊕
λ

Eλ (A.23)

where the direct sum ranges over all eigenvalues λ of σ, and Eλ the associated eigenspaces. Thus, there
exists a basis for H in which σ is a diagonal matrix:

σ =



λ1
λ1

λ2
λ2

λ2
. . .


= diag(λ1, λ1, λ2, λ2, λ2, . . . , λn) (A.24)

where λi denote the eigenvalues of σ, and n the amount of distinct eigenvalues. In this basis, any
operator that commutes with σ can be written as

A =

 A1
A2

. . .

 (A.25)

where Ai is a matrix with dimensions equal to the amount of times λi appears in the expression for σ.
We would like to decompose each Ai into a linear combination of unitaries. This is actually possible

for any complex matrix, see for example [Wu94]. Thus, we can write for 1 ≤ i ≤ n: Ai =
∑
j c
i
ju
i
j for

some cij ∈ C and unitaries uij . We can then rewrite:

A =


∑
j c

1
ju

1
j ∑

j c
2
ju

2
j ∑

j c
3
ju

3
j

. . .

 (A.26)

However, it is not clear from this decomposition that this is actually a linear combination of unitaries
in S′, as these unitaries act on the entire Hilbert space H, whilst each uij here only acts on a part. We
must thus rewrite:

A =
∑
j

c1
j


u1
j

I2
I3

. . .

+
∑
j

c2
j


I1

u2
j

I3
. . .

+
∑
j

c3
j


I1

I2
u3
j

. . .

+

(A.27)

. . . −


I1
∑
i6=1
∑
j c
i
j

I2
∑
i6=2
∑
j c
i
j

I3
∑
i 6=3
∑
j c
i
j

. . .


(A.28)

Each of the diagonal block matrices on the right hand side are unitary because each uij is unitary. We
only need to check the last matrix. We can again write this matrix as a linear combination of unitary
block-matrices. Let us first rewrite the last matrix in the expression for A, by using for 1 ≤ i ≤ n:
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αi :=
∑
k 6=i
∑
j c
k
j , as:

I1
∑
i 6=1
∑
j c
i
j

I2
∑
i 6=2
∑
j c
i
j

I3
∑
i6=3
∑
j c
i
j

. . .

 := Γ := diag(α1I1, . . . , αnIn) (A.29)

We then see that any matrix of the form diag(q1I1, . . . , qnIn) is unitary if for all qi we choose |qi| = 1.
We can definitely write Γ as a linear combination of the diag(q1I1, . . . , qnIn) matrices. To prove this,
note that any of these matrices can be identified one-on-one by the numbers {qi}ni=1, thus there is a
bijection between the set of all these matrices and the set

Q ≡


q1

...
qn

 ∣∣∣∣∣ |qi| = 1 ∀i = 1, . . . , n

 (A.30)

Identifying the vector (α1, . . . , αn)T ∈ Cn with our matrix Γ, we need to show that Span{Q} = Cn,
because if this assertion holds, then surely (α1, . . . , αn)T can be written as a linear combination of
elements from Q, thus solving our original problem. But this definitely is the case. Let us formally
prove this assertion by writing, for any canonical basis element ei:

ei = 1
2 (1, . . . , 1)T − 1

2 (1, . . . , 1,−1, 1, . . . , 1)T ∈ Span {Q} (A.31)

where −1 of the second vector is placed at the i-th entry. Thus we must be able to write Γ as a linear
combination of block-unitaries. This concludes the proof that any operator A can be written as a linear
combination of block unitaries that commute with σ.

A.5. Proof that γ(T̂ ) = N
N+d ·

M+d
M

Theorem A.5.1. We have γ(T̂ ) = N
N+d ·

M+d
M

Proof. We have already found

γ(T̂ ) + 1− γ(T̂ )
d

= d[N ]
d[M ] ·M

(
N
d[M ]
d[N ] + (M −N) d[M ]

d[N + 1]

)
(A.32)

Note that
d[N ]

d[N + 1] =
(
d+N−1
N

)(
d+N
N+1

) = (d+N − 1)!
N ! · (d− 1)! ·

(N + 1)! · (d− 1)!
(d+N)! = N + 1

d+N
(A.33)

such that we can rewrite the expression to

γ(T̂ ) + 1− γ(T̂ )
d

= N

M
+ M −N

M
· N + 1
N + d

(A.34)

We start with:

γ+ 1− γ
d

= N

M
+M −N

M
·N + 1
d+N

= N(d+N)
M(d+N) + (M −N)(N + 1)

M(d+N) = dN +N2 +NM +M −N2 −N
M(d+N)

(A.35)
Thus we find

γ = 1
1− 1

d

(
dN +N2 +NM +M −N2 −N

M(d+N) − 1
d

)
= d

d− 1

(
dN +N2 +NM +M −N2 −N

M(d+N) − 1
d

)
(A.36)

From which we can deduce

γ = 1
d− 1 ·

1
M(d+N)

(
d2N + dN2 + dNM + dM − dN2 − dN − dM −NM

)
(A.37)
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Cancelling the dN2 and dM terms, we find:

γ = 1
d− 1 ·

1
M(d+N)

(
d2N + dNM − dN −NM

)
(A.38)

the term in the brackets nicely factors into (d− 1)(dN +NM), thus completing the proof:

γ = dN +NM

M(d+N) = N

d+N
· d+M

M
(A.39)

A.6. Proof that the supremum F̂ is attained
Theorem A.6.1. There exist quantum operations T̂∗ such that

F(T̂∗) = F̂ := sup
T∗

F(T∗) (A.40)

We prove that F is an upper semicontinuous function, and the set of quantum operations is compact,
which proves that F̂ is indeed attained for some cloning map T∗.

A.6.1. Proof that the set of quantum operations is compact
We need to prove that

Γ :=
{
T∗

∣∣∣∣ T∗ : B(H⊗N+ )→ B(H⊗M ) and T∗ is linear and CPTP
}

(A.41)

is compact. As we work on finite dimensional Hilbert spaces, we can use Heine-Borel: we need to prove
that Γ is closed and bounded.

Proof that the set is bounded
Note that we are free to choose whichever norm we prefer, as we work finite-dimensionally, and thus
all norms are equivalent. We are thus free to choose the naturally induced supremum norm on cloning
machines:

‖T∗‖ := sup
{
‖T∗(A)‖B(H⊗M ) : A ∈ B

(
H⊗N+

)
, ‖A‖B(H⊗N+ ) = 1

}
(A.42)

We are again free to choose a norm on B(H⊗M ) and B(H⊗N+ ). We choose again the induced supremum
norm:

‖A‖B(H⊗M ) := sup
{
‖Aψ‖H⊗M : ψ ∈ H⊗M , ‖ψ‖H⊗M = 1

}
(A.43)

and similarly the norm on B(H⊗N+ ). Now we can use the fact that Hilbert space come equipped with a
canonical inner product:

‖ψ‖H⊗M =
√
〈ψ | ψ〉 ψ ∈ H⊗M (A.44)

and similarly for vectors in H⊗M+ . To shorten notation, we will use ‖ · ‖B,M to denote the norm on
B(H⊗M ), ‖ · ‖B,N to denote the norm on B(H⊗N+ ), ‖ · ‖M to denote the norm on H⊗M , and ‖ · ‖N to
denote the norm on H⊗N+ .

Norm inequality for positive operators We will first prove that for any positive operator X ∈
B(H⊗N+ ) we have (where we write X = A∗A for some operator A):

‖T∗(X)‖B,M = ‖T∗(A∗A)‖B,M ≤ ‖A‖2
B,N = ‖A∗A‖B,N = ‖X‖B,N (A.45)

We know that for any operator A, we have A∗A ≥ 0. We claim that then also:

‖A‖2
B,N IdH⊗N+

−A∗A ≥ 0⇐⇒ 〈ψ | ‖A‖2
B,N IdH⊗N+

−A∗A | ψ〉 ≥ 0 ∀ψ ∈ H⊗N+ , ‖ψ‖N = 1 (A.46)

⇐⇒ ‖A‖2
B,N − ‖Aψ‖2

N ≥ 0 ∀ψ ∈ H⊗N+ , ‖ψ‖N = 1 (A.47)

and the last statement holds by definition of the supremum norm.
But then, as T∗ is CPTP, we can surely write:

T∗

(
‖A‖2

B,N IdH⊗N+
−A∗A

)
≥ 0⇐⇒ ‖A‖2

B,N IdH⊗M ≥ T∗(A∗A) (A.48)

from which our claim follows.
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Norm inequality for general operators Now that we can estimate the norm of T in the case of
positive operators, we focus on decomposing general operators into (linear combinations of) positive
operators. In general, for an operator X, we can decompose:

X = X +X∗

2 + i
X −X∗

2i := H + iH ′ (A.49)

where one can check that H and H ′ are both Hermitian. Consider H. We can decompose this self-
adjoint operator into the difference of two positive operators. To see this, construct an orthonormal
basis {|ψλ〉}λ∈σ(H) of H (where σ(H) denotes the spectrum of H) and write:

H =
∑

λ∈σ(H)

λ |ψλ〉 〈ψλ| =
(∑
λ>0

λ |ψλ〉 〈ψλ|

)
−

∑
λ≤0
−λ |ψλ〉 〈ψλ|

 = A1 −A2 (A.50)

where by construction it is evident that both A1 and A2 are positive operators. We repeat this process
for H ′ and decompose it into A3 −A4. But then we have

‖T∗(X)‖B,M ≤
4∑
k=1
‖T (Ak)‖B,M ≤

4∑
k=1
‖Ak‖B,N (A.51)

where the first inequality follows from the properties of any norm, and the second inequality follows
from our previous proof because each Ak is a positive operator. Finally, we need to find an estimate
for each Ak in terms of X. We first rewrite this to norms over H and H ′. Note that

‖H‖B,N = max {|λ| : λ ∈ σ(H)} = max {‖A1‖B,N , ‖A2‖B,N} (A.52)

thus, we can safely write (analogously for H ′):

‖A1‖B,N + ‖A2‖B,N ≤ 2‖H‖B,N ; ‖A3‖B,N + ‖A4‖B,N ≤ 2‖H ′‖B,N (A.53)

But for H and H ′ we have

‖H‖B,N =
∥∥∥∥X +X∗

2

∥∥∥∥
B,N

≤ 1
2‖X‖B,N + 1

2‖X
∗‖B,N (A.54)

To calculate ‖X∗‖B,N , note that for any ψ ∈ H⊗N+ with ‖ψ‖N = 1:

‖X∗ψ‖2
N = 〈X∗ψ | X∗ψ〉 = 〈ψ | XX∗ψ〉 ≤ ‖ψ‖N · ‖XX∗ψ‖N ≤ ‖XX∗‖B,N = ‖X‖2

B,N (A.55)

where we have used Cauchy-Schwarz in the first equality, then the fact that ‖ψ‖N = 1 and the definition
of the supremum norm.

Putting this together, we have now found that (analogous for H ′):

‖H‖B,N ≤ ‖X‖B,N ; ‖H ′‖B,N ≤ ‖X‖B,N (A.56)

But then we indeed have

‖T (X)‖B,M ≤
4∑
k=1
‖Ak‖B,N ≤ 2‖H‖B,N + 2‖H ′‖B,N ≤ 4‖X‖B,N (A.57)

from which it directly follows that ‖T‖ ≤ 4 and thus surely the set is bounded.

Proof that the set is closed
We prove that Γ is closed. We can construct this as follows:

Γ =
⋂
k≥1

Γk ; Γk =
{
T∗
∣∣(T∗ ⊗ Idk) ≥ 0 ; T∗ linear and TP

}
(A.58)

i.e. the intersection of all maps that are k-positive for all k. We can prove that Γk is closed for any
k ∈ Z>0. Let (T∗n)n≥1 a convergent sequence in Γk, and let T∗ = limn→∞ T∗n (where the limit is taken
in the operator norm specified above). We then see:
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• T∗ is linear:

lim
n→∞

T∗n(ρ+ σ) = lim
n→∞

(T∗n(ρ) + T∗n(σ)) = lim
n→∞

T∗n(ρ) + lim
n→∞

T∗n(σ) = T∗(ρ) + T∗(σ) (A.59)

for any ρ, σ ∈ B(H⊗N+ ).

• T∗ is trace preserving:

Tr [T∗(ρ)] = Tr
[

lim
n→∞

T∗n(ρ)
]

= lim
n→∞

Tr [T∗n(ρ)] = 1 (A.60)

for any ρ ∈ B(H⊗N+ ), where we can swap limit and trace as the trace is a linear operator.

• T∗ is k-positive:

ρ ≥ 0 =⇒ (T∗n ⊗ Idk) (ρ) ≥ 0 ∀n ∈ Z>0 =⇒ lim
n→∞

(T∗n ⊗ Idk) (ρ) ≥ 0 (A.61)

this claim holds by a notion of continuity: the characteristic polynomial of (T∗n ⊗ Idk) must
converge to the characteristic polynomial of (T∗ ⊗ Idk), and thus so must the eigenvalues. As for
each n, all eigenvalues are nonnegative, their limit must be as well, and thus the limit map is in
turn positive.
and thus

ρ ≥ 0 =⇒
(

lim
n→∞

T∗n ⊗ Idk
)

(ρ) ≥ 0 =⇒ (T∗ ⊗ Idk) (ρ) ≥ 0 (A.62)

where we can swap the tensor product and the limit, which can be seen if we would write out all
matrix elements: the limit of the tensor product T∗n ⊗ Idk is then the tensor product of the limit
of T∗n and Idk.

But then each Γk is closed, and thus Γ is closed.

A.6.2. Proof that the fidelity F is upper semicontinuous
By [CDA06, page 43] , a functional f : A→ R on a topological space A is upper semicontinuous if

∀c ∈ R : {x ∈ A : f(x) ≥ c} is closed (A.63)

With this, we prove the following lemma:

Lemma A.6.2. Let fα : A → R be a collection of upper semicontinuous functionals labelled by α ∈ I
for some index set I. Then f(a) := infα∈I fα(a) is also upper semicontinuous

Proof. Observe that, for any c ∈ R:⋂
α∈I
{x ∈ A : fα(x) ≥ c} = {x ∈ A : f(x) ≥ c} (A.64)

Note that, for any c ∈ R, the set on the left-hand side is closed as each fα is upper semicontinuous and
intersections of closed sets are closed. But then the right-hand side is closed for all c ∈ R, and thus f
is indeed upper semicontinuous.

To apply the lemma, we write

F(T∗) = inf
σ

Tr
[
σ⊗MT∗

(
σ⊗N

)]
:= inf

σ
fσ(T∗) ; fσ(T∗) = Tr

[
σ⊗MT∗

(
σ⊗N

)]
(A.65)

Then clearly, each fσ(T∗) is continuous in T∗, as the trace is a linear operator and thus continuous.
But continuous functions are also upper semicontinuous, so we can apply our lemma to F . Thus, F is
upper semicontinuous.
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A.7. Proof that ξ is continuous
Theorem A.7.1. Given V : H⊗M+ → H⊗N+ ⊗K, and given that for any ψ⊗M ∈ H⊗M+ :

V ψ⊗M = ψ⊗N ⊗ ξ(ψ) ; ξ(ψ) ∈ K (A.66)

Then ξ must depend continuously on ψ.

Proof. Recall that we have already proven, for any φ, ψ ∈ H with 〈φ | ψ〉 6= 0:

〈ξ(φ) , ξ(ψ)〉 = 〈φ | ψ〉M−N (A.67)

We construct the map Tψ for any ψ ∈ H⊗N+ :

Tψ : H⊗N+ ⊗K → K ; a ∈ H⊗N+ , b ∈ K : Tψ(a⊗ b) = 〈ψ | a〉 · b (A.68)

By construction, Tψ is linear in a and b, and anti-linear in ψ. Thus, Tψ is continuous for any ψ. We
can choose ψ = φ⊗N for any φ ∈ H. We then have:

Tφ⊗N
(
V φ⊗M

)
= Tφ⊗N

(
φ⊗N ⊗ ξ(φ)

)
= 〈φ⊗N | φ⊗N 〉 · ξ(φ) = 〈φ | φ〉N ξ(φ) (A.69)

As V is an isometry, it is linear and thus also continuous. Compositions of continuous maps are
contnuous. thus Tφ⊗N ◦ V is continuous. Then, we have for any φ 6= 0:

ξ(φ) =
Tφ⊗N

(
V φ⊗M

)
〈φ | φ〉N

(A.70)

And thus ξ is continuous everywhere, except possibly at 0. Now, for any φ 6= 0 we have 〈ξ(φ) | ξ(φ)〉 =
〈φ | φ〉M−N , such that ‖ξ(φ)‖ = ‖φ‖M−N , thus to make ξ continuous everywhere, we set ξ(0) = 0.

Corollary A.7.2. We have 〈ξ(φ) | ξ(ψ)〉 = 0 for 〈φ | ψ〉 = 0

Proof. Let (φn)n≥1 denote the sequence given by φn = φ+ 1
nψ, such that φn → φ for n→∞. We then

have
〈ξ(φ) | ξ(ψ)〉 = 〈 lim

n→∞
ξ(φn) | ξ(ψ)〉 = lim

n→∞
〈ξ(φn) | ξ(ψ)〉 (A.71)

The key insight is now that, as 〈φn | ψ〉 = 1
n‖ψ‖

2 6= 0 for any n ∈ Z>0, we can apply:

lim
n→∞

〈ξ(φn) | ξ(ψ)〉 = lim
n→∞

〈φn | ψ〉M−N = 〈φ | ψ〉M−N = 0 (A.72)

A.8. Solution to the optimization problem in calculating ∆one(T )
Theorem A.8.1. Given the optimalisation problem

max
d∑
i=1

λi (dβi − 1) (A.73)

s.t. 0 ≤ λi ≤ 1 ∀i ∈ {1, . . . , d} (A.74)
βi ≥ 0 ∀i ∈ {1, . . . , d} (A.75)
d∑
i=1

βi = 1 (A.76)

An optimal solution to this optimalisation problem is λ̂1 = 1, β̂1 = 1, and λ̂i = β̂i = 0 for all
i ∈ {2, . . . , d}, which yields a value of d− 1.

Proof. 1 First note that for each i, we either have λ̂i = 0 or λ̂i = 1. This is due to the following: for
each i, we have three possibilities:
1Largely inspired by the insight of fellow student Nando Leijenhorst
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• dβ̂i − 1 < 0 : in this case, decreasing the value of λi increases the overall sum, such that we must
have λ̂i = 0

• dβ̂i − 1 > 0 : in this case, increasing the value of λi increases the overall sum, such that we must
have λ̂i = 1

• dβ̂i − 1 = 0 : in this case, the value of λi does not matter, such that we can choose λ̂i = 1 for
convenience.

We thus immediately see that β̂i = 0 =⇒ λ̂i = 0. We now prove that the converse also holds.
Assume there is a λ̂i = 0 for which β̂i 6= 0. There must be a j such that dβ̂j − 1 > 0: the summing
condition of βi cannot hold if all βi < 1

d , and the situation that all β̂i = 1
d is excluded by the fact that

our proposed solution in the Lemma has a value of d − 1 > 0, whilst this solution has a value of 0.
Thus by the previous statement also λ̂j = 1 . We can now find a better solution by setting β̂′i = 0 and
β̂′j = β̂j + β̂i, as decreasing β′i does not actually impact the sum as λ̂i = 0. But we cannot improve an
optimal solution, so our assumption is incorrect. Thus indeed λ̂i = 0 =⇒ β̂i = 0, and so we now have
λ̂i = 0⇐⇒ β̂i = 0.

As the optimisation problem is invariant under permutation of the indices, we can first sum over all
indices for which λi = 1. Say there are k such indices, for 1 ≤ k ≤ d. We can forget about all other
indices, as we have λj = 0 for these indices, and λj = 0 =⇒ βj = 0 as proven previously, thus we must
still have

∑k
i=1 βi = 1. We thus now have the problem:

max
k∑
i=1

dβi − 1 (A.77)

s.t. βi ≥ 0 ∀i ∈ {1, . . . , d} (A.78)
k∑
i=1

βi = 1 (A.79)

1 ≤ k ≤ d (A.80)

But this problem is rather trivial, as we have

max
k∑
i=1

dβi − 1 = max
[
d

(
k∑
i=1

βi

)
− k

]
= d · 1− k = d− k (A.81)

where we have used the second constraint. We achieve this maximum by setting k = 1, β1 = 1. Thus
we have found an optimal solution to our original problem: we set β̂1 = 1, and thus also λ̂1 = 1, and
for all other indices i we set β̂i = 0 and λ̂i = 0, thus proving our proposition.

A.9. Derivation of the second constraint to ω(Tαβ)
Theorem A.9.1. Given α, β, γ ∈ 1

2Z≥0. Given

|α− β| ≤ γ ≤ α+ β (A.82)

This is equivalent to
|α− γ| ≤ β ≤ α+ γ (A.83)

Proof. We expand on the left inequality:

|α− β| ≤ γ ⇐⇒ −γ ≤ α− β ≤ γ ⇐⇒ −γ − α ≤ −β ≤ γ − α (A.84)

which is equivalent to α− γ ≤ β ≤ α+ γ.
We combine this with the right inequality which reads β ≥ γ − α. Firstly, we also have β ≥ α− γ,

which can be combined to β ≥ |α− γ|. We also have β ≤ α+ γ. Thus, we have

|α− γ| ≤ β ≤ α+ γ (A.85)
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A.10. Derivation of the expression for max ω(Tαβ)
Theorem A.10.1. Given α = M/2, β = (M −N)/2, we have

ω(Tαβ) = 1
2 + 1

2
α(α+ 1)− β(β + 1)

(N/2)(N/2 + 1) = M + 2
N + 2 (A.86)

Proof.

ω(Tαβ) = 1
2 + M2/4 +M/2− (M −N)2/4− (M −N)/2

(N/2)(N + 2) = (A.87)

(1/2)(N + 2)
(N + 2) + M2/4 +M/2−M2/4−N2/4 +MN/2−M/2 +N/2

(N/2)(N + 2) = (A.88)

(1/2)(N + 2)
(N + 2) + (N/2)(M −N/2 + 1)

(N/2)(N + 2) = M + 2
N + 2 (A.89)



B
Casimir elements

To look at Casimir elements, we first need to define where they live: in the universal enveloping algebras
of a Lie algebra. All following definitions are from [Šn11].

B.1. Universal enveloping algebras
To define the universal enveloping algebra of a Lie representation, we must first define:

Definition B.1.1 (Tensor algebra or free algebra). The tensor algebra over a vector space V over
the field F is the vector space

T (V ) :=
∞⊕
k=0

V ⊗k = F⊕ V ⊕ (V ⊗ V )⊕ · · · ⊕ V ⊗k ⊕ · · · (B.1)

equipped with the associative multiplication:

(v1 ⊗ v2 ⊗ · · · ⊗ vk) · (w1 ⊗ · · · ⊗ wl) := v1 ⊗ v2 ⊗ · · · ⊗ vk ⊗ w1 ⊗ · · · ⊗ wl (B.2)

In the case that we take the tensor algebra T (g) of a Lie algebra g, we can consider the two-side ideal
I:

J := Span {A⊗ (x⊗ y − y ⊗ x− [x, y])⊗B : x, y ∈ g , A,B ∈ T (g)} (B.3)

We now arrive at

Definition B.1.2 (Universal enveloping algebra). The factoralgebra

U(g) := T (g)/J (B.4)

is called the universal enveloping algebra of g

For any representation ρ of g on the (finite dimensional) vector space V , we can define a representation
ρ̃ of T (g) on the vector space V :

ρ̃(x1 ⊗ · · · ⊗ xk) := ρ(x1) · ρ(x2) · · · ρ(xk) (B.5)

Now, as ρ is a representation of a Lie algebra, it must hold that

ρ([x, y]) = ρ(x) · ρ(y)− ρ(y) · ρ(x) (B.6)

thus we have ρ̃(J ) = 0. Thus, we can now construct a representation ρ̂ of U(g) on V :

ρ̂(a) = ρ̃(A) , (a ≡ A mod I) ∈ U(g) , A ∈ T (g) (B.7)

63



B.2. Casimir operators 64

B.2. Casimir operators
Casimir operators are precisely the elements of Z (U(g)), i.e. the elements that commute with all

elements in the universal enveloping algebra. It is sufficient to have, for an element c ∈ U(g)

c · x = x · c ∀x ∈ g ∼= g⊗1/J (B.8)

to be a Casimir element.
Now, as we have [ρ̂(c), ρ(x)] = 0 for all x ∈ g, whenever we have an irreducible ρ, we must have that

ρ̂(c) = λId by Schur’s Lemma.
For a more complete overview of the Casimir operators applied to this specific quantum cloning

problem, see [KW99, Appendix A.5].
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