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ABSTRACT Cascading effects in the power grid involve an uncontrolled, successive failure of elements.
The root cause of such failures is the combined occurrence of multiple, statistically rare events that may
result in a blackout. With increasing digitalisation, power systems are vulnerable to emergent cyber threats.
Furthermore, such threats are not statistically limited and can simultaneously occur at multiple locations.
In the absence of real-world attack information, however, it is imperative to investigate if and how cyber
attacks can cause power system cascading failures. Hence, in this work we present a fundamental analysis of
the connection between the cascading failuremechanism and cyber security.We hypothesise and demonstrate
how cyber attacks on power grids may cause cascading failures and a blackout. To do so, we perform a
systematic survey of major historic blackouts caused by physical disturbances, and examine the cascading
failuremechanism. Subsequently, we identify critical cyber-physical factors that can activate and influence it.
We then infer and discuss how cyber attack vectors can enable these factors to cause and accelerate cascading
failures. A synthetic case-study and software-based simulation results prove our hypothesis. This analysis
enables future research into cyber resilience of power grids.

INDEX TERMS Blackout, cascading failures, cyber attacks, cyber resilience, cyber security.

I. INTRODUCTION
The electrical power grid is one of the most complex man-
made systems, providing electricity worldwide. However,
like any other large-scale system, it is prone to large-scale
failures and catastrophes [1], [2]. This issue is exacerbated
by the increasing interconnection of power grids across con-
tinents and countries. This in turn makes it vulnerable to
failures with origins at different locations. Such failures
can result in disruption of power supply, or failure to meet
basic power quality requirements. Consequently, disruption
of public services can occur, e.g., transportation, communica-
tions, domestic power supply, etc. Furthermore, these outages
result in large penalties to system operators. Hence, it is of

The associate editor coordinating the review of this manuscript and
approving it for publication was Ravindra Singh.

paramount importance to mitigate the effects of such failures
and minimise damage caused [3].

A. CASCADING FAILURES AND BLACKOUTS
The blackout state is defined by the European Network of
Transmission System Operators for Electricity (ENTSO-E)
as, ‘‘the interruption of electricity generation, transmission,
distribution and consumption processes, when operation of
the transmission system or a part thereof is terminated.’’ The
disastrous impacts of blackouts are well known, with severe
technological and socioeconomic ramifications [1], [2], [3],
affecting all spheres of societal functioning. It is seen that
power outages are a persistent problem, caused by a multi-
tude of reasons. Some of the most common reasons include,
but are not limited to, extreme weather, high load demand,
poor system planning, etc. Hence, a blackout is caused by a

103154
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-5231-6790
https://orcid.org/0000-0003-4707-7948
https://orcid.org/0000-0002-8323-2856
https://orcid.org/0000-0003-3183-4705
https://orcid.org/0000-0001-7288-0228


V. S. Rajkumar et al.: Cyber Attacks on Power Grids: Causes and Propagation of Cascading Failures

combination of multiple, mutually exclusive, low probability
events.

This brings into play the mechanism of cascading failures.
A cascading failure is ‘‘the uncontrolled successive loss of
system elements triggered by an incident at any location’’ [4].
Most blackouts are initiated by some major disturbances in
the power grid, leading to a propagation of cascading fail-
ures across the entire system [4], [5], [6]. The number of
affected users, country of origin, and year of occurrence of
some major global blackouts in the time period 2003-2022 is
shown in Figure 1. As can be seen from the figure, in the
past 10 years, several significant blackouts have occurred
worldwide. In 2003, USA and Canada experienced a 48-hour
blackout affecting 50 million people, while Italy suffered a
12-hour blackout affecting 60 million people. In 2006, the
ENTSO-E region had a 3-hour blackout impacting 15 million
people. The largest blackout, in terms of affected consumers
occurred in India in 2012 during severe 15-hour blackout,
affecting a staggering 620 million people. Other notable
blackouts include Turkey in 2015 for about 8 hours, affecting
70 million and Pakistan in 2021 (9 hours, 200 million people
affected).

The most common reasons for these blackouts were
adverse weather conditions, highly stressed systems or a
combination of thereof. Increasing integration of renewable
energy sources and the rapid digitalisation of the power
system has significant implications on power system cascad-
ing failures. This combination creates a complex interplay
between physical and cyber-physical aspects of the power
system. The reliance on interconnected and interdependent
systems may amplify the potential impact of cascading
failures. A localised disturbance or failure in one part of
the system can propagate through digital communication
networks and physical components, leading to widespread
outages and disruptions. This interplay between the cyber and
physical worlds is subsequently discussed at length in the rest
of the paper.

FIGURE 1. Recent global power system blackouts between 2003-2022
and their societal impact.

B. GRID DIGITALISATION AND CYBER SECURITY
Increasing power grid digitalisation has resulted in the
convergence between Information Technology (IT) and
Operational Technology (OT) systems. While offering
greater monitoring and control capabilities, this has brought

FIGURE 2. Timeline of power system related cyber security incidents
from 2003 to 2022 [7], [8].

forth serious cyber security concerns.Malicious cyber attacks
on power grids may trigger and accelerate cascading failures,
leading to adverse consequences. A sophisticated and coor-
dinated cyber attack across multiple locations may collapse
the entire interconnected power grid of nations, or even conti-
nents. This is a real modern-day threat, as evidenced the cyber
attacks on the Ukrainian power grid in 2015 and 2016 [7].
These are the first and only known cyber attacks to directly
result in power outages.

Figure 2 presents a brief timeline of cyber security inci-
dents involving power systems in the past 5-6 years. It is
evident that there is an ever increasing threat of cyber attacks
on power systems. The attack inUkraine in 2015 caused inter-
mittent power outages, affecting more than 225,000 people.
In 2016, a sophisticated malware was used that led to a
disruption in the distribution network. This resulted in the
loss of over 200 MW of load and a power outage. Mean-
while, on March 9, 2020, it was reported that the IT network
of ENTSO-E was compromised in a cyber intrusion More
recently, on October 12, 2020, Mumbai, a major Indian
metropolis was affected by a power outage lasting over
12 hours. A recent study has revealed that the outage was
related to ‘RedEcho’, an active hacker group. The attackers
used sophisticatedmalware to target a regional control centre,
in a campaign lasting over 6 months [8]. Thus, cyber security
of power systems has emerged as a dynamic and critical area
of research [9], [10].

Given this scenario, there is a pressing need to understand
how cyber attacks can lead to cascading failures and blackouts
in power systems. By conducting a thorough analysis of past
blackouts, critical root causes of power system failures can
be identified, with a focus on cyber-physical aspects. This
can help to develop effective strategies for mitigating the
impact of cyber attacks and minimising the likelihood of
widespread power outages. Furthermore, by understanding
the root causes of blackouts, appropriate measures can be
taken at an early stage to avoid cascading failures and main-
tain the resilience of power systems in the face of cyber
threats.

II. LITERATURE REVIEW
A. CLASSIFICATION OF STATE-OF-THE-ART
To identify the state-of-the-art research, a comprehensive lit-
erature reviewwas undertaken, utilizing IEEEXplore,Web of
Science, and ScienceDirect databases. This review comprised
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TABLE 1. Text search queries to find relevant literature on power system cascading failures and cyber security.

TABLE 2. Classification and comparison with state-of-the-art literature.

two primary facets: power system cascading failures and
cybersecurity for power systems. This is summarised through
Table 1. Based on this review, five categories of interest were
identified and a detailed comparison of reviews and surveys
addressing these topics is provided in Table 2.

1) Cascading failure analysis: encompasses studies and
research related to the modelling and analysis of cascading
failures within power systems. This includes identifying vul-
nerabilities and potential points of failure. This category is
chosen as it is crucial for understanding the fundamental
aspects of power system reliability and resilience, and focuses
on the root causes of cascading failures.

2) Cyber-physical factors: research that delves into the
interplay between cyber and physical layers in power sys-
tems. This category is chosen to understand how cyber attacks
can propagate and impact the physical infrastructure. Such
knowledge is essential for devising strategies to safeguard
power systems from cyber threats that can lead to cascading
failures.

3) Cyber security of power grids: concentrates on the
various cyber security threats, protocols, and technologies
that can affect the power grid.

4) Cyber attacks: focuses on the different methods
and strategies that cyber attackers employ to target power
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systems, including malware, phishing, and Advanced Persis-
tent Threats (APTs).

5) Experimental validation: This category deals with
empirical studies and experiments aimed at validating the
impact of cyber attacks on power system cascading failures
and proposing suitable mitigation strategies.

B. CASCADING FAILURE RESEARCH
Cascading failures in smart power grids are a growing con-
cern due to rapid digitalisation energy transition. Various
modelling approaches for understanding the mechanisms
behind cascading failures in power grids are discussed in [20].
The authors investigated the impact of different factors
such as node connectivity, load distribution, and protection
schemes on the likelihood of cascading failures. In [21], the
authors analysed the vulnerability of power grids to cascading
failures under different scenarios, including random failures
and targeted attacks.

While the aforementioned works provide valuable insights
into cascading failures in power grids, they do not address
the cyber-physical factors that can influence such failures.
In [22], the authors discuss the resilience of cyber-physical
systems against natural hazards and cyber attacks. They
consider human and societal factors that can affect system
resilience, such as organisational structure and communi-
cation patterns. The impact of cyber attacks on the power
system, however, is not discussed in detail, nor are the critical
cyber-physical factors that can influence the cascading fail-
ure mechanism. Overall, further research is needed to fully
understand the complex interplay between cyber and phys-
ical components in power grids and their impact on system
stability. Hence, our work seeks to address this gap.

C. CYBER SECURITY FOR POWER GRIDS
Review of cyber security for power systems is well reported
in the literature [16], [19]. In [23], the authors provide a com-
prehensive review of cyber attacks and defence mechanisms
for improving smart grid security. This work provides an
overview of all the topics in this research domain, i.e., cyber
security, modelling, interplay between cyber and physical
layers in CPS, etc. Similarly, [16] discusses vulnerability
assessment for cyber-physical power systems. More impor-
tantly, this work reviewedmethods to assess vulnerability and
resilience and identified existing gaps. Meanwhile, cyber-
physical security and cyber-physical attack scenarios are
discussed in depth in [24]. All these works seek to provide
a better understanding of vulnerabilities in cyber-physical
systems and propose suitable resilience solutions. However,
they miss connecting the cyber and physical worlds, i.e., how
cyber threats can affect the power system cascading failure
mechanism, which forms the focus of our work.

D. MOTIVATION AND CONTRIBUTIONS
In this work, we present a fundamental analysis of the con-
nection between the cascading failure mechanism and cyber
security. We hypothesise that cyber attacks at multiple loca-
tions in the power grid can induce cascading failures and

a blackout. Cyber attacks can exploit vulnerabilities in the
system’s digital infrastructure, compromising control sys-
tems, disrupting communication networks, or manipulating
data, thereby triggering or amplifying cascading failures. The
novelty of such an analysis is the exploration of how reported
cyber attack vectors can influence the critical factors and
exacerbate the cascading failure mechanism. By examining
documented instances of cyber attacks on power systems,
we aim to demonstrate the correlation between cyber attacks
and their effects on critical factors. This is visualised through
Figure 3. The key scientific contributions of this work are
summarised as follows:

1) A comprehensive state-of-the-art review of major recent
power system blackouts caused by cascading failures is per-
formed. Furthermore, the mechanism and propagation of
cascading failures is critically examined. Based on this study,
the critical cyber-physical factors that can lead up to the point
of no return in a cascading failure sequence are identified.

2) Hypothetical cyber-physical attack scenarios are devel-
oped to analyse cyber attack induced blackouts. The scenarios
aim to exploit the previously identified critical cyber-physical
factors through various cyber attack vectors reported in the
literature, to initiate cascading failures.

3) A synthetic case study and software-based simulation
results demonstrate how cyber attacks can cause a blackout.
The case study uses one of the aforementioned attack scenar-
ios, to highlight how cyber attacks can triggermultiple critical
cyber-physical factors and cause a blackout. Such an analysis
can provide crucial know-how for grid operators and asset
owners to manage and prioritise the maintenance and invest-
ment in securing their critical infrastructures. Furthermore,
this study can help to develop suitable mitigation measures
against cyber attacks on power systems.

The remainder of this paper is structured as follows.
Section III provides a review of major power system black-
out events between 2003-2021, to identify and highlight
key causes/ critical events discussed in literature. A detailed
analysis of the cascading failure mechanism in power sys-
tems, and identification of critical factors is carried out
in Section IV. How these various factors can be exploited
through different cyber attack scenarios to cause cascading
failures is discussed in Section V, while Section VI presents
experimental results to illustrate the same. Finally, conclu-
sions are drawn and future work is discussed in Section VII.

III. REVIEW OF MAJOR BLACKOUTS
This section summarises major blackout events in the period
2003-2021. A summary of the sequence of events leading
up to the blackout is provided, based on available literature.
Through this summary, we identify the critical factors that
initiated the cascading failures, leading to the blackout.

A. ITALY, 2003
OnSeptember 28, 2003, the Italian power system experienced
a major blackout. The outage affected an area housing around
60 million people. The triggering event began at 03:01:00
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FIGURE 3. Connection between power system cascading failures and cyber security.

and proceeded up to 03:28:00. Power was restored after
three hours in the North and later in the day in the rest of
Italy. In total, approximately 6.4 GW of load was left unmet.
This was deemed to be the largest blackout in the country’s
history, and one of the biggest within the EU. The blackout
was initiated by a fault originating in neighbouring Switzer-
land, triggering a chain of cascading events. This eventually
resulted in the Italian power grid being cut off from the rest
of Europe [25].

The entire sequence of events can be summarised as fol-
lows. A tree flashover caused a 380 kV tie line trip in
Switzerland near the Italian border, resulting in failed breaker
controls and power transfer to Italy through neighbouring
lines. Despite a 300 MW import reduction, a second tie line
also tripped near the Swiss-Italian border due to poor opera-
tor response and inadequate power redistribution. Additional
power was imported from France without prior planning.
This overloading of tie-lines to France led to a drop in
system frequency, triggering under-frequency relays, gen-
erator disconnections and a complete blackout. The major
identified reasons were inadequate coordination, lack of real-
time monitoring, reduced security margins, increased parallel
flows, and angular and voltage instabilities, causing system
collapse [26].

B. NORTH AMERICA, 2003
On August 14, 2003, a blackout occurred in North
America involving eight U.S. states and two Canadian
provinces. Approximately 50 million people were affected
and around 63 GW of load was lost or interrupted [27]. This
equated to roughly 11% of the total load served in the Eastern
Interconnection of the North American system. Over the
course of the entire event, more than 400 transmission lines
and 531 generating units at 261 power plants tripped [28].
The blackout resulted from a combination of multiple

unrelated events. Due to weather conditions and excess
vegetation, flashovers took place on overhead transmission
lines. A previously unknown and critical software bug, i.e.,
a race condition in the alarm system at the control room
of the system operator, First Energy (FE) [4] led to inade-
quate situational awareness. This blindsided system operators
who were unaware of actual ground conditions and the
need to take remedial actions after the tripping of multiple

transmission lines. This set of a chain of major cascading fail-
ures, culminating in one of the largest blackouts in American
history [28].
A brief summary of the sequence of events. A genera-

tor outage occurred due to overexcitation caused by high
reactive power output from other generators Northern Ohio
service area. Unrelated, multiple 345 kV transmission lines
experienced flashovers and trips due to vegetation contact,
despite not being overloaded. Lack of situational awareness
caused by a software bug at FE resulted in no operational
actions being taken, leading to cascading line trips and severe
under voltage conditions. A critical transmission line tripped
in Ohio, triggering cascading failures in other nearby trans-
mission and tie-lines with similar settings. This sudden loss
of major tie lines caused power transfer between the U.S.
and Canada to reverse, resulting in a huge power flow of
around 3700 MW from Canada to Michigan and Ohio. This
unplanned exchange caused voltage collapse due to over-
loaded transmission lines, leading to cascading failures of
other lines and generators, resulting in a blackout [28].

C. EUROPE, 2006
The European transmission system experienced a major
blackout on November 4, 2006, affecting around 15 million
people. The origin of the events leading up to the blackout
took place in Germany, but quickly spread throughout the
continent. The main causes of the blackout were identified as
the non-fulfilment of theN-1 criterion and insufficient coordi-
nation amongst Transmission System Operators (TSO) [29].
The N-1 criterion was violated when appropriate security
analysis and application of pre-defined remedial actions were
not performed. In addition, the compliance with the criterion
was evaluated by a TSO regardless of the situation in the
neighbouring systems. Furthermore, results of security anal-
ysis between TSOs were not robust and wide enough. The
crucial factors that influenced the blackout were limited range
of actions for handling grid congestions, lack of coordination
throughout the event and generator related issues [29].

D. INDIA, 2012
The largest blackout in terms of people affected, occurred in
July 2012, in India [30]. Extremely hot weather conditions led
to a very high system demand, placing tremendous stress on
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the power system. On 30 July 2012, around 02:00 local time,
a 400 kV tie-line interconnecting the western and northern
regions tripped, initiating a chain of events, culminating in
a large-scale blackout. Successive line trips after the initial
event led to a power imbalance of around 32 GW. This left
around 300 million Indians in the dark. The socioeconomic
ramifications were disastrous, affecting core sectors such as
transport, healthcare, finance, etc. As per the post incident
report, the root causes for the blackout were identified to be
weaker transmission line corridors and protection malfunc-
tion. Other critical factors such as lack of coordination for
outages, frequency control and islanding methods aggravated
the effects [31], [32].

E. TURKEY, 2015
The Turkish power system experienced a blackout on March
31, 2015 that lasted for over 8 hours. The blackout was
initiated by a major tie-line trip due to overload. This discon-
nected the eastern and western regions. Subsequently, other
lines became overloaded and tripped in succession (violation
of N-1 criterion). Thus, the eastern and western parts were
separated resulting in a major power mismatch [33]. The
eastern region had excess supply, resulting in an over fre-
quency condition leading to protection trips. Conversely, the
western part suffered from under frequency, leading to load
shedding. However, power plants could not operate at reduced
frequencies for extended durations, leading to a blackout.
The most critical factors in this event were found to be the
lack of real-time monitoring and contingency preparedness.
Furthermore, a lack of awareness about the effects of angular
stability, distance relay settings, and grid code compliance
compounded the issue [33], [34].

F. UNITED KINGDOM, 2019
On August 9, 2019, a major power outage in the UK affected
over 1 million consumers’ electricity supply. Several inter-
dependent services were disrupted due to the outage. Rail
services were severely affected, causing major socioeco-
nomic disruptions. The event was found to be caused by a
lightning strike prior to the blackout that triggered a process
known as vector shift protection. This automatically reduced
power output by 150 MW to ease the strain on the network.
These outages also triggered a collapse in the frequency,
which plummeted to 48.8Hz during the blackout. This caused
load shedding schemes to activate and disconnect about 350
MW of power from grid, allowing the frequency to recover.
This unintentional load shedding however, had an adverse
impact on electricity reliant critical services such as railways
and hospitals [35].

G. PAKISTAN, 2021
The entire nation of Pakistan was plunged into darkness in
the wee hours of January 9, 2021. The blackout was caused by
electrical fault in southern Pakistan at 23:41 local time, which
prompted a series of cascading outages. The total restoration

process took around 20-22 hours in some areas. The post
incident analysis report mentions a permanent bolted earth
fault and unstable power swings as the root causes [36].
Furthermore, lack of operator experience and negligence also
played a key role.

H. SUMMARY
Based on the above incidents, the anatomy of a power system
blackout can be summarised as follows:

i. Preconditions: refer to the underlying conditions or vul-
nerabilities in the power system that may exist prior to
a blackout. These can include factors like inadequate
infrastructure, insufficient maintenance, or operational
limitations.

ii. Triggers: events or factors that initiate the blackout. They
can be external events such as severe weather conditions,
natural disasters, equipment failures, or human errors.
Triggers can also be internal factors like system overloads
or voltage instability.

iii. Emergency condition and remedial actions: once the
triggers occur, the power system enters an emergency
condition. At this stage, various remedial actions need
to be undertaken to stabilise the system and prevent
a complete blackout. These actions may include load
shedding, generation adjustments, or rerouting of power
flows.

iv. Other triggers: apart from the initial triggers, there can
be additional factors that contribute to the escalation of
the blackout. These can include secondary equipment
failures, lack of contingency plans, or ineffective actions
by the system operator.

v. Slow and fast cascading failures: cascading failures
refer to the progressive and interconnected failures that
occur in a power system. They can be categorised as
slow or fast depending on the speed at which they prop-
agate. Slow cascading failures are characterised by a
gradual deterioration of the power system, where the
failure of one component leads to increased stress on oth-
ers, eventually resulting in system-wide disruptions. Fast
cascading failures, on the other hand, exhibit a rapid and
simultaneous collapse of multiple components, leading to
a sudden and severe blackout. Sometime between these
two phases, the Point of NoReturn (PNR) is reached. This
denotes an inflexion point between the stages and results
in a blackout, i.e., loss of power supply to a significant
portion or the entire power system.

This mechanism can also be visualised through the fol-
lowing Figure 4. In summary, all electrical power grids are
designed to comply with the N-1 criterion, i.e., a single
component/element failure does not result in the collapse
of the entire system. Nonetheless, a unique combination of
failures can induce a cascading effect through the system [37],
[38]. Effects such as such as Hidden Failures (HF) in relays
[39], [40] and operational errors can worsen system condi-
tions and amplify the effects of a single failure.

VOLUME 11, 2023 103159



V. S. Rajkumar et al.: Cyber Attacks on Power Grids: Causes and Propagation of Cascading Failures

TABLE 3. Summary of major blackouts in the past two decades.

Hence, cascading failures involve complicated mecha-
nisms and interactions between phenomena on different
timescales and domains [41], [42].

FIGURE 4. Simplified anatomy of the cascading failure mechanism.

IV. CYBER-PHYSICAL FACTORS
Large disturbances in power system operations can be fol-
lowed by a series of events. If these events are not managed
or controlled, they can lead to cascading failures and even a
blackout. For a given power system with n components and k
successive failures, the number of successive failure of com-
ponents is given by nk combinations [6]. Thus, it is infeasible
to check every combination. Nevertheless, cascading failure
induced blackouts share some recurrent characteristics, such
as: 1) Extreme weather and natural disasters [49], 2) Hidden
Failures [39], [40], 3) System-level failures, and 4) Human
errors.

The focus of this work is limited to points 2 and 3, and
how they may be triggered by cyber attacks. In a cascading
failure sequence, power system dynamics plays a crucial
role [50], [51]. A major disturbance or critical event in the
power grid can cause a mismatch between power genera-
tion and demand, leading to the insecure operation of the
system. Consequently, generators and transmission lines can
get overloaded, causing the system frequency and voltages to
drop. To keep the frequency and voltage within permissible
limits, load shedding is often undertaken. However, if the
curtailed load is not sufficient or if the action is delayed,

FIGURE 5. Loss of elements during the USA-Canada 2003 blackout. The
slow phase continued on for a couple of hours (in green), while the fast
phase lasted only a few minutes (in red).

additional transmission lines and generators may trip, leading
to a domino cascading effect.

A complete cascading failure however, can take anywhere
between minutes to hours, comprising of two distinct phases,
i.e., ‘slow’ and ‘fast’ [42], [52]. This can be visualised
through Figure 5 that illustrates the two phases for the USA-
Canada 2003 blackout. The maximum damage is caused in
the ‘fast’ phase, resulting in a domino effect which involves
rapid tripping and disconnection of components. This phase
typically occurs at the end of a cascading sequence, with a
point of no return. It involves highly non-linear and dynamic
phenomena, such as: 1) transmission line overloading, 2) gen-
erator disconnections, 3) frequency variations, 4) voltage
instabilities, and 5) loss of synchronism. All these phys-
ical phenomena play a major role in the propagation of
cascading failures. Power system dynamics can also be signif-
icantly affected by ICT infrastructure [53], [54]. This includes
substation automation and protection systems, generator con-
trols, protective relays, etc. With the looming threat of
cyber attacks on power systems, impact assessment of cyber
attacks on power system dynamics is a crucial topic [19].
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Hence, a detailed analysis of the key dynamic factors and
phenomena influencing cascading failures is provided in the
subsequent subsection.

A. CRITICAL CATEGORIES AND FACTORS
1) LOSS OF TRANSMISSION LINES
In almost all major blackouts, loss of transmission lines has
played a major role [50], [55]. The main IEs before the cas-
cade include excessive or unplanned power transfers, extreme
weather conditions, contact with vegetation, etc. There are
various critical factors within this category that have con-
tributed to real-world cascading failures.

(i) Zone 3 distance protection operation: a crucial factor
that has been repeatedly observed in many severe cascad-
ing outages is the erroneous operation of transmission line
zone 3 distance protection. Under heavy loading, coupled
with relatively low system voltage, a distance relay may
confuse the overloading situation for an uncleared zone 3
fault as the impedance enters the third zone of protection.
Such a phenomenon has been reported in the literature [57]
and witnessed in real-world cascading failures and black-
outs such as USA-Canada 2003 [28] and Turkey 2015 [33].
Such a critical factor can be influenced by cyber attacks that
spoof measurements of communication assisted protection
schemes [53]. By altering the voltage and/or current measure-
ments sensed by relays, it may be possible to maliciously trip
them. Additionally, in the event of switching attacks and loss
of multiple lines, this factor can be indirectly activated.

(ii) Line overloading: when transmission lines are over-
loaded beyond their nominal limits, due to increased I2R
losses, they start to sag and dissipate massive heat. This
involves both thermal and electrical phenomena. If left
unchecked beyond a certain time duration, they are auto-
matically tripped by overload protection. In the worst case,
overhead lines can sag, come in contact with vegetation, and
trip due to flashovers. Therefore, line overloading can set
off a cascading chain; other parallel lines in the system may
get overloaded as well and trip [55], thereby severely com-
promising system integrity. It is be noted that overhead line
overloading is a ‘slow’ phenomenon, in comparison to other
dynamic parameters and categories discussed subsequently.
Line sags and flashovers can take anywhere from between
minutes to hours. Interestingly, the cascading failures propa-
gate non-locally, i.e., the initiating event could be a significant
distance away from subsequent line trips [4].
This loss of lines not only disconnects equipment but

also leads to system parameters such as voltage and fre-
quency going out of their limits. By gaining access to the
substation controls and opening multiple circuit breakers at
once, lines can be put of service, as seen during the Ukraine
2015 attack [7]. Consequently, parallel lines will be over-
loaded. If the original lines are not put back into service in a
timely manner, the overloaded parallel lines can also trip, ini-
tiating a domino effect and possibly a voltage collapse. This
can have a particularly devastating effect on the entire power
system, as observed in Italy and USA-Canada in 2003 [27].

2) VOLTAGE STABILITY
Maintaining the system voltage at nominal values is crucial
to ensure secure system operation. The fundamental reason
for voltage instability is the inability to satisfy reactive power
demands. Consequently, reactive power losses can increase,
leading to voltage sags. During a cascading failure process,
due to sudden and rapid tripping of elements, bus voltages can
change drastically, causing severe voltage instabilities. Also,
changes in active or reactive power outputs of generators can
cause power swings and reactive power issues, respectively.
Therefore, either primary or backup protection relays can trip,
setting off a voltage collapse. This typically activates Under-
Voltage Load Shedding (UVLS) or protection schemes that
disconnect elements due to extremely low voltage levels.
In the absence of sufficient voltage levels, the entire power
system collapses, resulting in a blackout [56]. The critical
factors affecting voltage stability during a cascading failure
are as follows:

(i) Reactive power compensation: the crux of voltage
instability is improper reactive power compensation. Devices
for reactive power support such as Static VAr Compensators
(SVCs) and Static Compensators (STATCOMs) can be tar-
geted by Man-in-the Middle (MiTM) or data modification
attacks to alter reactive power injections [16], [24], [58].
In the worst case, this can induce severe voltage instabilities
and lead to a voltage collapse.

(ii) Voltage regulation: mechanisms to regulate voltage
such as tap changers can also be compromised to impact
voltage stability. In future power systems, the increased pres-
ence of Distributed Energy Resources (DERs) also provides
an additional attack surface. These DERs are expected to be
networked to the grid edge, via IoT that are also vulnerable.
For example, [59] and [60] discuss the exploitation of vulner-
abilities in photovoltaic inverters to cause abnormal voltages,
and associated remedial measures to avoid this situation.

(iii) Line overloading: transmission lines can be heavily
loaded due to increased reactive power flows, causing voltage
drops. Subsequently, they can be tripped due to overload
or distance protection, compounding the issue further. The
influence of cyber security on this factor is discussed in the
previous category.

(iv) Generator excitation: for any grid-tied synchronous
generator, voltage/VAr control is provided by the Automatic
Voltage Regulator (AVR) by varying field excitation current.
Therefore, generators can be under or over excited, depending
on voltage support requirements [56]. In the event of over
or under excitation, the AVRs of generators can trip for
safety reasons. This can potentially instigate voltage stability
issues in the case of other contingencies. Such an advanced
cyber attack scenario, targeting generator AVRs is discus-
sed in [60] and [61].

3) TRANSIENT STABILITY
The most impactful event in a cascading failure is the discon-
nection of generator units and loss of synchronism.
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TABLE 4. Summary of cyber attacks targeting critical factors.

Without sufficient power production, the power grid can
destabilise rapidly. Themajor factors contributing to transient
instabilities in cascading failures are the following.

(i) Fault-clearing times: the primary requirement for tran-
sient stability is the satisfaction of the equal-area criterion,
i.e., the kinetic energy absorbed by the generator rotor during
acceleration or fault conditions must equal the kinetic energy
dissipated during deceleration, post-fault. Hence, it is crucial
that faults must be cleared as quickly as possible to prevent
loss of synchronism.

Therefore, a cyber attack that manipulates protection
schemes and their associated communications to cause
increased fault clearing times can lead to loss of synchro-
nism. This may be possible through Denial-of-Service (DoS)
attacks which delay the communication of critical control
commands, as discussed in [54] and [58].

(ii) Loss of generation: in cascading failure events, angu-
lar instabilities may arise due to sudden large component
disconnections or system changes, resulting in rotor angle
instabilities. The sudden loss of a large generator or line
switching can induce transient instabilities. As discussed

in [62] and [63], targeting the breaker controls of a gener-
ator and rapidly switching them out of phase can result in
transient instabilities. Consequently, the generator can lose
synchronism and get disconnected or even damaged.

(iii) Generator controls: crucial aspect to ensure tran-
sient stability is the terminal voltage of generators, controlled
by the AVR through field excitation. Hence, a cyber attack
altering the field excitation parameters can affect transient
stability of the system. This is especially true in the case of
coordinated attack, leading to loss of multiple components.
Typically, generators are equipped with several interface pro-
tection relays, and schemes to safeguard them in the event of
major fault conditions. However, during a cascading failure
process, the very same protection relays, while ensuring the
safety of the generator can compromise the rest of the system.
This directly worsens the cascading process in the rest of the
system [61].
Switching attacks on generators are extensively discussed

in [64]. This research shows how cyber attacks can disconnect
generators and initiate cascading failures. Furthermore, [63]
demonstrates the physical implications of such cyber attacks
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on themachine and power system.Hence, a cyber attack seek-
ing to compromise transient instability can rapidly connect
and disconnect the generator’s main circuit breaker. Such an
advanced attack can destabilise the entire power system in
a matter of a few seconds [64]. This can result in a loss of
synchronism in the remaining parts of the system. Subse-
quently, other generator units may be tripped, resulting in a
large-scale blackout, possibly requiring significant amounts
of restorative efforts.

4) FREQUENCY INSTABILITY
The root cause of frequency instability is a mismatch between
supply and demand. This can manifest in multiple ways,
as follows.

(i) Islanding: cascading failures involve transmission line
overloading and tripping of connected generators. This may
result in islanding, i.e., creation of areas with a large mis-
match between power supply and demand. As a result, the fre-
quency within the islanded systems can differ vastly. This can
also occur due to sudden large load disconnections. Depend-
ing on the inertia of the synchronous generators within the
system, such a mismatch can activate Rate of Change of
Frequency (ROCOF) protection to protect the generator units.
With the influx of more renewable power generation, sys-
tem inertias are expected to reduce further [65]. Therefore,
ROCOF protection is a critical parameter with regard to
frequency stability and cascading failure analysis.

A resonance cyber attack targeting ROCOF and load fre-
quency control of generators is discussed in [66]. In this type
of attack, the adversarymodifies the input signals to generator
controllers based on a resonance source, e.g., ROCOF. This
results in a negative feedback on load frequency control, such
that the targeted generator loses stability. Furthermore, the
authors conclude that the maliciously modified inputs still lie
within the normal operating range, thereby making the attack
highly stealthy.

(ii) Supply-demand mismatch: to cause a mismatch
between supply and demand, multiple cyber attack strate-
gies are possible. Some sophisticated cyber attacks to induce
such mismatches are discussed in literature. In [67], the
authors explain how botnets may be used to rapidly increase
power demand before frequency control mechanisms can
react. Using a hypothetical example of continental Europe,
they show how this can lead to loss of load and generation.
Likewise, [68] presents a cyber attack scenario to artificially
manipulate power demand through a spoofed market price
signal. The net result in both cases is that of sudden frequency
variations, prompting remedial actions such as load shedding.

(iii) Load shedding: to prevent scenarios such as islanding,
corrective actions such as Under Frequency Load Shedding
(UFLS) techniques are undertaken, leading to a loss of load.
thereby creating a power imbalance. Such techniques must
be fast enough to restrict the frequency drop, otherwise, the
system can further destabilise. Sustained under frequency or
over frequency conditions can cause generators to automat-
ically trip [69]. Therefore, a DoS cyber attack which causes

a delay in communication of load shedding commands can
have an adverse effect on frequency stability, as discussed in
[70] and [71].

It is to be pointed out that all of the aforementioned
and discussed categories and factors are not mutually exclu-
sive, but intertwined [72], [73]. For example, transient and
voltage instabilities are strongly linked and usually occur
together [56]. Likewise, frequency instability and transient
instability also influence each other. It is worth mentioning
that cyber attacks exploiting even one of the critical categories
may induce cascading failures due to the strong interplay
between all the phenomena. Extending this line of thought,
a coordinated cyber attack can therefore accelerate the cas-
cading failure mechanism. A recent study has confirmed this
acceleration mechanism being observed in major historical
cascading outages [52]. As a result, in the event of a coordi-
nated cyber attack, the power grid may reach a point of no
return sooner, triggering a massive collapse.

B. DISCUSSION AND SUMMARY
Based on the thorough analysis of past blackouts and critical
root causes of power system cascading failures, the key points
of the analysis are as follows:

1) Most cascading failures are caused by cyber-physical
factors initiated by a set of events.

2) Typically, these events are physical in nature, e.g.,
extreme weather, human errors, etc. Nevertheless, it is
possible for such events to be initiated by cyber attacks.

3) Such types of cyber attacks are scalable, i.e., they can
result in abrupt N − k contingencies. Therefore, exist-
ing power system planning, centred around N − 1 or
N − 2 contingencies, must also account for cyber con-
tingencies. This gives rise to a combined cyber-physical
contingency evaluation.

4) With greater power grid interconnections, research on
the impact analysis of cyber attacks on power system
operation and stability is the need of the hour. Thus,
future research can focus on carrying out cyber-physical
simulations to understand how many cyber events can
initiate a cascade, leading to a collapse, and there-
fore develop response strategies. Subsequently, future
research is needed to answer the following:
(i) How to detect cyber attacks in early-stages, before

action on objectives results in any impact?
(ii) Which OT assets are the most vulnerable and how to

secure them?

V. CYBER ATTACKS ON POWER GRIDS
Cyber attacks on power grids have emerged as a sophis-
ticated modern-day threat with wide-ranging ramifications.
They are High-Impact Low-Frequency (HILF) events that can
severely impact power system operation and stability. Table 4
lists some well-reported cyber attack exploits from literature,
specifically targeting power systems. Such attack vectors are
mainly inspired by the real-world cyber attacks in Ukraine
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FIGURE 6. A timeline of major cyber attacks on ICS.

in 2015 and 2016. Figure 6 depicts a brief timeline of major
cyber attacks on industrial control systems.

A. UKRAINE 2015 AND 2016
In 2015, the attack originated from the peripheral IT sys-
tems of the power grid operator. The adversaries successfully
intruded into the system through hacking mechanisms such
as phishing emails, malware operations, and credential theft.
The entry point of the attack was a targeted spear phishing
campaign on employees of the system operator in Ukraine.
The phishing email contained weaponised Microsoft office
files. Through macros located within the office files, the
adversaries infiltrated the power grid operator’s system using
Black Energy 3 malware. From this point on, they had gained
backdoor access to the core operational system of the system
operator.

An alarming point is that the infiltration went undetected
until the attackers launched a remote desktop session to
access and control the Supervisory Control and Data Acqui-
sition (SCADA) system. Subsequently, they opened multiple
circuit breaker switches through the SCADA user interface.
The system operator’s employees could only watch in horror
as they were locked out of their systems. The attack resulted
in the blackout of seven 110 kV and twenty-three 25 kV
substations. Roughly, more than 225,000 customers were
affected by the blackout for several hours [7]. This attack
is the first known, real-world example of a cyber attack to
directly impact power grid operations.

In the following year, 2016, a more advanced and sophis-
ticated cyber attack was launched, exploiting vulnerabilities
present in power system communication protocols.Whilst the
2015 attack involved using remote desktop access to control
SCADA remotely, the 2016 attack was performed through
Industrial Control System (ICS) software manipulation using
‘CRASHOVERRIDE/Industroyer’ malware. This software
manipulation required greater know how about ICS func-
tioning, to launch a more sophisticated attack. The malware
mainly targeted power system communication protocols such
as IEC 101, IEC 104, and IEC 61850. By tampering with the
protocols and their messages, the attackers could influence
physical parameters such as the state of circuit breakers.

Luckily, the attack was not very successful and only
resulted in small-scale impact, in comparison to the previous
year. Nevertheless, the particular attack technique was quite
alarming. By employing a similar technique, i.e., exploitation
of power grid communication protocol vulnerabilities, it is

possible that an advanced cyber attack can have catastrophic
effects on the power grid.

B. CYBER KILL CHAIN
In this work, we focus our discussions on cyber attacks
aimed at causing large-scale cascading failures and black-
outs. Such cyber attacks can broadly categorised be into four
categories [10]: 1) Attacks affecting physical equipment. 2)
Attacks targeting communication networks. 3) Application
centric attacks. 4) Data centric attacks. All the subsequently
discussed cyber attacks fall into one of the four categories.

As previously discussed, most cascading failure induced
blackouts consist of a multitude of factors. However, the
critical factors that influence system dynamics and lead to the
domino effect are limited. Therefore, in subsequent subsec-
tions we discuss how said factors can be exploited through
different hypothetical ‘nightmare’ cyber attack scenarios.
These scenarios are aimed at initiating or accelerating cas-
cading failures, by influencing system conditions. The type
and nature of the exploits are based on cyber attacks on
power grids, already reported in the literature. The goal of
this discussion is to highlight how such attacks can lead to
cascading failures and a blackout. Hence, most advanced
cyber attacks on ICS follow a similar chain of events, with
the following steps:

1) Reconnaissance. This is the first stage in the cyber
attack kill chain and involves conducting investigations of
the target. Through this step, the adversary collects sensi-
tive/critical information that can be used to jeopardise the
target. An example for such information could be network
data, critical equipment locations, etc.

2) Weaponisation. The information collected from the
first stage is then used to develop an appropriate attack vector
or payload. This is referred to as the weaponisation stage.
An example of such a payload could be a malware or a bot.

3) Delivery. The third stage in the kill chain is the deliv-
ery stage. Once the payload is ready, the victim is targeted
through suitable means. This may include mechanisms such
as phishing emails, corrupted file attachments, malicious
hyperlinks, etc. The goal of this stage is to successfully
infect one or more machines of the target with the malicious
payload.

4) Exploitation. The fourth stage entails exploitation of
system resources through the delivered payload. An attacker
can exploit known vulnerabilities in the target environment
through the payload, to gain backdoor access to entire critical
infrastructures.

5) Execution. This is the actual attack phase of the kill
chain. Having gained unauthorised access, an adversary can
then run their malicious code, remotely, to wreak havoc on
the target.

6) & 7) Command and Control. These stages involve the
adversary taking over controls of critical infrastructures and
manipulating them to cause serious damages. Such actions
could include changing operating set points, shutting down
entire components or systems, thereby leading to catastrophic
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damages. Examples of such unauthorised actions with respect
to power grid operations can include malicious opening of
circuit breakers andmanipulation or spoofing of controller set
points of generator AVRs and governors. The cyber attack kill
chain and associated stages are illustrated through Figure 7.

C. MALWARE ATTACK
There are well known examples of malware targeting
and compromising functioning of ICS. This includes the
Stuxnet virus [74], Blackenergy 3 [7], and ‘Crashoverride/
Industroyer’ [8]. The last two were responsible for the cyber
attacks, specifically targeting the power grid in Ukraine in
2015 and 2016, respectively. In April 2022, cyber attacks
caused a malfunction in the communication systems used
for monitoring and control of nearly 2000 wind turbines in
Germany [75].

FIGURE 7. ICS cyber attack kill chain.

Around the same time, the Ukrainian computer emergency
response team confirmed that high-voltage electrical substa-
tions in Ukraine were targeted by Industroyer2 malware [76].
These incidents highlight the evolving ICS cyber threat land-
scape. Malware attacks on physical equipment can affect the
availability and integrity of signals, thereby compromising
the system integrity. For example, a compromised critical
device may continue to operate slowly than what is required
by the corresponding application, even though the signals
produced are reflective of the actual system, which triggers
usability concerns. Hence, an advanced malware attack can
wreak havoc on power system operations.

It is assumed that the adversary has gained access to
the IT/OT infrastructure of the target power grid operator
through malicious hacking activities, similar to the Ukraine
2015 attack [7]. The adversary then stays within the system,
monitoring and recording system operations to pick an appro-
priate attack target and timing. This corresponds to stages 1,
2, and 3 in the cyber kill chain. In the summer, the power

system is operating close to its limits due to a high demand.
This prompts the attackers to launch their attack.

The attackers having conducted reconnaissance are famil-
iar with the grid topology and operational conditions. They
execute the first stage of the attack by planting a sophisticated
malware, similar to Industroyer that initiates a race condition,
given their access to the IT/OT infrastructure. This results
in a critical software bug that goes unnoticed. It is assumed
that the first stage is carried out well in advance. Hence,
most, if not all regional control centres are infected by the
malware. The goal of this stage is to blindside the system
operator and cause lack of situational awareness. The mal-
ware prevents timely remedial actions in case of major faults
or disturbances. Consequently, even a single IE can become
a critical event, setting off a catastrophic cascading effect.

In the second stage of the attack, at a major transmission
substation, where some lines are out of service for mainte-
nance, the attackers take over the substation controls. They
initiate automatic opening of all circuit breakers, even going
to the extent of blocking all manual overrides. This corre-
sponds to the execution and control stages of the cyber kill
chain. Due to the malware, the system operator is fed mis-
information that the system is in a healthy state. By opening
all breakers in this substation, the already stressed system is
pushed close its limits. Parallel lines in neighbouring sub-
stations are soon overloaded, causing line sags and eventual
flashovers. A critical transmission line interconnecting the
northern and southern regions is put out of service due to the
cyber attack.

This forms the critical event and sets off a domino effect.
Due to the sudden power imbalance and frequency instability,
islands are formed. Consequently, under frequency relays
of generators start to trip. This worsens system conditions
and causes huge load disconnections. Subsequently, the lack
of generation and extremely poor voltage levels leads to a
blackout. The entire sequence of events is summarised in
Table 5. The blackout from the initial event takes ∼1 hour.
The critical cascading events happen in a matter of a few
minutes. A similar sequence of events is what transpired
during the USA- Canada blackout of 2003 [28].

D. OT HIJACKING ATTACK
As shown by the cyber attack in Ukraine, 2015, malicious
takeover of substations and SCADA system can lead to
catastrophic consequences [7], [64], [77]. Through lateral
movement from IT to the OT system, attackers hijacked
the substation OTs and maliciously disconnected multiple
circuit breakers from the control centre. Such an attack
vector is possible due to the use of legacy power system
communication protocols with limited or no cyber security
implementations. These communication protocols used by
utilities, such as Distributed Network Protocol 3 (DNP3)
and IEC 104 are vulnerable [77], [78], [79]. Particularly,
through eavesdropping and active reconnaissance, attackers
can jump from the substation to the control centre. In a
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TABLE 5. Sequence of events due to malware attack.

critical ICS infrastructure, such attacks can have serious
consequences, as timely operation is strictly necessary. This
is shown Figure 8, wherein, critical messages/commands
between control centre and substations can be sniffed or
hijacked to gain unauthorised access. In the worst-case, such
attacks can maliciously disconnect lines and equipment in the
power grid. This can set off a chain of contingencies that may
lead to cascading failures and even a blackout.

In the imagined attack scenario, it is assumed that the cyber
attackers have gained backdoor access to the gateway server
in multiple substations through spear phishing or malware
attack [78]. This server acts as the medium of communi-
cation between the control centre and substation. Thereby,
by gaining access to the server, the communication channel
is compromised, allowing the adversaries to monitor and
inspect all traffic. This corresponds to steps 1 and 2 in the
cyber kill chain. The attackers inspect the type and content of
all packets exchanged between the control centre and com-
promised substations, over an extended period of 3-4 months.

In stage two, with this knowledge, the attackers launch
their cyber attack. The particular target utility uses IEC
104 for their SCADA communications. The attackers jump
from the substation to the control centre by exploiting known
IEC 104 vulnerabilities [80]. From the control centre, the
attackers disable manual overrides, launch spoofed packets
that tamper with the tap positions of the transformers within
the substations. This has a severe effect on the voltage stabil-
ity of the entire system as voltage levels are severely affected.
A sustained low-voltage condition results in UVLS schemes
being activated. Additionally, the attackers also maliciously

FIGURE 8. OT hijacking attack.

open multiple circuit breakers, thereby disconnecting several
transmission lines and loads. Such a coordinated attack has
an acute effect on voltage and frequency stability, initiating a
voltage collapse. Generators are tripped by their over exciters
due to high reactive power outputs. The cascading event prop-
agates rapidly, causing successive line overloads and trips,
resulting in a blackout.

TABLE 6. Sequence of events due to OT hijacking cyber attack.

E. MAN-IN-THE-MIDDLE ATTACK
An example of the MiTM attack is the exploitation of the IEC
61850 standard for digital substations. Owing to operational
constraints, the standard does not implement any encryption,
making it susceptible to a wide-range of cyber attacks, e.g.,
packet sniffing and replay attacks. The two protocols of
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importance within the standard, i.e., Generic Object-Oriented
Substation Event (GOOSE) and Sampled Values (SV) can be
tampered with and spoofed [81], [82], [83]. As a result, pro-
tection equipment and components within a digital substation
can be compromised or put out of service [83]. Subsequently,
this can trigger a cascading failure due to the sudden loss of
multiple components.

In a doomsday scenario, attackers can trigger a blackout
by compromising critical digital substations, causing catas-
trophic damage. Figure 9 shows the typical layout of a digital
substation communication network. This comprises of sta-
tion, bay, and process levels. Each bay is controlled by a
Bay Control Unit (BCU). A local area network enables the
communication between engineering workstations, station
control systems, and communication servers with control
centres. It is to be noted that IEC 61850 traffic on the local
operating network is not encrypted. This is to ensure real-
time performance of protection equipment. All commands
and measurements are communicated using the process bus.
Hence, by gaining access to the substation communication
network, the attacker can cause significant disruption and
abnormal functioning of equipment within the digital substa-
tion, i.e., maliciously open circuit breakers, block or disable
protection devices, or collapse the substation communication
network itself.

To mitigate such attack threats, the IEC 62351-6 standard
focuses on securing the protocols defined in IEC 61850.
It introduces an additional field in the GOOSE and SV data
payloads to incorporate security-related information. This
field includes an Rivest Shamir Adelman (RSA)-based digital
signature to ensure the integrity of the Protocol Data Unit
(PDU). Similarly, the standard recommends using a Mes-
sage Authentication Code (MAC) generated using a Secure
Hash Algorithm (SHA-256) to verify the integrity of GOOSE
and SV messages. By calculating and comparing HMAC
values, the authenticity of the messages and the identity of
the publisher can be verified. The use of RSA and HMAC
algorithms, however, for message authenticity and integrity is
not suitable for applications requiring a response time of four
milliseconds or lower due to their computational demands.
Additionally, the standard lacks guidance on certificates
related to RSA keys used for signing extended PDUs, and the
use of RSA and HMAC authentication keys for Intelligent
Electronic Devices (IEDs) necessitates a key management
infrastructure within the digital substation. As a result, these
security mechanisms have not been widely adopted.

F. FALSE DATA INJECTION ATTACK
The most commonly reported type of cyber attack on power
systems in literature is the False Data Injection (FDI) attack.
An FDI attack operates under the assumption that an attacker
can access current power system configuration information
and manipulate the measurements of meters at physically
protected locations such as substations. Thereby, they may
introduce arbitrary errors into certain state variables without

FIGURE 9. Digital substation communication network.

being detected. Most FDI attacks reported in literature are
aimed at targeting state estimation algorithms and measure-
ments [84], [85]. Related work also discusses data-driven
attacks that target power flow measurements [86], [87].

Such attacks however, are limited or restricted to bound-
aries of one substation. Hence, we focus our attention on
data integrity attacks that target specific components of power
systems to cause widespread damages.

Data integrity attacks targeting power system protec-
tion, i.e., relays and communication are of serious concern.
It is critical to ensure security of supply and maintain
power system health. With rapid developments in ICT
and digital technologies, conventional protection systems
are being upgraded into communication-assisted protec-
tion schemes [88]. Such communication-assisted protection
schemes provide high-speed tripping at either ends of a pro-
tected line. Traditional multi-zone distance protection lacks
such capabilities, as noted in [89]. Furthermore, reduced
fault clearing times can minimise power system instability
conditions and improve system reliability. Such high-speed
fault clearing is achieved through dedicated communication
between line terminals. Each line terminal communicates its
status as a data bit to the remote end(s), over a dedicated
communication channel. The data bit can represent either a
trip or block command, depending on the protection scheme
being employed. The most commonly used schemes are Per-
missive Overreaching Transfer Trip (POTT) and Permissive
Under-reaching Transfer Trip (PUTT) [88]. While offering
aforementioned advantages, this digitalisation of protection
raises cyber security concerns [90], [91].

Cyber attacks considering the role of protection systems
are extensively discussed in [90]. Typically, the most com-
monly used protection schemes are distance and differential
protection for protection of transmission lines and trans-
formers, respectively. Cyber attack vectors targeting these
schemes are reported in [53] and [91]. Such sophisticated
cyber attacks manipulate the parameters sensed by protection
relays to calculate trip conditions. Thus, a successful cyber
attack can lead to malicious tripping of relays, while remain-
ing undetected.

VOLUME 11, 2023 103167



V. S. Rajkumar et al.: Cyber Attacks on Power Grids: Causes and Propagation of Cascading Failures

Such attacks can have crippling consequences on power
system operations. They can directly result in unwanted
opening of circuit breakers, leading to transient instabilities.
Another possibility is a ‘sleeper cell’ attack. In this scenario,
the protection equipment is inhibited or blocked from normal
functioning. Hence, during a fault condition, the relay may
not operate, causing other zones of protection to be activated.
This can subsequently cause other unwanted relay trips, trig-
gering a cascading effect. While sounding far-fetched, such
cyber attack scenarios are worrisome, since protection issues
and malfunctions are directly/indirectly involved in about
70% of cascading failure incidents [49].

In the attack scenario, we consider two types of attack
manipulations. The first one is focused on directly modifying
the relay parameters used to issue tripping commands. The
second is inhibition of protection functionality. The latter
can achieved by carrying out DoS attacks on the commu-
nication channel used by communication-assisted protection
[92], [93]. In the considered cyber attack scenario, attack-
ers have gained access to the communication channel used
by the communication-assisted protection system at three
substations. This corresponds to steps 1-3 in the cyber kill
chain. Execution of a DoS or FDI attack requires a malicious
device with access to communication channels used by the
relay. By remotely introducing such a device into the net-
work, attackers can access the communication channel which
enables fast breaker actions during faults. By launching a
cyber attack when timely breaker action is necessary, how-
ever, they cause substantial disturbances to the power grid.
This forms the crux of the discussed cyber attack scenario.

The attackers launch a DoS attack by flooding the commu-
nication channel with packets through their own malicious
device. This results in blocking of permissive trip commu-
nications, i.e., prolonged fault clearing times. Subsequently,
transient instabilities may arise in case of major faults. As the
second stage of the attack, the cyber attackers execute an
FDI attack to modify the trip signals. The attackers issue
spoofed permissive trip signals that cause malicious trip-
ping of relays. Now, when a fault occurs in the associated
transmission line, due to the DoS attack, it is not cleared on
time. Simultaneously, through the FDI attack, multiple relays
are maliciously tripped, causing sudden opening of circuit
breakers. Both these conditions put together induce massive
system instabilities, initiating a domino effect, i.e., cascading
failures and a blackout. The sequence of events is summarised
in Table 7.

G. ADVANCED PERSISTENT THREATS
Advanced Persistent Threats (APTs) represent a significant
cyber security challenge for critical infrastructures, such as
power systems. APTs are highly sophisticated and stealthy
forms of cyber attacks conducted by well-funded and persis-
tent threat actors. In the context of power systems, APTs pose
a grave risk due to their potential to disrupt essential services,
compromise data integrity, and even inflict physical damages.

TABLE 7. Sequence of events due to DoS and FDI attacks.

They are characterised by three main aspects. 1) Persistence:
APTs are carried out over a long-term, with stealthy presence
in a targeted OT network or system. Threat actors maintain
access and continue their reconnaissance over an extended
period, often remaining undetected. 2) Sophistication: APTs
employ advanced techniques, including zero-day exploits,
custom malware, and social engineering tactics. They adapt
to network defences and conditions, making them difficult to
detect and mitigate. 3) Targeted: APTs are not opportunis-
tic attacks but rather meticulously planned and specifically
aimed at high-value targets and critical infrastructures, such
as power grids.

APTs pose a grave threat to the power system opera-
tion, as shown in the Ukraine 2015 and 2016 cyber attacks.
Unlike cyber attacks on IT systems, attacks on cyber-physical
power systems can lead to operational disruptions, with phys-
ical impact such as cascading failures and power outages
[94], [95]. In conclusion, APTs on power systems represent a
serious and evolving threat that necessitate proactive cyber
security measures. By understanding their characteristics,
motivations, and potential impacts, utilities can better prepare
and defend against these sophisticated cyber threats.

VI. CASE STUDY AND SIMULATION RESULTS
In this section, we discuss a simulation case study involving
cyber attacks conducted on a transmission system digital
substation. The simulations are carried out on a modified
IEEE-39 Bus test system simulated on DIgSILENT Power-
Factory. The OT network is emulated using Mininet, based
on operating-system-level virtualisation. The entire emu-
lated OT network runs on 10 virtual servers and consists
of 27 user-defined substations, 118 measurement devices,
and over 800 data points for the entire simulated power
system. SCADA device functionality within the OT net-
work is realised through custom Python code. To analyse
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FIGURE 10. IEEE-39 bus test system with cyber attack locations highlighted in red.

TABLE 8. Protection schemes implemented.

the impact of cascading failures, multiple coordinated pro-
tection schemes are implemented. These include interface
protection for generators in the form of under/over-frequency,
ROCOF, loss of synchronism, and under/overvoltage. For
the transmission lines, distance protection along with line
overloading protection is enabled. Stress mitigation includes
under frequency and under voltage load shedding. This is
summarised by the following Table 8.

A. ATTACK SCENARIO
In the presented attack scenario, a coordinated cyber attack
leads to manipulation of generator AVRs and opening of

circuit breakers. The latter is achieved through IEC 61850
GOOSE cyber attacks. The attack locations are indicated
in Figure 10. The cyber attack is launched at 5s simulation
time to maliciously alter the AVR set-point for generator G6,
as visualised through Figure 12. It is observed that the traffic
is zero at some instants. This is due to variability of latency
and delays in distributed communication systems, leading to
variations in the packet arrival time. The attack causes an
abrupt increase in the terminal voltage of the generator by
10%.

B. CYBER-PHYSICAL FACTORS
The cyber attack affects the voltage regulation and reactive
power compensation factors. Subsequently, circuit breakers
on the line 19-16, at substation 7 are also maliciously opened
at 10s simulation time. As a result, the two generators in
substation 7, i.e., G4 and G5 are islanded from the rest of the
system and disconnected by ROCOF protection. This can be
visualised through Figure 13, wherein the threshold of 2 Hz/s
over 500 ms is crossed. Consequently, due to the sudden
loss of generation, multiple transmission lines are overloaded
and trip due to zone-3 distance protection. The sustained
overcurrent and low voltage is misinterpreted as an uncleared
zone-3 fault, resulting in an overreach of distance protection.
This is depicted in Figure 14 as a plot of bus voltages and line
currents highlighting sustained under voltage and overcurrent
conditions.
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FIGURE 11. Propagation of cyber induced cascading failure on the IEEE 39-bus
test system, visualised as heat maps of voltage angles. Figs. 11(a) , 11(b)
and 11(c) depict start of simulation (0s), 15s and 20s simulation time,
respectively. At the start of the simulation, most areas are healthy, i.e., with
minimal voltage angle deviations (shown in green). Over the course of the cyber
attack simulation, areas in red are de-energised, while the areas indicated by
purple and blue suffer from power swings with significant variations in voltage
angles, in excess of 30 to 40 degrees. The cyber attack results in a blackout in a
matter of 20s with ∼5.2 GW load lost.
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FIGURE 11. (Continued.) Propagation of cyber induced cascading failure on the
IEEE 39-bus test system, visualised as heat maps of voltage angles. Figs. 11(a) ,
11(b) and 11(c) depict start of simulation (0s), 15s and 20s simulation time,
respectively. At the start of the simulation, most areas are healthy, i.e., with
minimal voltage angle deviations (shown in green). Over the course of the cyber
attack simulation, areas in red are de-energised, while the areas indicated by
purple and blue suffer from power swings with significant variations in voltage
angles, in excess of 30 to 40 degrees. The cyber attack results in a blackout in a
matter of 20s with ∼5.2 GW load lost.

FIGURE 12. Illustration of cyber attack via change in network traffic of
substation 6 gateway.

C. CASCADING FAILURES AND BLACKOUT
Eventually, the generator targeted by the cyber attack, i.e.,
G6 is disconnected due to voltage instability around 13s,
as predefined voltage limits (1.1 p.u) are exceeded. This is
illustrated in Figure 15. Therefore, the system is heavily
stressed and the last remaining generator G7 in the vicin-
ity of the attack location cannot cover all the loads and

FIGURE 13. ROCOF trip of generators G4 and G5. Protection setting limit
is 2 Hz/s over 500 ms.

is islanded by ROCOF protection at 13.28s. This results
in major system-wide frequency and voltage instabilities
due to the loss of multiple elements. Consequently, system
frequency is severely affected due to the prolonged power
mismatch, prompting emergency under frequency load shed-
ding, as shown through Figure 16. Following, multiple lines
are tripped by zone- distance protection overreach. Thus, the
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TABLE 9. Sequence of cascading failures due to cyber attack.

FIGURE 14. Under voltage at bus 21 and overcurrent on line 21-22,
highlighting trip of zone 3 distance protection.

system reaches a point of no return at ∼ 20s and the cyber
attack results in a blackout with ∼5.2 GW load lost. The
evolution of the cascade is better visualised through Figure 11

FIGURE 15. Over voltage trip of generator G2 at 12.8 s. Protection setting
limit is 1.1 p.u as shown by the green dashed line.

FIGURE 16. Load shedding and loss of load due to cyber attack.

FIGURE 17. Voltage collapse caused by cyber attack.

that illustrates variations in voltage angles over the course
of the simulation. Areas in red are de-energised, while the
areas indicated in purple and blue suffer from power swings
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with significant variations in voltage angles, in excess of 30 to
40 degrees. The entire sequence of events is summarised in
Table 8. As observed, the cyber attacks trigger multiple criti-
cal cyber-physical factors and influence the cascading failure
mechanism. This results in a blackout, thereby confirming our
hypothesis.

VII. CONCLUSION AND OUTLOOK
As power systems become increasingly digitalised, the
importance of cyber security cannot be overstated. With
the looming threat of cyber attacks on power grids, in this
work, we presented a fundamental analysis of the link
between the power system cascading failure mechanism and
cyber security. This was achieved through a comprehen-
sive state-of-the-art review of major historic power system
blackouts caused by physical disturbances. Based on this,
critical cyber-physical factors that enable and influence the
cascading failure mechanism were identified. Furthermore,
hypothetical cyber-physical attack scenarios were developed
to analyse the effects of the critical factors through dif-
ferent cyber attack vectors. A systemic evaluation of the
scenarios revealed how cyber attacks can initiate cascad-
ing failures, leading to a widespread blackout. A synthetic
case study and software-based indicate that cyber attacks
can not only cause, but also accelerate the cascading failure
mechanism.

Our findings in this paper highlight the direct link between
cyber attacks and their influence on critical factors in the
cascading failure mechanism. Based on this study, our future
work will focus on developing an analytical method to prove
how cyber attacks can cause cascading failures and acceler-
ate them compared to physical disturbances. Through this,
we will analyse how cyber attacks have the potential to cause
widespread power outages. Furthermore, impact of social
factors such as operator actions and decisions on cascading
failures can also be researched. This research will empha-
sise the urgent need for robust cyber security measures to
safeguard power systems from malicious cyber threats and
mitigate their potentially catastrophic impact. This can aid
in securing and ensuring cyber resilience of future power
systems.
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