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Abstract
As the American, European, and Chinese aerospace industries are furthering the technological readi
ness level of Cold Atom Interferometry (CAI) for spaceborne quantum sensing of gravity, refined nu
merical simulations must validate their maximum capabilities for future planetary gravity reconnais
sance missions. To this purpose, TU Delft, in collaboration with ESA ESTEC, has promoted a com
bined MSc literature review, thesis and internship project aiming to investigate the competitiveness of
CAI against the backdrop of the standard gravity field model recovery techniques. The ultimate goal is
to understand CAI’s contribution to the resolution of the Solar System planets’ gravity field models.

Thus, the work presented henceforth encompasses the essence of my MSc thesis, whose aim is to
assess the potential of CAI gradiometry in enhancing the spatial and temporal resolution of the current
gravity field models of Mars.

Competitive with classic inertial sensors, quantum gradiometers based on CAI are exceptional new
devices, which hold the promise to measure inertial forces with an unprecedented level sensitivity
(≈mE/√Hz). Mechanical effects of light pulses are exploited to spatially separate and recombine the
wavepackets of cooled atoms, which, thus, interfere; by engineering 3D specific instrument configu
rations, from the interferometer phase shift all elements of the gravity gradient tensor could be traced
back, as well as the full spacecraft angular velocity vector. This performance is enhanced by the high
commonmode rejection of noise, due to the differential nature of gradiometers’ measurements. Fur
thermore, in space, the microgravity environment prolongs the atoms’ interrogation time, improving the
interferometer sensitivity. On top of this, CAI’s spectral behaviour features a very low flat white noise
over the entire frequency range. Another advantage of these sensors is the absence of moving parts,
making them driftfree and yielding no need for instrument recalibration, fundamental for deepspace
payloads.

In the current hectic scenario of exploration campaigns to Mars, the latter is deemed an excellent
case study for a CAIbased gradiometry mission as refined gravity field models are required to further
our understanding of the Red Planet. To this end, missions must be designed to sustain continuous
monitoring of the target body and uniform global sampling, ensured by selecting an appropriate orbit
(low and polar).

Both analytic and numerical covariance analysis approaches are adopted to retrieve the Spherical
Harmonics (SH) coefficients’ error spectra, for several CAIbased mission concepts with different orbit
geometries. Compared to the latest gravity field model of Mars (MRO120F), with a maximum SH
degree of 120, the treated missions can achieve degree strengths up to 390 for the static gravity field.
At degree 120, the maximum SNR is about 103 with the most sensitive instruments. Exploiting these
exceptional results, several scientific objectives can be addressed, regarding the crust and lithosphere
structure, the planetary thermal evolution, the magmatism and diverse geological features, such as
impact basins and quasicircular depressions.
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Nomenclature

Abbreviations

1ey 1 Terrestrial Year

1my 1 Martian Year

BEC BoseEinstein Condensate
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CAL Cold Atom Laboratory
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MRO Mars Reconnaissance Orbiter

MRO120F Mars Reconnaisance Orbiter gravity
field model of maximum degree 120, ver
sion F

MZ MachZehnder (interferometer)

NAIF NASA’s Navigation and Ancillary Informa
tion Facility

ODY Mars Odyssey

PSD Power Spectral Density

PSO Primary Science Orbit (MRO)

QCD QuasiCircular Depression

QPN Quantum Projection Noise

RMS Root Mean Square

RS Radio Science

RSW Radial, Along, Crosstrack reference
frame

SGG Satellite Gravity Gradiometry

SH Spherical Harmonics

SNR SignaltoNoise ratio

SWAP Size, Weight And Power

TRL Technology Readiness Level

Tudat TU Delft Astrodynamics Tool

vGK van Gelderen and Koop solution

Constants

𝐺 Gravitational constant (6.674310−11 m3

kg−1 s−2)

𝑘𝑝 Kaula scale factor (for Mars 13 ⋅ 10−5)
g0 Reference gravity (9.80665 m/s2)

Greek symbols

𝜖 Measurement error

𝛾 Gravity potential (gravitational+centrifugal)

𝜆 Spatial resolution

Ω Angular rate

Φ CAI phase shift

𝜎 Formal error/ sensitivity
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x Nomenclature

𝜎2𝑙 Signal degree (l) variance

𝜏 Laser pulse duration

𝜃𝑀 Tilted mirror angle

𝜈 Linear velocity

Latin symbols

𝑇𝑇𝑇 Gravitational gradient tensor

a Linear acceleration
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𝑓 Observation frequency
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𝑛 Number of photon recoil or mean motion

𝑈 Gravitational potential
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𝑃𝑙𝑚 Legendre function of (degree,order)=(𝑙, 𝑚)

A Design matrix

W Weight matrix

x Unknown parameters’ vector

z Observations’ vector

C Interferometer constrast or Covariance
matrix

D CAI baseline length

h Orbital altitude

I Satellite inclination

I𝑠𝑝 Specific impulse

L Maximum spherical harmonics degree

M Planetary mass

N Number of measurements or Normal ma
trix

N1,N2 Number of atoms in a cloud

P Interferometer transition probability

R Planetary radius

Rb Rubidium

T Interrogation time

Units

E E�̈�tv�̈�s (10−9 s−2)
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1
Introduction

Highresolution gravitational data is very valuable to retrieve information on the formation, the interior
structure, and the geologic evolution of a planet (Mazarico et al. [18]). As a result of Newton’s law of
gravitation, the gravitational acceleration of a planet, as sensed from its exterior, is the reflection of the
mass distribution in its interior. As a matter of fact, when gravitational data is merged with topographic
data and reasonable geologic models, geophysical and dynamic parameters can be constrained such
that dedicated gravity missions are not only relevant for planetary geodesy but also for astronomy, tec
tonics, hydrology and many other branches of space sciences. In fact, parameters such as crustal and
elastic thickness, and crustal or mantle densities are key information to address questions concerning
planetary differentiation, crust formation, thermal evolution, and magmatic processes (Schubert [25]).

Gravity field signatures vary in terms of spatial and temporal scales according to the phenomenon
they refer to. Large spatial scale processes (tens of thousands of kilometres) involvemantle convection,
ocean (if any) and atmosphere circulation, whilst resolutions of about 500 km or shorter distances are
required to sense lithospheric features, icesheet flow, massbalance and alike.

The most advanced techniques currently employed to recover gravitational field models of planets
entail the acquisition of radiotracking data, the measurements of range and range rate between co
orbiting spacecraft, the collection of altimeter evidence and the construction of terrain models from
stereo imagery (Wieczorek [36]). In 2009, the European Space Agency (ESA) successfully launched
the Gravity Field and SteadyState Ocean Circulation Explorer (GOCE) mission (Floberghagen et al.
[6]), which paved the way for more accurate gravity measurements, based on sensing the gravity
gradients of a planet by means of spaceborne gravity gradiometers (Zheng et al. [40]).

A disruptive technology for ultraaccurate measurements of gravitoinertial forces is ColdAtom In
terferometry (CAI) (Dubetsky and Kasevich [5]). Albeit the wave nature of matter has been discovered
in 1924 by de Broglie, the first experiment with lightpulse atom interferometer has been conducted in
1992 by S. Chu’s group at Stanford, along with consequent advancement in laser cooling and manipu
lation of atoms (Yu et al. [39]). In fact, CAIbased sensors, which can be engineered as gradiometers,
leverage the wavelike nature of the atoms, evident at low temperatures. As waves, they can interfere
(Carraz et al. [3]), whilst the particlelike mass characteristic permits a high sensitivity to gravity (Yu
et al. [39]). According to the underlying physical principles, namely the conservation of momentum be
tween the light field and the atoms, counterpropagating laser beams interrogate the wavepackets of
cooled atoms, which are spatially separated and then recombined, yielding interference. If engineering
complex 3D instrument configurations, from the interferometer phase shift, all elements of the grav
ity gradient tensor can be traced back, via the absolute measurement of gravity changes across the
gradiometer’s baseline. On top of this, the differential nature of the measurements yields the common
mode rejection of spurious accelerations (Li et al. [17]).

Cold atom interferometers have already been successfully implemented as quantum inertial sen
sors in many industrial onground applications, outperforming the existing devices in terms of sensitivity
(Tino and Kasevich [33]). In space, this gain is further enhanced (Carraz et al. [4]), insofar as the mi
crogravity environment prolongs the atoms’ interrogation times (Yu et al. [38]), which directly improves
the instrument’s sensitivity. By relying on atoms, whose inertial properties remain stable over time,
the measurement sequence profits from inherent stability and repeatability (Geiger et al. [8]). More
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2 1. Introduction

over, CAIbased gradiometers offer absolute measurements and are free of moving mechanical parts.
Thus, they do not require instrument recalibration, making them ideal for space applications. On top
of this, these gradiometers possess a rather low (∼ mE1) and spectrally white noise, except for very
high frequencies, not relevant for gravity reconnaissance from space (Carraz et al. [4], Trimeche et al.
[34]).

To investigate the potential and competitiveness of CAI for the improvement of planetary gravity
field models, the Delft University of Technology and the Future Missions and Instruments division of the
European Space Agency (ESA) have jointly promoted a research project, comprising a literature survey,
an internship and an MSc thesis. The theory of gravity field and the stateoftheart recovery techniques
(mostly radio science and gradiometry), along with the underlying principles of CAI, have been reviewed
in Iannone [12], whereby the terrestrial planets were identified as potential targets for promising CAI
based gradiometry missions. Thus, the internship assignment focused on the (semi)analytical study
of the respective test cases, as detailed in Iannone [13]. From these firstorder investigations, the
inadequacy of such a mission concept to Mercury arose, due to its harsh environment at very low
altitudes, which are required for a dedicated gravity mission. Nevertheless, promising solutions were
identified for Mars and Venus. The preliminary nature of these analyses demanded refined simulations
to certify the expected enhancement of the respective gravity field models, in terms of accuracy and
resolution.

Due to the limited time allocated to this assignment, the investigation is pursued for only one target
body; eventually, the methodology can be adapted and generalized for the other scenario. Leveraging
the considerable exploration heritage and the extensive literature available on Mars, the latter was
selected. Therefore, existing mission concepts can be exploited as baselines for realistic simulations.
The current gravity field models serve as a benchmark for validation and feature the results to be
expectedly outperformed by CAI gradiometers.

Thus, the work presented henceforth encompasses the essence of my MSc thesis, whose aim is to
assess the potential of CAI gradiometry in enhancing the spatial and temporal resolution of the current
gravity field models of Mars. Thence, the definition of the research (sub)questions hereby follows.

1.1. Research Questions
As discussed hitherto, the original aim of the overall project was to assess the potential of CAIbased
gradiometry for planetary gravity field recovery. The internship assignment was functional to narrow
down the list of possible targets to Venus and Mars. Within the time constraint of a thesis project, only
one body can be selected as a test case. Mars was deemed the best choice in light of the consolidated
industry and academic experiences that can back up and validate the research. Thus, themain question
to be answered is:

”To what extent can a stateoftheart CAI gradiometer, installed as the scientific payload of a
dedicated gravity mission to Mars, enhance the mission scientific return and improve the resolution of

the most recent  as of 2022  models of the Martian (static and timevarying) gravity field?”

To respond to this question and efficiently structure the research effort, it is useful to set lowerlevel
queries that can be addressed in itinere and that, altogether, would furnish the complete answer to the
main question. Thus:

• What are the best CAI gradiometer configurations that can be realistically selected as potential
payload candidates?

• Amongst the existing missions to Mars, which one is the most suitable as a baseline for a potential
gradiometry mission to Mars?

• What are the possible orbit geometry modifications that would maximize the CAI mission scientific
return?

• What are the spherical harmonic degree and order, as well as the spatial resolution and the
accuracy of the static and timevarying gravity field model of Mars, achievable by exploiting the
selected instruments and missions?

• What are the scientific objectives that can be potentially addressed by these results?
1The E, or E�̈�tv�̈�s, denotes a unit of 10−9 s−2, an acceleration normalized by the gradiometric arm length (Li et al. [17]).



1.2. Report Outline 3

1.2. Report Outline
According to the project plan, by scrutinizing the history of Martian orbiters, a suitable mission design
was chosen as a baseline. Possible variations to the orbit geometry could be comparatively examined
to optimize the mission’s scientific return. Thus, the most suitable CAI configurations were selected
and numerical simulations were set up via the TU Delft Astrodynamics Toolbox (Tudat) to evaluate
the performance of a dedicated CAI gradiometry mission. Via simulations, the scientific return of the
missions was evaluated and compared to available models. All of this is discussed in the form of a
journal paper (chapter 2).

The rest of the report comprises the answers to the respective research (sub)questions in chapter 3,
together with recommendations for future works. Furthermore, validation strategies are presented in
Appendix A, whilst pointing and positioning errors are explored in Appendix B. Finally, the instrument
dynamical range is investigated in Appendix C.





2
Journal Paper

The core methodology and results of the present thesis work has been written in the form of a journal
paper, according to the standard template. It follows in this chapter.
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A. Iannone1

1Delft University of Technology, Kluyverweg 1, 2629HS Delft, The Netherlands
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ABSTRACT

The time has matured for a communion between space science and quantum technological platforms for both academic and com-
mercial prospects. Gradiometers based on Cold Atom Interferometry (CAI) feature a very low and spectrally white noise for all
frequencies except very high ones. These are drift-free devices and do not require instrument recalibration, making them suitable for
deep-space missions. This is due to the intrinsic long-term stability of atomic transitions and the absence of moving parts. On top of
this, placing these instruments in microgravity naturally prolongs the free evolution time of atoms since these are in free fall together
with the apparatus, enhancing the interferometer’s contrast. Furthermore, leveraging the differential nature of gradiometry measure-
ments, spurious accelerations and environmental vibrations are removed in common-mode rejection. CAI relies on the wave-like
nature of the atoms, evident at low temperatures, and the conservation of momentum between the light pulses and the wavepackets
of cooled atoms, which interfere. In this work, single-axis CAI-based gradiometers are exploited as scientific payload to retrieve the
radial component of the gravity gradient tensor (Uzz in a RSW reference frame) with hitherto unachievable sensitivity (≈ mE/

√
Hz).

In light of the current high interest towards the exploration of Mars, the Red Planet is deemed an excellent putative target of a CAI-
based gradiometry mission, for refined gravity field model are quintessential to further our knowledge of the most accessible planet
in the solar system. For this purpose, appropriate orbits must be opted for to guarantee continuous and homogeneous monitoring of
the planetary surface, as well as global sampling.
The return of the selected missions, with several orbit geometries and CAI sensors configurations, is analysed via analytical and
numerical covariance studies, which enable the investigation of the Spherical Harmonics (SH) coefficients’ error spectra. The latest
gravity field model of Mars, MRO120F, has a maximum SH degree of 120, with a spatial resolution of 105 and 120 km in correspon-
dence of the south pole and north pole, respectively. The missions treated in this work can achieve degree strengths ranging between
130 up to 390 for the static gravity field survey. The most accurate spatial resolutions are below 60 km over the entire surface. For
degree 120, the Signal-To-Noise ratio (SNR) is about 103 with the most sensitive instrument available (3.5 mE/

√
Hz). With these

disrupting results, various scientific objectives can be pursued, regarding the planetary crust and lithosphere, its thermal evolution, the
magmatism and several geological features, such as impact basins and quasi-circular depressions.

Key words. Cold Atom Interferometry, Gravity gradiometry, Mars exploration, Gravity field model, Space geodesy

e-mail: a.iannone@tudelft.nl

1. Introduction and Investigation Objectives

The space environment provides the means to advance the em-
ployment of disruptive quantum technological platforms for both
academic and commercial purposes. In this "decade of geopo-
tential" (Xu et al. (2007a)), due to the recent fast-paced techno-
logical progress, the hybridization of space science and quantum
sensing captivates a growing attention for planetary gravity field
recovery (Belenchia et al. (2022)).

There are various techniques of space-borne measurements
of a planet’s gravity field; three relevant ones are explored be-
low. Historically, the most common method is Doppler track-
ing via NASA’s Deep Space Network (DSN) and ESA’s tracking
station network (Estrack): it consists in measuring the change
in orbiters’ range (range rate) as they fly over mass anoma-
lies, namely accumulations or deficits (as in Lemoine et al.
(2001),Mazarico et al. (2014a)). The spacecraft is tracked at
about 8 GHz (X-band) or ∼ 32 GHz (Ka-band) (Asmar et al.

(2013)) with an average precision of 0.1 mm/s (in ideal condi-
tions 20/30 µm/s1) at 60 s integration time (Li et al. (2016)).

The second method entails the observation of the change
in range of two identical spacecraft following each other while
flying over the planetary surface. The U.S. and German Grav-
ity Recovery and Climate Experiment (GRACE) (Tapley et al.
(2004)), and the NASA’s Gravity Recovery and Interior Labo-
ratory (GRAIL) (Asmar et al. (2013)) missions paved the way
for satellite-to-satellite tracking with highly sensitive microwave
sensing systems, to study the Earth and Moon gravity fields, re-
spectively. The former produced data that helped map the static,
and, most importantly, the time-varying gravity anomalies of the
Earth (Li et al. (2016)). On the other hand, GRAIL’s aim - with
a precision of 0.05 - 0.07 µm/s resolved in 2-5 s integration time
(Lemoine et al. (2014)) - was to constrain the Lunar internal
structure and to map both the crust and lithosphere (Zuber et al.
(2014)).

The final method implies the use of onboard gradiometers,
whereby satellite gradiometry encompasses a differential ob-
servation technique in very low orbits, overcoming the prob-
lem of gravity field signatures’ attenuation with altitude (Rum-
1 Personal correspondence with Dr. ir. D. Dirkx.
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mel et al. (2002)). In fact, the inertial accelerations measured
by pairs of accelerometers are subtracted from each other and
divided by the baseline of the gradiometric arm, yielding the
survey of gravity gradients. Given the differential nature of the
measurements, non-gravitational accelerations, as well as envi-
ronmental vibrations, are common to both the interferometers
and subtracted from each other, hence removed in common-
mode rejection. Space-borne gradiometers were used for the first
time on board the ESA’s Gravity Field and Steady-State Ocean
Circulation Explorer (GOCE), launched in 2009, to map the
gravity field of the Earth with an unprecedented precision of
10−3 E/

√
Hz2 in the high-frequency spectrum (about 100 times

more accurate than any other measurements done by accelerom-
eters in space, such as by SuperSTAR on GRACE (Touboul
(2003);Floberghagen et al. (2011))). The Electrostatic Gravity
Gradiometers (EGG) were installed in a diamond configuration
(Baur et al. (2007)), comprising a set of three orthogonal pairs
of accelerometers mounted on an ultra-stable support structure,
operating in the medium-to-short wavelength band (Flobergha-
gen et al. (2011)). EGG measurements were supplemented by
the onboard GPS receiver, exploited for high-low satellite-to-
satellite tracking. 20 years of ocean radar altimetry supported
the GOCE data to elaborate a mean dynamic ocean topography
model, to study the terrestrial ocean circulation and transport, as
well as the lithosphere and the mantle (Belenchia et al. (2022)).
Notwithstanding, GOCE EGG showed significant noise at low
frequencies (below 10−1 Hz (Carraz et al. (2015))) and suffered
from difficult-to-control thermal drift. This factor limits the grav-
ity recovery in deep space, where the instruments cannot be re-
calibrated (Abrykosov et al. (2019)). Cold Atom Interferome-
try (CAI) technique is hereby suggested, as also in Müller et al.
(2020), to tackle this problem.

In this regard, the present work addresses the thrilling possi-
bility to explore the scientific and technological development of
CAI, which furnishes sensors that are amongst the most sensi-
tive devices for gravity survey. Gravity gradiometers based on
CAI technology are up to 3 orders of magnitude more sensi-
tive to gravity gradients than the EGG at low frequencies (Car-
raz et al. (2015)). The working principle is based on the inter-
ference of cold atom clouds to sense their reactivity to inertial
forces. Although the numerous ongoing studies of space-borne
prototypes (Carraz et al. (2014);Douch et al. (2017);Trimeche
et al. (2019)), these devices do not have a flight heritage in
space, yet. Exploiting the coherent property of quantum mat-
ter waves, CAI gradiometers have been under development for
the past 3 decades, leading to experiments that have demon-
strated unambiguous space readiness (Belenchia et al. (2022)).
Amongst these, there are the interference experiments on board
sounding rockets (Becker et al. (2018)) and the observation of
Bose–Einstein Condensation (BEC) on the International Space
Station (Aveline et al. (2020)).

Cold atom interferometers have a compact setup, with no
moving parts, and are exceptionally accurate instruments due to
the inherent long-term stability of the atom transitions. This im-
plies no need for instrument re-calibration, required for EGG.
Using these instruments in space naturally prolongs the free evo-
lution time of atoms since these are drag-free with respect to the
apparatus, in free fall together with it (Tino et al. (2013)). In
free fall, trapping the atoms, slowing them down and keeping
them in coherent states is naturally easier. Another advantage
of CAI in microgravity is that multi-component gradient mea-

2 1 E (Eötvös) equals 10−9 s−2, a unit of acceleration divided by dis-
tance (baseline) used with reference to gravity gradients.

surements can be performed, whilst on Earth only the vertical
component can be sensed (Yu et al. (2002)). Moreover, the noise
Power Spectral Density (PSD) is flat for all frequency measure-
ments, which are performed with very good repeatability (Xu
et al. (2007b)).

In the frame of this work, CAI-based gradiometers are ex-
plored as the scientific payload of a set of missions to Mars,
aimed at surveying the planet’s gravity field in order to improve
the accuracy of the current models thereof. Humanity has always
been captivated by the "blood-like hue3" of Mars. The latter has
been under the spotlight ever since the successful launch of the
first Mars probe, Mariner 4 (Branigan (1965)), in 1964. The main
reason is that Mars embodies the most accessible planet in the
solar system and presents Earth-like features, being a terrestrial
planet. It possesses a thin atmosphere, a varying climate, a com-
plex geology and water. Over the years, a considerable amount
of missions have been launched to improve our understanding of
the planet’s structure and environment, exploring the existence
of present or past habitable conditions (Genova (2020)). Several
rovers, landers and orbiters permitted to further our knowledge
of Mars, spanning from its deep interior up to the atmosphere.

In the current fast-paced exploration environment of Mars,
a CAI-based gradiometry mission would allow to address vari-
ous scientific objectives. To this end, gravity data must be paired
with gravity-from-topography studies, as suggested by Antonio
Genova in Genova (2020). The latest topography map has a res-
olution of 1x2 km2 at the equator. On the other hand, over 16
years of gravity missions to Mars led to gravity maps with a
maximum spatial resolution of 105 and 120 km at the southern
and northern poles, respectively. Therefore, the gravity models
are limiting and improved ones are necessary.

The latest and most accurate gravity field solution is labeled
MRO120F4 (Konopliv et al. (2020)), retrieved by analysing over
16-year (∼1.5 solar cycles) of tracking data from three NASA’s
spacecraft, jointly: Mars Global Surveyor (MGS), Mars Odyssey
(ODY), and Mars Reconnaissance Orbiter (MRO) (Genova et al.
(2016)). The gravity field comprises the full spherical harmonics
up to degree and order 120 and describes an unprecedented cor-
relation between gravity and topography harmonic expansions at
high degrees (Konopliv et al. (2016);Tenzer et al. (2015)). Such
high-resolution measurements led to a detailed global map of the
Martian crustal thickness, under the assumption of a solid planet
(Konopliv et al. (2011)). The radio science data covering over
a solar cycle permitted to monitor the seasonal variations of the
Martian gravity field, especially due to the CO2 cycle, and to
analyse the inter-annual mass exchange between the polar caps
(Genova et al. (2015)). Time-variable solutions for the zonal har-
monics, at annual, semi-annual and tri-annual frequencies, have
also been estimated (Genova et al. (2016)).

A dedicated gravity gradiometry mission to Mars would
enhance our knowledge of the planet’s crust and lithosphere
(Neumann et al. (2004);Belleguic et al. (2005);Goossens et al.
(2017)), the thermal evolution (from the thickness and density
gradients), the magmatism phenomena (Goossens et al. (2017)),
the nature of impact basins and craters, polar volatiles and plane-
tary deformation (Frey et al. (2002)). Leveraging these premises,
gradiometry (and altimetry) data can be exploited to answer the
following scientific questions:

3 From https://www.nationalgeographic.com/science/article/mars-
exploration-article, accessed on 13/03/2021.
4 All the data regarding the MRO120F is available in https://
pds-geosciences.wustl.edu/(accessed on 28/07/2022).
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– What are the crustal density and thickness of Mars on a re-
gional and local scale (Neumann et al. (2004);Goossens et al.
(2017))?

– How does the crustal structure correlate with the hemispheric
dichotomy (southern highlands, northern lowlands)(Genova
(2020);Frey et al. (2002);Smith et al. (2001))?

– What is the local sub-crustal stress of Mars? What are the
major stress field features? What is the geological origin of
these (Eshagh and Tenzer (2015))?

– What is the crustal porosity? Does it play a role in the deter-
mination of the crustal density (Goossens et al. (2017))?

– What are the mass excesses layered in proximity of the major
basins and in the polar caps (Smith et al. (2001))?

– How does the elastic thickness flex under the studied loads
(Smith et al. (2001))?

The present paper is organized as follows. In section 2, the
CAI working principle is discussed together with the instrument
sensitivity. Then, four configurations for this work are individ-
uated. On the other hand, the selection of mission orbits is pro-
vided in section 3, whereby, firstly, a baseline mission is cho-
sen and, subsequently, the dynamical model for other orbital ge-
ometries is outlined. For the selected orbits, some aspects of the
mission design are also discussed. In section 4, the methodol-
ogy sported for this assignment is presented, comprising analyt-
ical and numerical covariance analyses. The numerical simula-
tions performed in this work have been carried out on the Tu-
dat (TU Delft Astrodynamics Toolbox5) platform, developed by
the Astrodynamics and Space mission department of TU Delft.
The resulting Spherical Harmonics (SH) error spectra are inves-
tigated and the gravity field determination quality is compared
against the current Doppler-based solutions. The obtained results
are presented and discussed in section 5. Finally, the main con-
clusions are drawn in section 6.

2. Cold Atom Interferometry

Even though the dual nature of atoms has been known for almost
a century, matter waves have not been exploited until proper
techniques to cool, trap and manipulate atom ensembles and
beams were developed, which have now led to the advancements
of the (light-pulse) Atom Interferometry (AI) field. In fact, the
wave-like nature of the atoms allows the correspondent matter
waves to interfere (Carraz et al. (2014)), whilst the particle-like
mass characteristic permits a high sensitivity to gravity (Yu et al.
(2002)).

In this section, the working principle of CAI is described,
together with the basics of quantum measurement of the gravity-
gradient tensor’s components. Finally, the devices’ sensitivity is
discussed, followed by the instrument selection for the present
work.

2.1. Working Principle

Substantially, the Cold Atom Interferometry (CAI) works on the
principle that, when a resonant travelling wave excites a set of
atoms in free fall, momentum is conserved between the light
field and the atoms: thus, these receive a momentum impulse
and coherent superpositions of their states with different mo-
menta are created (Peters et al. (2003)). As originally predicted
by Einstein, at a temperature such that the de Broglie wavelength

5 Documentation available on https://tudat-space.
readthedocs.io

is similar to the mean distance between particles, the atomic
macroscopic population is altogether in the lowest energy quan-
tum mechanical state and behaves as one wavefunction (Ander-
son et al. (1995)). In these conditions, the dual nature of atoms
is macroscopically evident, making wavefunction interference,
thence interferometry, possible. At even lower temperatures, the
atom ensemble manifests evidence of Bose-Einstein Condensa-
tion (BEC). Condensates have a small extent and slow expan-
sion which curtail wave-front distortions and curvature, a major
source of systematic errors (Abend (2017)). A BEC is, thus, re-
quired for enhanced instrument sensitivity, yet the physics pack-
age complexity augments significantly. As a matter of fact, a CAI
instrument comprises a physics package, a laser system and an
electronics unit, whose interfaces are described in Figure 1.

Fig. 1. Block diagram of a space-borne cold atom interferometer (Tino
et al. (2013)), with the interfaces of the physics package (orange), elec-
tronics unit (green) and laser system (light pink).

In detail, there are different processes for the atoms prepara-
tion: as suggested in Geiger et al. (2020), the ensemble of atoms
involved is primarily extracted from a low-pressure background
vapour reservoir or a 2D Magneto-Optic Trap (MOT) flux and
subsequently loaded in a 3D Magneto-Optic Trap. Here, 108

atoms can be collected in about 100 ms and pre-cooled with sev-
eral laser-cooling mechanisms to temperatures between µK to
nK.

In analogy with optical interferometry, successive coherent
atomic beam-splitting and -recombining processes separated by
a certain interrogation time lead to free-fall paths interference
(Stern et al. (2009)). This work focuses on the light-pulse inter-
ferometry with cold-atoms Raman transitions. This specific type
is chosen over many others, such as Ramsey-Bordé (Cadoret
et al. (2009)), because Raman transitions allow large velocity
transfer to the atoms, of the order of cm/s, which ensures high
interferometer sensitivity. It also permits to properly control the
diffraction process, required for accuracy; at the same time, a fair
level of system complexity is kept.
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Fig. 2. Basic March-Zehnder type atom interferometer (Peters et al.
(2003)). The lines in the scheme represent the classical-mechanics tra-
jectories starting from a space-time point with a specific wave packet.
The curved lines show the effect of experienced acceleration: without
it, the straight lines indicate no relative phase shift results (Yu et al.
(2002)). Mind that the pulses are usually parallel to the direction of the
acceleration.

In the simplest case, depicted in Figure 2, the atom inter-
ferometry procedure can be modelled onto the concept of an
optical three-grating - splitter, mirror and recombiner - Mach-
Zehnder (MZ) interferometer (more on the optical counterpart
in Almeida et al. (2019)). The entire process can be summarized
as the closed loop of a laser-cooled atoms sample undergoing
a sequence of three two-photon stimulated Raman transitions.
These have duration, respectively, of τ, 2τ, τ. For τ = π/2, the
three Raman pulses have a sequence of π/2, π, π/2. The first one
splits the incoming sample of atoms with state |a⟩, creating a
superposition of atoms in two hyperfine ground states |apath A⟩

and |apath B⟩. Only the excited population experiences a photon
recoil kick and travels at a different velocity along Path A in
Figure 2 (Gauguet et al. (2008)). The π Raman pulse, as a mir-
ror, redirects the two populations which eventually interfere with
the last π/2 pulse, a splitter with the opposite functionality: it
re-directs (a portion of) the atoms in each cloud from one hyper-
fine state to the other, finally closing the interferometer loop (Yu
et al. (2002)). During the entire process, an ultra-stable oscilla-
tor furnishes a reference for the laser beams and a mirror that
reflects them serves as the reference frame. Once the clouds are
recombined at the interferometer output ports, the respective in-
terferometry fringes are measured by monitoring the population
of the two hyperfine states (N1 and N2 respectively) in the re-
combined atom ensemble: their fluorescence, depending on the
number of atoms in each cloud, is captured (Figure 3 (a) and (b)
for top and bottom output ports, respectively) in a dedicated de-
tection zone with a camera or photomultiplier tube (Sansò and
Migliaccio (2020); Geiger et al. (2020)). The (probability of the)
total number of atoms in either of the states can be retrieved, as
shown in Figure 3 (c) and (d).

Fig. 3. Images captured at the interferometer output ports for two set-
tings: temperature of 3 nK (left), resulting in C=80%, and 50 nK (right),
with C=48 %. Each pair of images (a) and (b), with respective top and
bottom fringes, is represented by open circles in the associated phase-
scan scatter plots for different trials, (c) and (d). The black and red solid
lines represent the atomic density integrated horizontally for the two
images in (a) and (b). Taken from (Dickerson et al. (2013)).

With this observation, given the superposition principle, the
interferometer transition probability P can be inferred. It de-
pends on the interferometer phase Φ with which it oscillates si-
nusoidally:

P(Φ) =
N1

N1 + N2
= P0[1 +C cos(Φ)]. (1)

In the equation above, P0 indicates the mean - usually 0.5 - and
C is the interferometric contrast. The latter is a measure of the
fraction of the total number of atoms that are manipulated by
the beam splitter (Abend (2017)) and that contribute visibly to
the interferometric signal (fringes). Ideally, in absence of exter-
nal accelerations, as indicated by the straight lines in Figure 2,
the intrinsic symmetry yields a null interferometer phase. In
presence of external accelerations, the atoms fall repeatedly, as
shown by the curved lines in the aforementioned figure. For free-
falling atoms, the interferometer phase shift is generally given by
linear and angular acceleration (Coriolis) components (Geiger
et al. (2020)):

Φ = −kkkeff · aaaT 2 + kkkeff · (2ΩΩΩ × vvv)T 2. (2)

In this formula, kkkeff is the effective wavevector, aaa the linear accel-
eration experienced by the atom clouds relative to the mirror, ΩΩΩ
and ννν the angular and linear velocities, respectively, and T the in-
terrogation time, namely the time between two pulses (Figure 2).
Routinely,ΩΩΩ is separately measured by means of complementary
instruments, such as gyroscopes, or even by engineering special
configurations with more than one atom interferometer, equiva-
lent to both a gradiometer and gyroscope; thus, it is kept null by
compensation. All of this allows to simplify the former equation:

Φ = kkkeff · aaaT 2 = kkkeff · (aaaM + aaag)T 2, (3)

where aaaM denotes the acceleration experienced by the inertial
reference frame (M stands for "mirror"), the same acting on the
spacecraft Center of Mass (CoM), whilst aaag indicates the accel-
eration experienced by the center of the atom cloud, namely the
acceleration of the satellite CoM together with the gravity gradi-
ent between satellite CoM and atom cloud (Yu et al. (2002); Xu
et al. (2007b)).
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According to Equation 3, the instrument described thus far,
namely a one-arm single-axis interferometer, can be used as an
onboard accelerometer. From Equation 3, it is evident that the
sensitivity of the measurements, relying on Φ, scales quadrat-
ically with the interrogation time, T . Therefore, it is desirable
to make T as long as possible, while curtailing the interferom-
eter phase contrast the least. These goals are the main reason
for which it is advantageous to have the atoms in micrograv-
ity: in these conditions, the atom ensemble can expand for sec-
onds without displacement of its CoM, as the atoms are in free
fall together with the enveloping apparatus and the spacecraft.
However, this compromises the spatial resolution of the mea-
surements. In space, the interrogation time is mostly limited by
the free expansion of the atomic cloud, whose initial spatial dis-
tribution can be neglected (Tino and Kasevich (2014)).

Fig. 4. Control mechanism to cancel Coriolis accelerations. Any addi-
tional small residual rotation errors are further compensated by an extra
active tip-tilt actuation on the last retro-reflection mirror (Migliaccio
et al. (2019)).

Additionally, as touched upon before with Equation 2, using
the interferometer in a rotating frame implies the need to com-
pensate for the effects of the Coriolis and centrifugal accelera-
tion (Trimeche et al. (2019)). According to the aforementioned
equation, the non-zero angular velocity should be multiplied by
the random linear velocity of the atoms which would add to the
measurement noise, hence the necessity to measure and compen-
sate for rotation. This can be achieved by using three spatially-
separated interaction regions for each Raman pulse, with dedi-
cated retro-reflection mirrors that counter-rotate the single-laser
wave vector accordingly, as shown in Figure 4. As a matter of
fact, the mirrors are tilted to form an angle ±θM = ±ΩorbT (Ωorb
is the spacecraft orbital angular velocity) between Raman wave
vectors at successive pulses to statically compensate for the ro-
tation of the satellite (Trimeche et al. (2019); Migliaccio et al.
(2019)), in order to to keep the wavefront vector kkkeff fixed in
inertial space. This obviously implies that accurate information
about Ωorb is provided by another subsystem.

2.2. Quantum measurement of gravity gradients

Thus far, a single-arm one-axis cold-atom interferometer has
been discussed: it fulfils the role of an accelerometer, unable
to sense gravity gradients. To this end, a differential approach
must be adopted that engages two experiments separated by a
baseline D, such that the gravity gradient results from the dif-
ference between the two gravity measurements divided by D.
In reality, although a CAI gradiometer can be comprised of two
physically-distinct CAI accelerometers, the differential approach
can be engineered in the frame of a single interferometer, e.g.
with multiple proof masses (clouds of atom), as long as these

are separated by a baseline. This allows the great advantage of
common-mode rejection of noise. In this regard, two major solu-
tions are feasible. Firstly, in Figure 5 (a), two MOTs generate two
different atom clouds, which both undergo a two-photon diffrac-
tion scheme (Figure 2). A common alternative is the use of an
additional initial pulse to separate the starting cloud by a base-
line: the two ensembles experience the same diffraction in two
parallel interferometer arms, distanced by the baseline. This dif-
ferential approach entails two decorrelated measurements, such
that the overall instrument sensitivity becomes proportional to a
factor of

√
2/D (thus, gradiometric sensitivity). On top of this, it

is possible to apply the double-diffraction scheme -or k-reversal
approach Figure 5 (b)-. The diffracted atoms are all in the same
state, different from the initial one, but vary in momenta (oppo-
site). The difference in momenta is hereby doubled. Hence, this
implies that the inertial sensitivity can be enhanced by a factor of
2 if compared to the initially described approach based on two-
photon diffraction (Carraz et al. (2014),Malossi et al. (2009)).

In Figure 4, tilt mirrors have been suggested as a control
mechanism forΩΩΩM

6, nonetheless, there are no current technolo-
gies that can ensure no mismatch at all, especially in an inter-
leaved mode, namely when several interferometers are working
concurrently (Douch et al. (2017)). Consequently, two main op-
erational modes are conceivable: nadir pointing, which implies
that z-axis is radially oriented, y- and x-axes are perpendicular
and tangential to the orbital plane and that Ωy = Ωorb(=ΩM,y)
and Ωx,z ≈ 0; or (quasi-)inertial pointing for which ΩΩΩ ≈ 000
(= ΩΩΩM) with the x-axis and y-axis being orthogonal and tan-
gential, respectively, to the equator at the reference meridian,
whilst the z-axis is parallel to the planetary rotation axis. Nadir
mode requires the knowledge of the spacecraft rotation rate in
order to discern θM needed to counter-rotate the mirrors for rota-
tion compensation, provided the availability of adequate technol-
ogy. On the other hand, (quasi-) inertial pointing necessitates an
approximately-constant satellite attitude, resulting in very strict
pointing stability requirements [Migliaccio et al. (2019)]. Engi-
neering mechanisms to maintain the apparatus stable are very
challenging. Thus, nadir pointing is assumed in this work.

2.3. Instrument sensitivity

To ensure the desired sensitivity of the measurements, noise
sources must be identified and with these, the Signal-to-Noise
ratio (SNR). The fundamental contribution to the SNR is given
by a limit proper to any quantum inertial sensor: the Quantum
Projection Noise (QPN), or specifically atomic shot noise, which
represents a minimum phase noise per cycle of

(SNR)−1 ≈ σΦ,QPN =
1

C
√

Natoms
, (4)

given the impossibility to measure the exact populations of the
final hyperfine levels of each atom cloud.

The QPN constrains the sensitivity to the phase shift, inher-
ent to the measurement process, provided the possibility to dis-
cern nearby phase values dictated by the contrast C. QPN limits
the gravity gradient survey such that the error per measurement
is:

σGG = σΦ,QPN

√
2

keffT 2D
. (5)

6 The subscript M denotes the apparatus’ mirror.
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(a) (b)

Fig. 5. (a): Illustration of differential approach: two MOTs generate an atomic cloud each; these share the same laser beams for high common-mode
noise rejection (Yu et al. (2002)). (b): Scheme of atomic trajectories in double diffraction; the crosses indicate where blow-away beams are applied
to get rid of the left-over population in the lower state |0⟩ (Trimeche et al. (2019)).

Multiplying σGG by
√

Tcycle
7 gives the respective interferome-

ter sensitivity to the gravity gradient and centrifugal acceleration
(∆γ), provided that the signal frequency f < ( 1

2T ). This is an
operational restraint, dictated by the fact that naturally the fre-
quency of the measurements must be smaller than the inverse
of the interrogation time (Xu et al. (2007a)). In light of the as-
sumption that the satellite rotation is perfectly known by a gy-
roscope (or that CAI is also engineered as such), the reduction
of the centrifugal acceleration becomes negligible. The use of
BEC allows to partially overcome the QPN and detection noise
limitations on sensitivity, by offering a perspective towards the
squeezing of spin states (refer to Gross (2012)), a particular strat-
egy to surmount the standard quantum limit in metrology. As a
matter of fact, squeezed BEC can help stretch the interferome-
ter sensitivity out to the unavoidable Heisenberg limit (Abend
(2017)), such that the sensitivity becomes dependent on Natoms
(instead of

√
Natoms) (Xu et al. (2007b)).

The most optimistic estimate of a CAI gradiometer per-
formance from literature is ∆γ = 3.5 mE/

√
Hz (Carraz et al.

(2015)), with 2T=10 s, D = 0.5 m, Natoms = 109 atoms and
Tcycle = 11 s. keff is equal to 4nπ/λ, where the impulse trans-
ferred to the atoms usually has n=2 (number of photon recoils)
and λ = 780nm.

Observations errors based on pointing or position uncertain-
ties were found to be lower even than the sensitivity of CAI 4,
meaning that the gradiometer would not be able to discern them.
Thus, these are not deemed an issue in this gravity field model
recovery process.

As hitherto discussed, the observable with whom the quan-
tity of interests can be retrieved is the interferometer phase: as
such, it is subjected to possible phase ambiguities (if it is larger
than 2π). To avoid any jumps in phase between cycles, all mea-
surements must have a limit scale between each interferometer
sequence. In Carraz et al. (2015), the limit scales for gravity gra-
dient measurements were computed to be in the order of 10 E.
This implies that the knowledge of these quantities should be
better than the associated limit scale within Tcycle. The latter,
together with the cross-talk time between interleaved measure-

7 Tcycle=2T+1s, whereby 1s is required for cooling.

ments (Migliaccio et al. (2019)), imposes a limit to the continuity
of the measurements (Xu et al. (2007b)).

2.4. Instrument selection

Currently, there are no commercially available cold-atom iner-
tial sensors constructed for space applications, but many models
have been conceived, some of which were successfully tested in
microgravity, in a drop tower and in a parabolic flight (Carraz
et al. (2015)). In Müller et al. (2020), two mission concepts are
suggested as promising for gravity missions to Venus and Mars.
The first is a GOCE-like gravity gradiometer concept, where the
pairs of EGG are substituted by CAI gradiometers. The state-
of-the-art CAI gradiometers are expensive and heavy (about 260
kg), yet a weight reduction to 50 kg and curtailed costs are ex-
pected in the next decade (Müller et al. (2020)). The second con-
cept comprises a hybrid CAI accelerometer, with a targeted mass
of 10 kg, which would help correct the drift errors of its comple-
mentary EGGs.

For this work, four different CAI configurations have been
individuated (CAI 1 to 4), with increasing sensitivity (Equa-
tion 5). The sensitivity to accelerations (∆a) and gravity gradient
(∆γ) are shown in Table 1, whilst the respective physics package
properties are listed in Table 2. An estimate of SWaP budgets is
reported in Table 3. These numbers are an average for a general
CAI configuration, hence CAI 1 to 4 are hereby not differenti-
ated.

Table 1. Gradiometers used for mission concept evaluation. The inter-
ferometer contrast is C > 0.6, which changes depending on the satellite
attitude and rotation compensation system if any (Schuldt et al. (2015)).

Gradiometers ∆γ

[mE/
√

Hz]
∆a

[m/s2/
√

Hz]
Sampling

Interval [s]
CAI 1 308 1.1E-10 1.6
CAI 2 104 3.7E-11 1.66
CAI 3 50 1.8E-11 3
CAI 4 3.5 1.2E-12 11

Finally, CAI technology and the subsidiary systems do not
have any (space-)flight heritage. The cutting-edge interferome-
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Table 2. CAI 1 - 4 physics package properties (Müller et al. (2020); Trimeche et al. (2019)). The number of photon recoils is n = 2, meaning that
the atoms undergo two-photon recoils. The spacecraft accommodating the payload is considered in nadir-pointing configuration.

Physics Package System CAI 1 CAI 2 CAI 3 CAI 4
Atom Cooling Temperature [K] 10−6 10−6 10−6 10−9

Cooling Technique MOT +
Optical Molasses

MOT +
Optical Molasses

MOT +
Optical Molasses BEC

Number of Atoms [-] 107 6·107 108 106

Interferometry Time [s] 0.3 0.33 0.5 5
Duty Cycle (reloading) Time [s] 1 1 2 1

Baseline [m] 0.5 0.5 0.5 0.5
Number of Photon Recoils [-] 2 2 2 2

Rotation Compensation System - Coarse
(≈ 0.1mrad/s)

Fine
(≈ 1µrad/s)

Fine
(≈ 1µrad/s)

Table 3. SWaP budget for a general one-axis CAI, together with the target values for future space applications (CAI-TN4 2019). *Volume estimate
in liters from (Schuldt et al. 2015).

Unit Dimensions Mass Power

Length x Height x Width
[mm x mm x mm]

+ 20 %
margin

[kg]

+ 20 %
margin

[W]

Physics Package Unit 1050 x 440 x 810
(700 x 400 x 150)

160.4
(50)

128.4
(50)

Laser System 400 x 300 x 300
(150 x 20 x 150)

51.1
(5)

104.2
(50)

Electronic System 1000 x 300 x 300
(250 x 250 x 250)

52.4
(15)

601.5
(TBD)

Total ≈ 470L∗ 316.8 1000.9

ters have a rather low Technology Readiness Level (below 68),
which is the main reason for their delay in autonomous space op-
erations. Experiments are being undertaken to improve its tech-
nology readiness for space applications (Abend (2017); Tino and
Kasevich (2014)).

3. Orbit selection

In light of the fact that this work is not a mission design project,
instead of conceiving a gravity reconnaissance mission from
scratch, this section comprises the selection of an existing mis-
sion which can be exploited as a realistic case study, a.k.a. base-
line, to retrieve the Spherical Harmonics (SH) error spectra with
the methodology outlined in section 4. Afterwards, orbits devi-
ating from the baseline by spacecraft altitude, inclination and ec-
centricity are contemplated to understand how alternative orbital
geometries relate to the mission’s scientific return. Finally, some
aspects of mission design, relevant for this study, are touched
upon.

3.1. Baseline Mission

To avoid steering the present work towards a mission design
project, which would incur countless hours of undesired systems
design, the first goal is to identify a suitable existing mission that
can be exploited as a realistic baseline for the present study.

A gravity reconnaissance mission requires low-altitude and
polar orbits to ensure strong and uniform signal sampling for ho-
mogeneous and consistent surface coverage. To respond to these
requirements, a near-circular orbit may be an asset, albeit not
necessary (as demonstrated in subsubsection 3.2.2). By looking

8 Personal correspondence with Dr O. Carraz.

Fig. 6. MGS, ODY, and MRO altitude coverage versus geodetic latitude
during mapping phases at Mars (Genova et al. (2016)). M or MAP stand
for Mapping orbit, whilst T for Transition orbit; GCO and SPO are,
respectively, Gravity Calibration Orbit and Science Phasing Orbit.

at Figure 6, amongst the Mars exploration campaign orbiters in-
volved in the retrieval of MRO120F, the one providing the most
suitable orbit is Mars Reconnaissance Orbiter (MRO) - as the la-
bel of the model hints - in its Mapping orbit, or Primary Science
Orbit (PSO).

Launched in 2005 as part of the Mars Exploration Program
(MEP), MRO was a multipurpose spacecraft, aimed to remotely
conduct science observations to ameliorate the knowledge of the
gravity field of Mars, amongst other scientific objectives (out-
lined in Greeley (2001); Zurek and Smrekar (2007)). MRO en-
tered its Mars orbit on the 10th of March 2006 and inserted into
the PSO, the orbit of interest for this work, after aerobraking. It
lasted from November 2006 until December 2008 (Menon et al.
(2017)). The MRO’s PSO was a frozen low-altitude and near-
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circular (250 x 315 km) orbit (112 minutes), with an inclination
of 92.65◦ (Johnston et al. (2003)). The periapsis was fixed over
the South Pole (with an argument of periapsis of 270◦) and the
spacecraft flew at approximately the same altitude whilst cross-
ing each latitude circle. A lower orbit had not been chosen be-
cause of the larger atmospheric drag with descending altitude,
which would have required frequent orbit trim manoeuvers. This
not only would have demanded more fuel consumption, but also
hindered the quality of measurements, that largely suffer from
spurious accelerations9. The orbit geometry yielded a ground
track repeat cycle of 17 days, ensuring the view of any surface
point within a Martian season (Zurek and Smrekar (2007)).

3.2. Impact of orbit geometry

To explore the impact of mission orbit geometry on the solution
achievable via CAI technology, other orbits were tested: the ideal
orbit for gradiometry is very low, polar and circular (albeit not
necessary), for a global uniform sampling of the Martian surface.
Firstly, the dynamical model exploited to propagate these orbits
is described below.

3.2.1. Dynamical model

Hereby, the main goal is to explore how different orbital geome-
tries impact the mission scientific return in terms of SH error
spectra. To this end, ideally, in order to study alternative orbits,
the dynamical model of the baseline mission should be exploited
by just tuning the spacecraft altitude, inclination and eccentric-
ity, according to the needs. Nevertheless, NASA’s Navigation
and Ancillary Information Facility (NAIF) only provides MRO
states and not the models employed in the orbit determination
process, such as the atmospheric one. Thence, to explore the
mission return of different geometry options, a dynamical model
must be defined to propagate the orbits via Tudat10. This dynam-
ical model encompasses:

– The gravity model for Mars was based on the spherical har-
monic expansion with the coefficients from MRO120F, the
latest gravity field model up to degree and order 120, avail-
able on Ward and Paul Byrne (2022).

– The DE430 planetary ephemerides (Folkner et al. (2014)),
as part of the SPICE kernels, were exploited which include
range data from the Mars orbiters (Konopliv et al. (2016)),
as well as the rotation and body shape of major Solar System
bodies. It is provided in Semenov and Baalke (2022).

– Tabulated atmospheres for Mars (average atmospheric den-
sity per altitude) was taken from the NASA’s software Mars
Global Reference Atmospheric Model 2010 (Mars GRAM
2010), downloaded from Lockney (2010). To retrieve the
drag acceleration, the spacecraft mass was assumed to be
1000 kg, whilst the reference area and drag coefficient were
15.0 m2(Mazarico et al. (2009)) and 2 (Genova et al. (2015)),
respectively.

– Point mass gravity models for the Earth and the Sun, despite
being very small, were included with the default settings in
Tudat.

– For solar radiation pressure, the default Tudat model was
used: the latter is modelled as a cannonball radiation pres-
sure, whereby the effective force is collinear with the vector
from the source, the Sun, to the target, namely the spacecraft.

9 This would not be the case with gradiometry given the intrinsic
common-mode noise rejection.
10 docs.tudat.space, last accessed on 13/10/2022.

The reference area and radiation pressure force coefficient
were 35.0 m2(Mazarico et al. (2009)) and 1 (Genova et al.
(2015)), respectively. Orbital perturbations caused by plane-
tary radiation are rather small, on the order of 10% of those
associated with direct solar radiation pressure (Borderies and
Longaretti (1990)). For these reasons, planetary thermal and
IR radiations were neglected.

– To simulate the system’s dynamics, a Cowell propagator and
a variable-step-size integrator, with the coefficients from the
Runge-Kutta Fehlberg 7(8) method, were adopted. The prop-
agation was performed in the global, pseudo-intertial central-
body fixed reference frame. For simplicity, a single-arc dy-
namics simulator was exploited. The use of single arc was
considered acceptable due to the nature of the exercise: only
the state was required as input to the complementary code,
the script from GOCE’s 1b-level data processing (Siemes
et al. (2014),Siemes (2018), Siemes (2008)), to obtain the
gravity gradients (more on this in section 4).

3.2.2. Alternative orbits

The orbital elements of alternative orbits are selected according
to the requirements of a gravity gradiometry mission, namely
continuous, uniform and global observations. To this end, three
sets of orbits have been individuated. The first encompasses
three circular and polar orbits with an altitude as low as a space-
craft can fly for 1 Earth year without a propulsion system to com-
pensate for orbital decay due to atmospheric drag. According to
the simulations carried out on Tudat, with the dynamical models
described above, the lowest altitude for which orbit maintenance
is not required is 232 km. To study the impact of the orbital al-
titude on the gravity solution, also orbits with mean altitudes of
240 and 250 km have been considered.

A second sets of orbits comprises circular and polar orbits
with very low altitudes such that a Drag-Free Control System
(DFCS) is needed to maintain the orbit, to avoid decaying into
the Martian atmosphere. The average altitudes considered were
150 and 100 km, as suggested in Zheng and Li (2018). To sus-
tain these orbits, different maintenance strategies are discussed
in subsection 3.3.

Finally, another type of orbit is also interrogated: low-
perigee (100 km) elliptical orbit, with apogee and eccentricity
of 1000 km and 0.12, respectively. Albeit elliptical, the orbit
presents a rather uniform coverage of the surface in correspon-
dence of the periapsis. Its distribution over the Martian surface
is deemed rather uniform, as shown in Figure 7. Thus, the or-
bit is considered suitable for a gravity gradiometry mission. The
spacecraft should be equipped with thrusters to be fired at the
periapsis to trim the orbit, as addressed in subsection 3.3.
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Fig. 7. Periapsis distribution of elliptical orbit over the surface of Mars.

3.3. Orbit maintenance strategies

The orbits with very-low altitudes require propulsion to delay
the orbit decay into the Martian atmosphere. In the Tudat simula-
tions, a tabulated averaged atmospheric-density profile has been
exploited, as mentioned in subsubsection 3.2.1.

Exploiting this model, Figure 8 has been derived, which fur-
nishes an idea of how the drag relates to the orbital altitude. The
horizontal lines represent the maximum allowable thrust of two
types of state-of-the-art ion engines, T5 (Randall et al. (2019))
and T6 (Snyder et al. (2012)). At 150 km the drag level is in the
order of 10s of mNs, whilst at 100 km is 10s of Ns.
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Fig. 8. Average drag (required thrust) level with orbital altitude. The T5
and T6 ion engines’ maximum allowable thrust are taken from Randall
et al. (2019) and Snyder et al. (2012).

To counteract the drag, equal continuous thrust must be pro-
vided by an onboard propulsion system. According to the image
above, the lowest altitude for which ion thrusters (T6) are suffi-
cient is 133 km, thus also this orbit was briefly explored. Mind
that, in order to retrieve the drag, a model of average atmospheric
density was employed. Hence, periods of higher density may oc-
cur, during which ion thrusters may not suffice to counteract the

drag. Thus, for this mission concept alternative propulsion tech-
nologies may be required, for instance in case of a dust storm.

Clearly, the type of required engine depends on the thrust
level. According to (Badami (2019)), at 150 km, ion thrusters
are ideal. COTS options are T5 or T6 ‘Kaufman’-type electron
bombardment ion motors running on Xenon gas. GOCE DFCS
was based on two 700-W T5 Ion Propulsion Assembly (IPA),
each of which has a maximum thrust level of 21 mN (Steiger
et al. (2014)). T6, instead, was baselined for the BepiColombo
mission to Mercury (Snyder et al. (2012)). At its full power (4.5
kW), the T6 throttles 143 mN of thrust with a specific impulse
of 4120 s.

For the very-low orbit with the initial altitude (h0) of 100
km, the ion thrusters - as considered before - cannot provide the
required thrust level, hence the mission is possible only if more
powerful solutions are found to be available, such as electromag-
netic or chemical propulsion (Badami (2019)).

The principle of electromagnetic propulsion is based on ion-
ized propellant accelerated through electromagnetic fields. This
propulsion system displays high specific impulse, light weight,
instant on/off capability and low noise (Badami (2019)). The
main drawback in space applications is the insufficient flight
heritage. The opposite can be said for chemical propulsion,
such as liquid mono-propellant thrusters. For instance, hydrazine
thrusters have a strong flight heritage and can deliver about 1 N
of thrust when easily installed on board microsatellites. Nonethe-
less, because of the propellant’s high toxicity and flammability,
strict safety measures have to be taken during the entire process
from design to launch. This yields substantial shipping costs as
well as costly filling operations to be added to the already high
price of the liquid (Leomanni et al. (2017)). Finally, an impor-
tant limit to chemical propulsion is represented by the poor spe-
cific impulse Isp, requiring higher propellant mass for the same
delivered ∆V . A significant improvement (>30%) in Isp can be
obtained by using cryogenic propellants, such as liquid oxygen
and liquid hydrogen. Yet, historically, these propellants have not
been applied beyond the upper stages of rockets (Badami (2019);
Leomanni et al. (2017)) also because there are no technologies
to store these propellants for years11.

As far as the elliptical orbit is concerned, an analysis of the
orbital altitude and the correspondent atmospheric drag was per-
formed. The drag is substantial (>10 N) at its periapsis, thus a
thrusting system is required to delay orbit decay, as without any
orbit maintainence, the spacecraft would enter tha Martian atmo-
sphere within 9 orbits. T5 or T6 engines are recommended.

To quantify part of the costs of these missions, the ∆V was
computed, via Equation 6,

∆V = Ispg0 ln
m0

m f
(6)

where g0 is 9.80665 m/s2 whilst m0 and m f are the initial and
final spacecraft masses. The Isp for the T5 engine is retrieved
from Randall et al. (2019), whilst for the T6 is read in Snyder
et al. (2012).

At 133 km the thrust level is about 15 mN, thus the GOCE
T5’s Isp is 2500 s and the T6’s one is 4120 s. A proper deriva-
tion of the required ∆V is beyond the scope of this work: hereby,
we just present a preliminary estimation. For a first-order ap-
proximation, to apply Equation 6, the propellant mass must be
estimated. It is assumed to be the same that GOCE used during
its last year of mission, namely 12 kg of Xenon (Steiger et al.
(2014)). We decided to look at a similar gravity gradiometry
11 Personal correspondence with Dr. ir. D. Dirkx.
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mission (GOCE) that used the same ion engines assumed for
this work. On top of this, in its last year of mission, GOCE flew
very low in the terrestrial atmosphere, thus in similar conditions
to the Martian orbits considered in this paper. The resulting ∆V
with GOCE’s engines is 296 m/s. If using the advanced T6, for
the same ∆V , the propellant mass required is 7.3 kg. Similar val-
ues are found for the other two very-low orbits.

As a first level approximation, for the elliptical orbit, the
drag is larger than 1 N for about 20% of the orbit, so the es-
timated ∆V is in the order of 55 m/s and the Xenon mass can
be reduced to about 1.5 kg. Given the nature of the orbit, the
spacecraft dives into the Martian atmosphere experiencing dif-
ferent orders of magnitude of drag in a short time lapse. Thus,
more accurate analyses of the required ∆V and propellant mass
are quintessential, yet these are beyond the scope of this work
and are left for further studies.

Finally, the orbit and attitude control thruster may cause sig-
nificant vibrations: an unstable work environment can signifi-
cantly lower the observation accuracy [Zheng and Li (2018)].
Nevertheless, in contrast to other sensors, CAI devices are insen-
sitive to such vibrations, given the common-mode noise rejection
due to the differential nature of gradiometric measurements.

To conclude, the selected orbits are feasible for a sufficient
mission duration (1 year), using existing technology.

4. Methodology

In this section, the methodology employed for the simulated
gravity field reconstruction is outlined. Firstly, the basics of the
theory of gravity field are reviewed, followed by a description of
the covariance analysis, which represents the core method of the
present work. In this regard, to start off, an analytical approach
was sported as a fast first-order analysis of the gravitational er-
ror spectra, with reasonable accuracy, which is helpful in early
mission planning activities (Bills and Ermakov (2019)). For the
sake of completeness, as a more accurate, punctual and realis-
tic study, numerical covariance analyses were also approached
in detail. Finally, a strategy to account for the polar gap in the
observations is outlined.

4.1. Theory of Gravity Field

According to Newton’s fundamental law of gravitation (1687),
the gravitational acceleration of a planet can be described as a
three-dimensional vector field, determined from the gradient of
the gravitational potential U which can be expressed in SH as
(Torge (2001)):

U(r, ϕ, λ) =
GM

r
+

GM
r

∞∑
l=1

l∑
m=0

(R
r

)l

P̄lm (sin ϕ) ·
[
C̄lm cos(mλ) + S̄ lm sin(mλ)

]
.

(7)

where (r, ϕ, λ) are the spherical coordinates (radius, latitude and
planetocentric longitude) of the computation point in the body-
fixed frame; R denotes the main body’s equatorial radius, whilst(R

r
)l+1 indicates the field attenuation with altitude (h = r−R), im-

plying the need for low orbital heights to sample a strong gravity
signal; P̄lm represents the fully normalized Legendre function
(Torge (2001)).

Finally, C̄lm and S̄ lm are the normalized SH coefficients with
lth degree and mth order (Kaula (2013); Heiskanen and Moritz

(1967)), whereby SH denote orthonormal basis functions ex-
ploited to sample the global structure, as well as the local ir-
regularities, of a planet’s mass distribution (Kaula (2013)).

The higher the SH degree is, the finer is the spatial resolution
of the corresponding terms of the potential. The influence of the
coefficients on the total gravitational potential can be approxi-
mated by the commonly-known-as Kaula’s rule of thumb (Torge
(2001)). As a matter of fact, in the expansion of the gravity po-
tential, it is possible to define degree variances Vl = σ

2
l , such

that

σ2
l =

l∑
m=0

[
C̄2

lm + S̄ 2
lm

]
(8)

and whose square root can be converted in the Root-Mean-
Square (RMS) amplitude, conventionally approximated by
Kaula’s rule of thumb (Kaula (2013)):

RMS l =
σl
√

2l + 1
≈

kp

l2
. (9)

In Equation 9 kp denotes the planetary Kaula scale factor: for
Mars it is 13·10−5 (Marty et al. (2009)). The latter is a priori es-
timated based on self-similar fractals of planetary surfaces, com-
pared to the Earth’s; once measurements are obtained, kp is up-
dated by confronting planetary gravity power spectra (Mazarico
et al. (2014b)). The maximum degree that can be resolved for a
gravity field harmonic expansion, namely the model resolution,
depends on the level of global coverage of the body’s surface
(Visser (1992)). Furthermore, Equation 9 is also used to esti-
mate an upper bound for the SH coefficients at high degrees, as
explained shortly hereafter. This limit is a measure of the uncer-
tainty in gravity or geoid anomaly (Council (1997)).

Finally, a cumulative amplitude of the signal/error power
spectrum can be defined, as a function extending over the entire
spectral band from the minimum to the maximum degree (Liu
(2008)):

σlmin,lmax =

√√√ lmax∑
l=lmin

σ2
l . (10)

Furthermore, the second-order gradients of U are relevant
for gravity gradiometry, hence these are hereby introduced and
expressed in the compact form of a gravitational gradient tensor,
or Eötvös tensor T (Pail (2015)):

[
Ui j

]
= grad(grad U) =

 Uxx Uxy Uxz
Uyx Uyy Uyz
Uzx Uzy Uzz

 , (11)

which includes the gravity gradient

grad(U) =

 Ux
Uy
Uz

 . (12)

In Equation 12, the local frame is such that the x- and y-
coordinate are in along- and cross-track direction, whilst z is in
radial direction (RSW frame). According to this, Ux and Uy form
the horizontal gradient: these, by definition, point in the direction
of the maximum gravity increase within the respective plane; the
vertical component or vertical gradient, Uz, is a measure of the
gravity variation with height.

page 10 of 22



A. Iannone: Cold Atom Interferometry for gravity field model survey: a Mars science case

4.2. Covariance Analysis

In the process of future planetary mission design, the poten-
tial accuracy of gravity field models can be anticipated through
simulations with complex software tools (Bills and Ermakov
(2019)). The gravity field model recovery from quantum mea-
surements is a closed-loop iterative process. Routinely, due to
the large amount of data, as well as the number of unknowns,
the comparison and, finally, the convergence step is performed
through a weighted Least-Squares Adjustment (LSA). In fact,
the process of gravity field model recovery mainly consists of
the inversion of satellite measurements to retrieve dynamical pa-
rameters and, especially, spherical harmonic coefficients. Never-
theless, these processes can require a long time and high com-
putational effort, thus simpler, but still reasonably accurate stud-
ies were hereby performed. Mainly the gravitational signal error
spectra were investigated. To this end, the core of this work is
the covariance analysis of the estimatable parameters, here the
SH coefficients.

In general, covariance matrices from the LSA provide a mea-
sure of the achievable parameters’ precision, especially by re-
trieving the Formal Errors (FE), namely the square root of diag-
onal elements of the parameter covariance. The FE would be true
errors if the dynamical model exploited in the covariance analy-
sis were error-free, and if the measurement noise is uncorrelated
with a Gaussian distribution, and that the weight diagonal val-
ues are a good representation of those that will occur in reality.
Hence, these may be too optimistic if systematic forces and mea-
surement model errors were not taken into account; this is why
a detailed dynamical model was adopted (subsubsection 3.2.1).
Furthermore, once a complete spatial sampling is achieved, as-
suming uncorrelated observations, the computed covariance ma-
trix is inversely proportional to the square root of the number of
measurements within a given epoch, provided that the change in
the number of measurements does not influence the parameters’
correlation.

To reduce the considerable computational effort, in this work
only the zz component of the gravity tensor was considered,
which contributes the most to the overall gravity solution12. To
this end, it is assumed that the gradiometer is oriented such that
the z-axis is pointing toward Mars, the x-axis into flight direc-
tion, and the y-axis completes the right-hand system. This deci-
sion also stems from the fact that a single-axis gravity gradiome-
ter is largely less complex, thus cheaper, than multi-axis ones,
still achieving very satisfying results, as shown in section 5.

When recovering the spherical harmonic coefficients vector,
x, from any observation vector z, the respective error in the j-th
parameter, σ j, is the square-root of the covariance-matrix diago-

nal element (
√

C j, j, where C =
(
ATWA

)−1
), given the linearised

least-square solution (Bills and Ermakov (2019))

∆xxx =
(
ATWA

)−1 (
ATW · ∆zzz

)
. (13)

A and W represent, respectively, the information or design and
weight (or observation covariance) matrices:

Ai, j =
∂zi

∂x j
; Wi,i = 1/ε2

i . (14)

εi denotes the i-th measurement error. As formulated above, the
weight matrix is a diagonal matrix, which holds in case of uncor-
related errors, compliant with the expected noise characteristics
12 In Yi et al. (2013), an analysis based on GOCE’s gradiometers
showed that the contribution of Uzz is the highest, with an average value
of 32.74% of the total solution.

from a CAI gradiometer.
(
ATWA

)
denotes the normal matrix N,

inverse of the covariance matrix.
The design matrix for the SH coefficients can be written as

follows:

A =
[
∂z
∂C̄lm

,
∂z
∂S̄ lm

]
→
∂z
∂C̄lm

=
∂z
∂C̄ s

lm

+
∂z
∂∆C̄lm

, (15)

whereby, the SH cosine coefficients (the exact same can be
drawn for the sine coefficients) can be written as the sum of a
static and a dynamic term (Genova et al. 2016):(
C̄lm

)
= C̄ s

lm + ∆C̄lm. (16)

A can be rewritten as follows

A =
[
A, A · Ak

C̄lm
cos

(
2kπ
T
∆t

)
, A · Bk

C̄lm
sin

(
2kπ
T
∆t

)]
(17)

k indicates the fraction of martian year, T the martian orbital
period (686.98 days) and ∆t the elapsed time with respect to a
reference epoch (Genova et al. 2016).

The covariance analysis as introduced in this section can
be performed by following either analytical or numerical ap-
proaches. Both are discussed below.

4.2.1. Analytical Covariance Analysis

The analytical covariance analysis for this work was performed
according to Bills and Ermakov (2019), a study focused on the
retrieval of gravitational error spectra. The main underlying as-
sumptions must be mentioned. Primarily, the geometry of the
spacecraft orbit is restricted to two dimensions only, as the tar-
get body, the vehicle and the ground stations are assumed to be
co-planar. Additionally, the mission observables are considered
uniform in time (constant and continuous sampling, with no ob-
scuration of radio signals when the spacecraft is not "visible"
from the ground stations). To this end, the orbits are assumed
to be circular and with polar inclinations. The mission duration
is considered to start from a domain of already global cover-
age of the planetary gravitational field: in fact, at the beginning
of a mission, information about the gravitational field increases
linearly with time, as the planetary surface is for the first time
slowly being fully covered. Only after a while, the spacecraft re-
visits regions of the surface; at this point, the retrieved gravity
error decreases inversely with the square root of the number of
independent measurements. The major limitation of this method
is how to assess the impact of orbital geometry and measurement
type (Bills and Ermakov (2019)).

Given the aforementioned assumptions, the gravitational er-
ror spectra are computed for radial measurements only; at spher-
ical harmonic degree l, these are estimated according to the fol-
lowing expressions13: for gradiometry σG

l is

σG
l =

(
εG
√

N

) (
1
n2

) ( r
R

)l 1
(l + 1)(l + 2)

. (18)

In this expression, r represents the spacecraft distance from
the centre of the planet, n denotes the mean motion of the vehi-
cle, N indicates the number of measurements and, finally, εG is
the root sum square (RSS) of the measurement errors expected in
a specific mission concept. In this paper, ε [E/

√
Hz] comprises

gradiometer errors as listed in Table 1.
13 for the verified analytical derivation, the reader is re-addressed to
Bills and Ermakov (2019).
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4.2.2. Numerical Covariance Analysis

The numerical covariance analysis was performed by adapting
the C. Siemes’ code for GOCE gravity field model retrieval
(Siemes et al. (2014)14), whereby the inputs are the satellite
states and outputs the coefficients’ standard deviations. In this
context, we remind that we assume measuring the vertical grav-
ity gradient and nadir pointing, which eliminates the need to ap-
ply rotations to account for the satellite attitude. The code was
simplified such that the normal matrix, given its sparse nature,
was approximated by a block-diagonal matrix as described by
Schuh (1996). This is feasible under the assumptions discussed
shortly hereafter. The inversion of the block-diagonal approxi-
mation of the normal matrix readily provided an approximation
of the coefficients’ covariance matrix, which contains the infor-
mation on the observational geometry (Baur et al. (2008)).

Equation 13 can be rewritten as follows (Baur et al. (2008))

x̂ = N−1b = Cb. (19)

whereby, N and C are, respectively, the normal and covariance
matrices.

A block-diagonal approximation of the normal matrix, Nbd,
can be used as a preconditioner of N.

The computation of the block-diagonal matrix is much more
efficient and quicker than the calculation of the full normal ma-
trix, as only a small fraction of the matrix elements must be com-
puted. At the same time, the inversion of the matrix is also much
faster, since the numerical complexity of a matrix inversion is
O(n3) where n is the number of rows. In this work, the square
root of the diagonal elements of the covariance matrix (inverse
of preconditioner) was used as the FE of the parameters (SH co-
efficients).

In order to approximate the normal matrix with a precon-
ditioner whose peculiarity is the block-diagonal structure (Fig-
ure 9, right figure), an assumption must be made: the observa-
tions are distributed uniformly along a line of constant latitude,
which is deemed realistic given the (circular) polar nature of the
orbits considered in this work. In detail, for each parallel crossed,
the observations must be of the same kind, must have homoge-
neous weights, must lie on an equi-angular grid and must not
present any gap (Schuh (1996)), as visible in Figure 9 (left fig-
ure).

Fig. 9. Data distribution on the left and structure of the normal equa-
tions on the right for five parallels and data at the poles, symmetric with
respect to the equator. Spherical Harmonics up to degree and order 9
(Schuh (1996)).

On top of this, the approximation is feasible if the SH coef-
ficients are ordered according to a specific scheme. The latter is
organized per order (Figure 10).
14 Other correlated references to the theory behind this work are
,Siemes (2018) and Siemes (2008).

Fig. 10. Numbering scheme organized per order. The vertical sequence
means that the inner loop of the coefficients gathering scheme corre-
sponds to the degree, thus all coefficients with the same order are col-
lected first (Schuh (1996).

To this end, Schuh (1996) suggests that the optimal number-
ing scheme of the coefficients is NUM{m(ℓC + ℓS )}:

ℓmax∑
ℓ=2

C̄ℓ0 +
ℓmax∑
m=1

 ℓmax∑
ℓ=max(2,m)

C̄ℓm +
ℓmax∑

ℓ=max(2,m)

S̄ ℓm

 , (20)

meaning that within each order first all cosine coefficients are
collected and then all sine coefficients.

This numbering scheme provides that the normal equations
are built in an optimal way with respect to the vanishing (zero)
elements, given the orthogonality conditions of the discretized
sine and cosine series.

In this way, the block-diagonal nature of the normal equa-
tions allows an easy numerical treatment of large systems. As a
matter of fact, the computation can be independently performed
order per order (Schuh (1996)).

4.3. van Gelderen and Koop strategy

MRO’s PSO was selected as a baseline orbit for the covariance
analysis. The spacecraft flew with an inclination of 92.6◦, yield-
ing a slight polar gap in the observations. As a matter of fact, a
certain spherical cap around the poles was not covered by obser-
vations, thus a part of the spherical harmonic coefficients shows
a high variance for low orders (due to a high condition number
of normal equation matrix). Which coefficients are affected can
be predicted with the rule-of-thumb by van Gelderen and Koop
(vGK) (van Gelderen and Koop 1997). With a polar gap, the
solution is accurate where observations are available, otherwise
noisy. Calculating a global RMS is then averaging low-noise ar-
eas and high-noise polar gaps. To leave out the area around the
poles in the calculation of the RMS, certain degree variances
must be excluded. For a given degree l and inclination I, the
maximum order m affected by the polar gaps and to be excluded
from the solution is

mmax ≈

∣∣∣∣∣π2 − I
∣∣∣∣∣ · l. (21)

5. Results and Discussion

This section reviews the main results of this work, mostly
degree-RMS plots for gravity fields, and provides a discussion
thereof. To start off, the outcome of the baseline mission’s anal-
ysis is presented and then the other orbits are discussed. Finally,
a description of the mission scientific return follows.
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5.1. MRO’s Primary Science Orbit

To simulate the gravitational RMS amplitude spectra from
MRO’s PSO, both the analytical and the numerical covariance
analyses were performed. The solution was studied for 1 Terres-
trial year (January 1st 2007 to January 1st 2008 ) and about 1
Martian year (January 1st 2007 to October 1st 2008).

The analytical approach discussed in subsubsection 4.2.1
was used to retrieve the FE for the four different CAI config-
urations, as shown in Figure 11.
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Fig. 11. Degree-RMS plot for MRO’s PSO following the analytical ap-
proach. 1ey and 1my refer, respectively, to 1 terrestrial and Martian year.

The point of intersection of the line of Kaula’s rule of thumb
(signal) and the RMS curves (noise) represents the maximum SH
degree that can be resolved for which the Signal to Noise Ratio
(SNR) is 1. This is named the degree strength.

According to the pink curve in Figure 11, even though the
maximum degree of MRO120F is 120, the degree strength is
100, meaning that degrees between 101 and 120 contain more
noise than signal. It is worth noticing that the pink curve bends
down at degrees higher than the degree strength (100), signify-
ing that the coefficients with high degrees were "regularized",
namely forced toward zero.

By looking at the figure, to obtain a degree strength superior
to degree 120 and an improved SNR w.r.t. the model, the CAI 4
instrument must be employed, hence the most sensitive, complex
and expensive instrument.

The difference between the 1ey and 1my solutions is not rel-
evant. This is because, as clear from Equation 18, the RMS de-
pends only on the inverse of the square root of the number of
measurements. This entails that one year of uniform and global
observations is sufficient to obtain satisfying results.

Furthermore, as expected, at very low degrees the FE of
the gradiometry-derived solutions are larger than the current
Doppler-based ones. As a matter of fact, the latter was achieved
by processing over 15 years of radiometric tracking by MRO,
ODY and MGS missions, whilst our results only account for 1
year of observational data. Yet, most importantly, Radio Science
(RS) features higher sensitivity to large-scale variations in the
gravity field. Gravity gradients, on the other hand, are less sensi-
tive because the large scale signals are less prominent in higher-
order spatial derivatives. On top of this, compared to gradiome-
try, Doppler tracking yields higher cumulative errors and steeper
curves. A higher slope indicates that a decrease or increase of
mission performance would yield little effect on its spatial res-

olution, but a large impact on its ability to resolve time-varying
signals (Rummel et al. (2002)). On the other hand, higher low-
degree FE and, most importantly, the flat slope for gradiometry,
imply the theoretical inadequacy to sense gravity temporal vari-
ation, rather than spatial resolution (‘extended spectral window
effect’ Rummel et al. (2002)).

The numerical approach, introduced in subsubsection 4.2.2,
was used to produce the results shown in Figure 12. To attain the
FE, the real satellite states from the NASA kernels were used
as inputs in the preconditioning script (subsubsection 4.2.2). In
Figure 12 only CAI 4 was contemplated because from Figure 11
it was the only one for which the current model could be out-
performed in terms of maximum degree and SNR. Given the po-
lar gap (I ≈ 92.6◦), the strategy outlined in subsection 4.3 was
hereby adopted, as visible in Figure 12. The RMS per degree was
found by combining the first part of Equation 8 and Equation 10.
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Fig. 12. Degree RMS plot for MRO’s PSO following the numerical ap-
proach. 1ey and 1my refer, respectively, to 1 Terrestrial and Martian
year. vGK stands for van Gelderen and Koop approach.

At degree 100, where the SNR for MRO120F is 1, these so-
lutions display a SNR of about 28. This substantial improvement
is due to the flat behaviour (see Figure 12) of the error curves for
gradiometry w.r.t. the model’s error line.

Furthermore, Table 4 summarizes the degree strengths from
the graphs presented thus far.

Table 4. Degree strength of different approaches for MRO Primary Sci-
ence Orbit.

CAI 1ey 1my

analytical approach

1 92 97
2 106 111
3 112 116
4 139 143

Numerical approach 4 133
(vGK 134)

137
(vGK 138)

From the table above, it is evident that only CAI 4 is suitable
to ameliorate the MRO120F solution. The discrepancy between
the analytical and numerical approach for CAI 4 is dictated by
the assumptions of the former (strictly circular and perfectly
polar orbit). Leveraging these results, the analytical solution is
deemed a good first-order approximation. At the same time,
though, given the close-to-polar inclination, the vGK’s method
does not bring substantial improvements to the solution.

The degree strength distribution over the globe is visible in
the following degree strength map (Figure 13) with a 5-degree
step in longitude and latitude.
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Fig. 13. Degree strength map for a gradiometry mission with MRO’s
PSO .

The highest degree strengths are located at the south pole in
correspondence to MRO’s periapsis. An improvement is clear if
compared to the latest map available in literature (Figure 14),
whereby the same asymmetry is present but the degree strengths
are lower. In both maps, there is a homogeneity of results with re-
spect to latitude: this is attributed to the quasi-circular and near-
polar orbit, yielding rather homogeneous global surface cover-
age.

Fig. 14. The resolution of the Mars gravity field MRO120D from the co-
variance matrix of the solution. The minimum resolution is a harmonic
degree of 90 and improves over the south pole (120) due to the lower
altitude of the MRO’s orbit ((Konopliv et al. 2016)). Mind that the res-
olution of this figure is the same as available in literature.

As a matter of fact, even though the MRO120D15 gravity
field has been constrained up to harmonic degree 120, the ac-
tual global resolution is lower - about degree 95. The average
uncertainty in the coefficients nearly equals the coefficient mag-
nitude (Konopliv et al. (2016)). On the other hand, our model’s
resolution ranges between 127 and 143.

Thus far, the numerically computed error spectra were ex-
plored. The respective coefficients FE are hereby confronted
with the standard deviations from the MRO120F model. The ra-
tio of the former to the latter is shown in Figure 15 for 1 ter-
15 This model was derived prior to MRO120F, for which additional 4
years of data were included to retrieve the SH coefficients (Konopliv
et al. (2020)).

restrial year. For the sake of brevity, the respective plot for 1
Martian year has been omitted. The pattern of the ratios is the
same in the two figures, yet the maximum in the left-out image
is slightly lower (5.17) given the longer mission lifetime.
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Fig. 15. Ratio of the computed FE and the model for 1 Earth year.

The pyramidal plot reveals a visible improvement: most of
the computed formal errors are smaller than 30% with respect to
the model ones. An exception is represented by the sectorial and
the very-low degree terms, due to the nature of the orbit (non-
perfectly circular nor especially polar, yielding a polar gap).

Finally, from this pyramidal figure, the higher precision of
the simulated solution with respect to the MRO120F model can
be appreciated.

5.2. Time-Varying Gravity

On Mars, seasonal variations of the gravity field are evident due
to the change in atmospheric pressure and the size of polar caps,
whereby condensation, sublimation and precipitation of CO2
happen seasonally. Theoretically, geodetic signatures of the CO2
cycle can be extrapolated from the study of time-varying zonal
gravity parameters, Cn,0 (Karatekin et al. (2005)). The lower the
degree the longer the wavelength of the gravity signal, funda-
mental to constrain the global-scale changes in terms of density
or mass(Smith et al. 2009). In particular, the zonal terms (zero
order) best describe the change in distribution along the lines of
longitude.

To this end, according to the definition of the time-varying
design matrix in Equation 17, the FE of the correspondent sine
and cosine constants (As and Bs) have been retrieved for low
degrees. These were compared to the values found in Genova
et al. (2016), as visible in Figure 16. The latter were retrieved via
radiometric tracking data from MRO, ODY and MGS orbiters.

In these plots, the computed FE (Ak and Bk ) are higher than
the ones found in literature (the black curve). These plots in-
dicate that the signal (solid coloured lines) can be estimated via
gradiometry but RS (with over 15 years of measurements) is bet-
ter at constraining the time variations at the low degrees. Nev-
ertheless, Sorrentino et al. (2014) has proven that CAI-based
gradiometers display a flat noise power spectral density for all
frequencies, thus preventing the spectrally coloured noise of the
EGG in the lower frequencies spectra. Together with this, the
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Fig. 16. Time-variable-coefficient constants signal (Signal Ak and Bk) and FE ("Ak and Bk") compared to values from literature retrieved via Radio
Science (RS). Simulation for 1 Martian year (1my). k=1,2,3 mean that the signal frequencies considered were 1, 1/2 and 1/3 of the year. Mind that
the (dashed) noise curves overlap.

high sensitivity of the measurements entails that the use of CAI-
based devices would permits to address the requirements of a
mission aiming at both the static and time-varying gravity field
recovery (Douch et al. (2017)), yet provided that a longer mis-
sion lifetime is ensured (Migliaccio et al. (2019)).

Additionally, as the simulation period was 1 martian year, the
parameters’ correlations do not generate any problems because
the signal is analysed as made up of orthogonal base functions.
Thus, for a period equal to k-multiples of the martian period
there are no correlation issues, complying with the assumption
of uncorrelated measurements of this work.

5.3. Other orbits

The same preconditioning algorithm used for MRO’s PSO was
hereby exploited for several orbit geometries. For the lowest or-
bit without a DFCS (h0=232 km), the degree-RMS plot was built
for the four CAI instruments. The results are shown in Figure 17.

Fig. 17. Comparison of different gravity field error spectra from the 4
interferometers for the orbit with h0=232 km. The purple dashed curve
refers is taken from Figure 12 (with CAI 4).

In the figure above, for comparison purposes, the purple
dashed line corresponds to the analysis done in the previous sec-
tion about MRO’s PSO with CAI 4. For that case, the achieved

degree strength is the same as the one obtained with CAI 3 and
the 232-km-altitude orbit, yet the latter displays higher cumula-
tive RMS (the respective curve has a higher initial value).

The greatest improvement is given by the CAI 4 curve: not
only in degree strength, which is 174, but also in terms of the
RMS for low degrees, yielding an enhancement in terms of the
cumulative error spectra and especially SNR. For longer sim-
ulations, the curves shift by a factor inversely proportional to
the square root of the number of measurements. 5 years of mis-
sion with CAI 4 would yield a degree strength of 186. In this
case, though, in the long term, altitude control thrusters would
be required (Zheng and Li (2018)) to avoid orbit decay into the
Martian atmosphere. Given the relatively little increase in degree
strength, as a consequence, one-year mission is recommended.

As done for MRO’s PSO, the degree strength map was built
as shown in Figure 18.

Degree Strength Map, h=232 km - 1ey
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Fig. 18. Degree strength map for the lowest-altitude orbit without DFCS
(h0 = 232 km).

With respect to Figure 13, here the map is symmetrical given
the circular polar nature of the orbit and has higher achievable
degree strengths (up to 180). Thence, this instrument/orbit com-
bination holds the promise to enable a large enhancement of the
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spatial resolution of the Martian gravity field models. The other
consideration done for the previous map (Figure 13) about the
homogeneity of the solution w.r.t. latitude holds here, too.

To obtain the greatest performance, CAI 4 was selected to in-
vestigate the result of gradiometry for the other orbital altitudes,
individuated in subsubsection 3.2.2. The analytical approach is
also used for each case, as shown below in Figure 19.
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Fig. 19. Juxtaposition of the performance of missions with h0 equal to
232, 240 and 250 km with CAI 4; both numerical and analytical ap-
proaches were applied. For comparison purposes, also the MRO’s PSO
results were shown (dashed purple curve).

For each altitude without a DFCS (h0 = 232, 240 and 250
km) both the analytical and numerical approaches were ex-
ploited to retrieve the correspondent degree-RMS plot. In the im-
age above, the dashed curves (analytical approach) are slightly
higher than the solid ones (numerical analysis). The deviation of
the analytical and numerical approaches is dictated by the orbital
decay not accounted for in the former approach (the spacecraft
gets closer to the surface with time). Moreover, at degree 100,
compared to a SNR of 1 for MRO120F, the best SNR attain-
able with these missions at this degree is obtained with h0= 232
and equals 83. A significant improvement is visible in Figure 19
as the curves slightly shifted down with respect to the previous
analysis of MRO’s PSO and, above all, are flatter. Furthermore,
the degree strengths are shown in Table 5.

Table 5. Degree strength for different orbital altitudes (without a DFCS)
and approaches with CAI 4.

Initial Altitude analytical Numerical
232 km 160 174
240 km 154 172
250 km 148 153

These numbers testify the large potential of CAI technology:
with only one year of mission, a single orbiter accommodating a
CAI 4 would significantly outperform the current model, which
embodies the product of processing data from many spacecraft
and lots of years of mission.

Much higher performance would be achieved by flying the
spacecraft at even lower altitudes. As a consequence, degree-
RMS plots were developed for the very-low-altitude orbits (se-
lected in subsubsection 3.2.2) equipped with orbit maintenance

subsystem (h0=150 and 100 km). The errors have been propa-
gated for degrees up to 300. This process requires high compu-
tational effort (more than 24 hours) thus the propagation was not
done for higher degrees, nor the degree strength map was built.
The plots are shown respectively in Figure 20 and 21.
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Fig. 20. Degree-RMS plot for the orbit with h0=150 km with a DFCS.
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Fig. 21. Degree-RMS plot for the orbit with h0=100 km with a DFCS.

At degree 100, where MRO120F displays a SNR of 1, the
highest SNR that can be achieved is 6·102 for the 150-km al-
titude mission and 2.4·103 for 100-km one, both with CAI 4.
These great enhancements in SNR are attributed to the fact that,
as visible in the two plots above, the error curves, in addition
to being rather flat, are largely shifted down with respect to the
previous missions (Figure 19). Furthermore, the respective de-
gree strengths are summarized in Table 6. The degree strength
for CAI 4 (h0=100 km) was found by extrapolating the corre-
spondent dashed curve with a 4th degree polynomial and corre-
sponded to 390.

Furthermore, the orbit with the lowest altitude for which ion
thrusters are sufficient (h0 = 133 km, as discussed in subsec-
tion 5.3) was also briefly analysed. Thus, a degree-RMS study
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has been conducted, resulting in the degree strength listed in Ta-
ble 6.

Table 6. Degree strength for very-low (150, 100 and 133 km) circular
polar orbit with different CAI configurations.

CAI Degree strength
h0=150 km h0=100 km h0=133 km

1 151 227 165
2 178 266 194
3 196 294 209
4 265 ≈390 295

These results are very promising, especially because the less
complex and costly instruments can still provide satisfying so-
lutions, despite the requirement of thrusting systems to compen-
sate for the drag.

As far as the elliptical orbit is concerned, the degree-RMS
plot is shown in Figure 22, whilst the degree strengths are listed
in Table 7.
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Fig. 22. Degree RMS plot for the elliptical orbit with periapsis and
apoapsis equal to 100 and 1000 km, respectively.

The degree strength for CAI 4 was found by extrapolating
the respective dashed curve with a 4th degree polynomial and
corresponded to 372.

Table 7. Degree strength for elliptical orbit with different CAI configu-
rations.

CAI Degree Strength
1 199
2 243
3 273
4 372

At degree 100, whereby MRO120F has a SNR of 1, the SNR
is as high as 103 for CAI 4, given the flat and low error curves in
Figure 22.

Furthermore, due to the very low periapsis, the spacecraft
should be equipped with thrusters to be fired only during a small
portion of the orbit, as discussed in subsection 3.3.

The study of the temporal variation of the gravity field led
to the same conclusions drawn for MRO’s PSO (see subsec-

tion 5.2): one-year of CAI-based gradiometry mission is not suit-
able to resolve time-varying gravity signatures.

For the very low and elliptical orbits, the degree strength map
could not be retrieved due to the high computational effort re-
quired to study the degree strengths up to about 400.

To conclude, any of the considered missions with the oppor-
tune CAI configuration would entail moderate to great improve-
ments of the gravity field model MRO120F, with only one year
of observations.

5.4. Spatial Resolution

A summary of the missions whose degree strengths exceed 120
(MRO120F’s maximum degree and order) is furnished in Ta-
ble 8. In this table, also the achievable spatial resolution is
listed. Approximately, an indication for the spatial resolution (on
ground) is represented by the wavelength λ. For a given spherical
harmonic degree l, it can be approximated as

λ =
2πR

l + 1/2
, (22)

where R is the planetary radius.

Table 8. Combination of orbital altitudes and CAI configurations which
would lead to a mission return outperforming the current models.

Orbit CAI Degree
Strength

Spatial
Resolution

MRO PSO 4 139 153 km

h0=232 km 3 130 163 km
4 173 123 km

h0=240 km 4 172 123 km
h0=250 km 4 153 139 km

h0=150 km with DFCS 1 151 141 km
2 178 119 km
3 196 108 km
4 265 80 km

h0=133 km with DFCS 1 165 129 km
2 194 109 km
3 209 113 km
4 295 72 km

h0=100 km with DFCS 1 227 94 km
2 266 80 km
3 294 72 km
4 390 55 km

Elliptical Orbit 1 199 107 km
(100x1000 km) 2 243 87 km

3 273 78 km
4 373 57 km

As predicted by the degree strengths, these spatial resolu-
tions are exceptional and can lead to the exploration of different-
scale phenomena, as it will be extensively explained in subsec-
tion 5.5.

Furthermore, the CAI measurements represent an average
along the orbit over the integration time. Thus, instrument-
limited spatial resolution is calculated with the integration time
multiplied by the orbital velocity. For CAI 4 the experiment time
is 11 seconds, thus for the very-low circular orbits and the ellip-
tical orbit at its perigee, the binding spatial resolution is down to
about 38 km. Given that the resolutions from Table 8 are coarser
than this value, the latter is not limiting, yet.

Additionally, in all of the degree-RMS plots, it is worth
noticing that the gradiometry curves are relatively flat, implying
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that the errors grow rather slowly with increasing spatial resolu-
tion.

The development of space-borne platforms is nearly recent
and still needs more advancements. Nevertheless, this work has
unquestionably demonstrated their viability for space-based sci-
entific and technological endeavours (Belenchia et al. (2022)),
as discussed hereafter.

5.5. Scientific Return

The results that were discussed in all of the section 5 yield a sig-
nificant improvement on the current state-of-the-art gravity field
models and would be sufficient to answer the scientific questions
presented in the introduction.

According to the spatial resolution, three groups of geolog-
ical features to be explored are discussed, associated with the
respectively fruitful missions analysed in this work.

– At a global and regional scale (λ > 1000 km - degree of 20 or
lower) the crust and the lithosphere, together with the ther-
mal evolution of Mars can be studied with all of the missions
listed in Table 8. These features have been already studied
by processing the data of the Mars Exploration Program or-
biters, yet gradiometry would improve the uncertainty of the
current models. As a matter of fact, gravity gradients are ex-
tremely useful in investigating the crust of a planet: the lat-
ter mirrors information on the differentiation processes and
magmatic evolution of the planetary surface, linked to the
planet’s formation, evolution and thermal nature. The cur-
rent geophysical models of Mars are based on the spheri-
cal thin elastic shell approximation (Goossens et al. (2017)).
Low long-wavelength uncertainties facilitated by a CAI mis-
sion would improve the observational constraints for such a
mission and help evaluate the validity of this assumption.

– At local scales (100 km< λ < 1000 km - degrees up to 200),
all of these missions can help explore several geological fea-
tures, visible in the topography map of Mars (Figure 23).

Fig. 23. Geographical description of major topographic features on
Mars (Rodrigue (2007)).

First and foremost, the Martian hemispheric dichotomy is
of great interest: northern and southern hemispheres differ
in elevation, geology, macro-scale roughness and cratering
age. There are ancient, high-standing cratered terrains in
the south whilst smooth, thinner, sparsely cratered, young
lowlands in the north, where impact basins have a thin de-
posits veneer on top (Genova (2020),Frey et al. (2002),Smith
et al. (2001)). This dichotomy only partially coincides with

a crustal thickness variation between the northern and south-
ern hemispheres (Goossens et al. (2017)). In fact, two crustal
thickness zones can be individuated: a region of thicker crust
that thins progressively from the south toward the north com-
prising much of the southern highlands and Tharsis; a uni-
form thinner thickness in northern lowlands and Arabia Terra
(Smith et al. (2001)).
Furthermore, the crustal density generally increases with
depth, but higher precision models, which could be con-
strained better by a CAI mission, are required to resolve the
density and density gradients. In fact, there are lower crustal
density zones allegedly due to porosity obtained through im-
pact cratering (Goossens et al. (2017)).
As demonstrated in Tenzer et al. (2015), also the sub-crustal
stress field can be extrapolated by gravity data, but the cur-
rent model (Figure 24) has a degree strength of 85.

Fig. 24. Long-wavelength part of the Martian sub-crustal stress field:
The horizontal stress vectors and their intensity (in MPa) (Tenzer et al.
(2015)).

These gradiometry missions would undoubtedly help out-
perform the current model. In this, as visible in the figure
above, most of the stress is in the Tharsis region, in corre-
spondence to the Olympus Mount. The latter’s origin is hy-
pothetically of volcanic construction or historical uplift with
further modelling. There is a negative gravity ring around the
Tharsis that indicates large horizontal spatial gravity varia-
tions that require further studies. Elsewhere, the stress in-
tensity is smaller or absent. There are slightly enhanced con-
tours of the 4 major impact basins (Isidis, Hellas, Argyre and
Utopia): this may be due to the crustal extrusion after impact
and subsequent Moho uplift, yielding a maximum horizontal
stress around the impact craters. This gives a clue that the
aforementioned geological features are not full isostatically
compensated. Additionally, gradiometry may help constrain
the nature of Valles Marineris by studying the local stress
distribution which can be explained by regional tectonism
related to the crustal load of the Tharsis bulge. Finally, in
that region there are no signatures of hemispheric dichotomy
or crustal load due to polar ice, making the Valles interesting
to study (Tenzer et al. (2015)).
Furthermore, northern lowlands are equipotential surfaces
and putative sites of an early ocean. As a matter of fact, they
show enhanced topographic smoothness and distinctive, sim-
ple crater properties. On top of this, the volume is consistent
with the estimate of the amount of water thought to be once
available on Mars. The controversies that gravity gradients
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may help resolve are the absence of paleoshorelines, the lack
of tectonic ridge-like morphology of the potential shorelines
and the unavailability of superficial carbonates (Smith et al.
(2001)).

– Only the very-low and the elliptical orbits, like no other grav-
ity measurements done in space, can also be used to inves-
tigate geological features and phenomena at even smaller
scales (λ < 100 km - degrees larger than 200), such as
smaller impact craters, near-surface magmatism, deforma-
tion, polar volatiles and so on. These missions may help in-
vestigate the nature of the four impact drainage basins:

– Hellas structure is the deepest of the solar system with
a relief of 9 km. It has ejecta of 2 km and is asymmet-
ric because its origin was an oblique impact with further
localized surface modification;

– Utopia is buried beneath the northern plains and it is only
2.5 km deep;

– Argyre was a large drainage basin in the highlands;
– Isidis basin has no counterpart in images and displays a

complex floor structure, lying at the dichotomy bound-
ary.

Furtermore, there are regional slopes deemed to be early wa-
ter channels as the result of water flow rate and discharge.
The buried channels, with depths varying with latitude, were
proposed to be filling the early ocean (Smith et al. (2001)).
CAI-based gradiometry can also enhance the study of polar
caps.

– North cap. It stands 3 km above the surroundings that are
in a 5 km depression (northern lowlands). It has a com-
plex structure comprising chasms and sinks for wind-
blown dust. According to the current models, gravity
anomalies do not correlate well with the northern polar
deposits, meaning that the cap is either nearly isostati-
cally compensated or there is a complex subsurface struc-
ture.

– South cap. It is much smaller than the northern and it
has a well-defined gravity anomaly correlated with the
southern layered terrains. Thus, these are uncompen-
sated( Smith et al. (2001)).

Other features that can be studied with ths very-low and
elliptical missions are the Quasi-Circular Depressions (QCD):
these are roughly circular and bowl-like-shaped buried impact
basins with a widespread distribution in both lowlands and high-
lands. The softened profiles testify an intense early bombard-
ment and subsequent active resurfacing (Frey et al. (2002)). Most
of the QCD were detected by altimetry elevation data by the
Mars Orbiter Laser Altimeter (MOLA) and not by imagery, thus
enhanced gravity models may be an asset. These are thought to
have been low and stable for most of the history, indicating that
highland-lowland crustal dichotomy is primordial and was es-
tablished soon after planetary accretions.

5.6. Bouguer Anomaly

Another study that can be conducted with gradiometry (and to-
pography) data is the Bouguer analysis. To this end, the static
gravitational potential can be conceived as the sum of different
contributions:

U = Ucrust + Ulocal + Ucore + Umantle (23)

where Ulocal represents the isolated crustal density anomalies in
an otherwise homogeneous crust. Thus, the Bouguer potential is
defined as U −Ucrust and the Bouguer anomaly is the difference

between the expected and actual gravity at a certain location. De-
pressed basins such as Utopia, Hellas and Isidis have strong posi-
tive circular anomalies. Thus, there are uncompensated Bouguer
mass excesses that arose from Moho uplift following an early
impact and subsequent volcanic and sedimentary resurfacing.
There are other smaller positive anomalies such as at Ares Val-
lis and Amazonis. This probably resulted from early impacts but
the features do not have a circular shape. There are other enig-
matic positive anomalies not associated with topographic or ge-
ological features in the northern circumpolar lowlands. Leverag-
ing the high sensitivity to medium-to-short wavelengths, CAI-
based gradiometry may help study these features with unprece-
dented accuracy. For instance, Kasei Valles, Coprates and Eos
Chasma show substantial positive anomalies, suggesting a shal-
lower mantle or crustal intrusions; Ius and Capri Chasma do
not have positive anomalies although expected. This is probably
due to the limited spatial resolution of the gravity models, thus
gradiometry missions are needed. Finally, mounts such as Thar-
sis and Elysium have strong negative anomalies, meaning that
the geological features are isostatically compensated (Goossens
et al. (2017)).

6. Conclusions and Outlook

Insufficient knowledge of the global gravity field of Mars repre-
sents, nowadays, the weak link in the development of a global
integrated geodetic/geodynamic observing system, which com-
prises three components (Rummel et al. (2002); Cesare et al.
(2016)):

– geometry and surface deformation;
– the planetary rotation;
– the planet’s gravity field.

Hence, dedicated satellite gravity field missions would be
well timed and justified in the context of the current scientific
scenario, considering the potential advances that they could pro-
vide (Rummel et al. (2002)).

During this work, we devised innovative mission designs,
leveraging cutting-edge CAI-based gradiometers as the scientific
payload of spacecraft orbiting Mars. The aim of these missions
is to acquire observations of the Martian gravity field with accu-
racy and spatial resolution surpassing those already attained via
previously successful missions, which led to the development
of the latest and most accurate gravity model, MRO120F. We
demonstrated that CAI-based gradiometry holds the promise to
be enabling the retrieval of high-resolution gravity field models
which can be exploited to investigate diverse geophysical phe-
nomena.

First of all, we explored conceptual and instrumental facets
of cold atom interferometers for dedicated gravity gradiometry
missions. We selected four different instrument configurations,
with increasing sensitivity (CAI 1 to CAI 4) to study the im-
pact on the mission’s scientific return. The missions taken into
account were divided into four different groups: (1) MRO’s Pri-
mary Science Orbit, (2) low circular and polar orbits without a
DFCS (orbital altitude 232, 240 and 250 km), (3) very-low cir-
cular and polar orbits with a DFCS (orbital altitude 100, 133 and
150 km) and (4) an elliptical polar orbit with the periapsis at 100
km and the apoapsis at 1000 km. We envisaged a spacecraft life-
time of 1 Earth year or 1 Martian year (only for the MRO’s PSO
case).

According to a covariance-based analysis, as far as the first
two orbit concepts are concerned, CAI 4, the most sensitive -
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thus the most complex and expensive -, must be used to achieve
a degree strength superior to the latest model’s one (120). Albeit
the promising results, we think that the requirement of the most
costly CAI together with a maximum degree below 173 are not
such to promote these dedicated gravity gradiometry missions.
On the other hand, we would recommend installing a CAI-based
gradiometer as a secondary payload to a potential (gravity recon-
naissance) spacecraft with similar orbit geometries, as an added
asset.

About the other two orbit groups, the spacecraft fly closer
to the planetary surface. As the gravitational field signals expo-
nentially decrease by a factor R/(R+h)l with increasing altitude
h and and SH degree l (Zheng and Li (2018)), the lower the or-
bital altitude is, the better the potential scientific return of the
mission. Therefore, for mission groups 3 and 4, the gravity sig-
nal is stronger and any of the CAI configurations, also the least
sensitive, can be exploited to retrieve very high-resolution mod-
els. We envisage that these are the most promising results, as
less complex instruments can be employed and still obtain very
high degree strengths, larger than 150. Yet, the best solution is
attainable at 100 km, whereby, after 1 year of mission, a de-
gree strength of 390 can be achieved with CAI 4. Nevertheless,
this mission concept requires demanding propulsion system to
maintain the orbit. Simpler thruster solutions (ion engines) can
be employed for the other two very-low orbits (h0 = 133 and
150 km). A mission with the CAI 4 instrument at an altitude of
133 km (150 km) would be disruptive since it would triple (more
than double) the spatial resolution compared to current models.
Hence, we advise to further the development of such missions to
largely advance the field of gravity model recovery, provided the
availability of thrusting systems for orbit maintenance.

The communion of such a short mission lifetime with these
exceptional results would revolutionize the field of gravity re-
connaissance and lead to a great improvement of the study of the
surface and subsurface of Mars. As a matter of fact, we noticed
that all of these selected missions (orbit groups 1 and 2 with
CAI 4 and orbit concepts 3 and 4 with all CAI configurations)
are suitable to study global- and regional/local-scale geophysical
features. In detail, the crustal density and thickness of Mars may
be investigated, together with the correlation between the crustal
structure and the hemispheric dichotomy. The crustal porosity
might also be interrogated as a parameter that may play a role in
the determination of crustal properties. Similarly, how the elas-
tic thickness flexes under the loads might be retrieved. Addition-
ally, the data provided by these missions may be post-processed
to explore the sub-crustal stress and to fetch models more ac-
curate and with higher spatial resolution than the current one,
which displays a maximum degree of only 85. Other features that
may be studied are QCD, which were only detected via altimetry
and not by imagery. In this regard, we recommend considering
an altimeter onboard the orbiter to pair topography observations
to gravity gradient data, although Mars Orbiter Laser Altimeter
(MOLA) had already provided a lot of useful data. Furthermore,
we found that mission groups 3 and 4 can provide spatial reso-
lutions much higher (below 100 km), making it feasible to study
small impact craters, near-surface magmatism, deformation, po-
lar volatiles, polar caps and so on.

It is worth reminding that in this work single-axis gradiome-
ters were considered, yet multi-axis configurations may be con-
templated in further studies to extrapolate information on all of
the gravity-gradient tensor components and enhance the gravity
field resolution even more.

On top of this, we concluded that 1-year gradiometry mis-
sions would only bring benefits to the static gravity field survey,

whilst radio science or ll-SST would still be better to constrain
the time-varying gravity signatures. Notwithstanding, we expect
CAI-based gradiometry to hold the promise to also help interro-
gate time-varying SH coefficients with longer missions, but this
is beyond the scope of this work and we leave these aspects for
future studies.

Finally, we think the time is ripe for the communion be-
tween cold atom interferometry and space science, as also tes-
tified by the calls for new proposals at the American, European
and Chinese space agencies, where there is an increasing inter-
est in space-borne quantum sensing. In the coming decades, we
envisage the miniaturization of the devices and an improvement
of their TRL to make missions like the ones introduced in this
work feasible.

With these disrupting results, the methodology described in
this work was intended to mark the foothold to contemplate the
potential of CAI-based gradiometry in furthering the geodesic
review of future dedicated gravity missions to the solar system’s
planets.
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3
Conclusions and Recommendations

The present chapter draws upon the journal paper’s findings to explicitly address the research sub
questions outlined in section 1.1 and to formulate recommendations for further works.

3.1. Conclusions
The answers to the research subquestions hereby follow.

• What are the best CAI gradiometer configurations that can be realistically selected as po
tential payload candidates?
Currently, there are no commercially available coldatom inertial sensors constructed for space
applications, but many prototypes have been conceived, some of which were successfully tested
in microgravity, in a drop tower, and in a parabolic flight (Carraz et al. [4]). For this work, four
different CAI configurations  CAI 1 to 4  have been individuated, with increasing sensitivity, as
delineated in Table 3.1.

Table 3.1: CAI 1 to 4 sensitivities to accelerations (Δ𝑎) and gravity gradients (Δ𝛾) used for mission concept evaluation. The
interferometer contrast is C > 0.6, which varies according to the satellite attitude and rotation compensation system, if any
(Schuldt et al. [26]).

Gradiometer Δ𝛾
[𝑚𝐸/√𝐻𝑧]

Δ𝑎
[𝑚/𝑠2/√𝐻𝑧]

Sampling
Interval [s]

CAI 1 308 1.1E10 1.6
CAI 2 104 3.7E11 1.66
CAI 3 50 1.8E11 3
CAI 4 3.5 1.2E12 11

These concepts were chosen amongst a list of feasible CAI configurations provided by Dr. O.
Carraz in a personal correspondence. For comparison purposes, 4 different instruments were
selected to understand the impact of the system’s complexity (and, thus, costs) on the gravity
field model resolution. As a matter of fact, higher sensitivity entails a more demanding physics
package, one of the three units which a CAIbased sensor comprise (together with a laser system
and an electronics unit). For each instrument configuration, the respective physics package’s
properties are collected in Table 3.2.
The differences between these configurations lie especially in the required atom temperature (and
consequently cooling techniques) and the rotation compensation system. The former goes from
𝜇K to 𝑝K, requiring more and more advanced laser cooling strategies. Lower temperatures allow
for reduced expansion rates, longer interrogation times, better control of atoms trajectory and less
systematic effects due to the inhomogeneity of the beam splitter spatial profile, limited wave
front distortions and Coriolis accelerations (Trimeche et al. [34]). In light of the finite temperature
of the atoms, these present a dispersion velocity, of the order of cm/s if the atoms are at 𝜇K

7
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Table 3.2: CAI 1  4 physics package’s properties (Müller et al. [23], Trimeche et al. [34]). The spacecraft accommodating the
payload is considered in nadirpointing configuration.

Physics Package
System CAI 1 CAI 2 CAI 3 CAI 4

Atom Cooling
Temperature [K] 10−6 10−6 10−6 10−9

Cooling Technique MOT +
Optical Molasses

MOT +
Optical Molasses

MOT +
Optical Molasses BEC

Number of Atoms [] 107 6⋅107 108 106
Interferometry Time [s] 0.3 0.33 0.5 5

Duty Cycle
(reloading) Time [s] 1 1 2 1

Baseline [m] 0.5 0.5 0.5 0.5
Number of Photon

Recoils [] 2 2 2 2

Rotation
Compensation System  Coarse

(≈ 0.1mrad/s)
Fine

(≈ 1𝜇rad/s)
Fine

(≈ 1𝜇rad/s)

(MOT/molasses) and mm/s if atoms are at 𝜈K to 𝑝K (BEC). Due to this nonzero velocity, there
is a Coriolis effect that involves rotation along the otherthanradial (measurements) axes. This
entails loss of contrast, hence rotation compensation systems are required.
Due to the large computational effort of the simulations performed in this work, only singleaxis
gradiometers were exploited, as a scientific payload on board a nadirpointing spacecraft, oriented
such that it can sense only the 𝑧𝑧 component of the gravity tensor. In the assumed local frame,
the zcomponent is in radial direction, whilst the x and y are in along and crosstrack directions,
respectively. Another reason to use a singleaxis gradiometer in radial direction is that the 𝑧𝑧
component has the highest contribution to the overall gravity field model solution (Yi et al. [37]).

• Amongst the existing missions to Mars, which one is the most suitable as a baseline for a
potential gradiometry mission to Mars?
In favour of other tasks, mission design is hereby avoided to bypass countless hours of undesired
systems design. Therefore, the primary goal of this work was to identify a realistic baseline
mission amongst the existing ones. A gravity reconnaissancemission requires strong and uniform
signal sampling for homogeneous and global surface coverage of the observation data. In this
regard, by looking at the missions of the Mars Exploration Program, the one providing the most
suitable orbit is MRO in its Mapping orbit, or Primary Science Orbit (PSO), given its lowaltitude,
nearcircular and quasipolar orbit. The PSO lasted from November 2006 until December 2008
(Menon [21]). It was a frozen 250 x 315 km orbit, with duration of 112 minutes and an inclination
of 92.65∘, such that the spacecraft flew at approximately the same altitude whilst crossing each
latitude circle. MRO had a daylight equatorial crossing, given an ascending node at 3:00 PM local
mean solar time (Johnston et al. [14]). The periapsis was in correspondence of the South Pole,
with an argument of periapsis of 270∘. They did not choose a lower altitude because of the larger
and larger atmospheric drag with descending altitude, which would have demanded frequent orbit
maintenance manoeuvres. This would have required more fuel consumption but also hindered
the quality of measurements (for instance, due to induced vibrations), which largely suffer from
spurious accelerations. Finally, the orbit geometry envisaged a ground track repeat cycle of 17
days, guaranteeing the view of any surface point within a Martian season (Zurek and Smrekar
[41]).

• What are the possible orbit geometry modifications that would maximize the CAI mission
scientific return?
The mission scientific return, in terms of accuracy of the recovered gravity field model, can be en
hanced by adopting appropriate orbit geometries to satisfy the requirements of dedicated gravity
reconnaissance missions. The latter are strong signal, as well as global, continuous and uniform
coverage of the measurements. To achieve this, (very)low and polar orbits are required. To this



3.1. Conclusions 9

end, in addition to the MRO’s PSO, other three groups of missions were explored: (1) low circular
and polar orbits without the need for orbit maintenance, (2) verylow circular and polar orbits with
a DragFree Control System (DFCS) and (3) an elliptical polar orbit.

About this first group, simulations on Tudat have revealed that 232 km is the lowest altitude which
would sustain 1 Earth year of mission without thrusters for orbit maintenance. For comparison
purposes, also 240 and 250km orbits were explored. For the verylow orbits, average altitudes
considered were 100 and 150 km. On top of this, an orbit at 133 km was also included, whose
altitude represents the lowest for which ion thrusters are sufficient to trim the orbit. Finally, for
completeness, a very elliptic polar orbit was also considered, with periapsis and apoapsis respec
tively at 100 and 1000 km, for which a DFCS is required when the spacecraft is closest to the
surface of Mars. A spacecraft lifetime of 1 Earth year was envisaged.

• What are the spherical harmonic degree and order, as well as the spatial resolution of the
static and timevarying gravity field model of Mars, achievable by exploiting the selected
instruments and missions?
In the framework of this study, the figure of merit to assess gravity field model precision is the
socalled degree strength. This is the degree for which the SignaltoNoise Ratio (SNR) reaches
the unity. The latest and most accurate gravity field model, MRO120F, has maxima degree and
order of 120 and a degree strength of 100. The degree strengths higher than this are achieved
by the selected missions and instruments combinations summarised in Table 3.3. In this table,
also the respective achievable spatial resolutions are listed.

Table 3.3: Combination of orbital altitudes and CAI configurations which would lead to a mission return outperforming the current
models.

Orbit CAI Degree
Strength

Spatial
Resolution

MRO PSO 4 139 153 km
h0=232 km 3 130 163 km

4 173 123 km
h0=240 km 4 172 123 km
h0=250 km 4 153 139 km

h0=150 km with DFCS 1 151 141 km
2 178 119 km
3 196 108 km
4 265 80 km

h0=133 km with DFCS 1 165 129 km
2 194 109 km
3 209 113 km
4 295 72 km

h0=100 km with DFCS 1 227 94 km
2 266 80 km
3 294 72 km
4 390 55 km

Elliptical Orbit 1 199 107 km
(100x1000 km) 2 243 87 km

with DFCS 3 273 78 km
4 373 57 km

For the missions with ℎ0 equals to 232, 240 and 250 km, only the CAI 4 would lead to improved
solutions with respect to the current models. Notwithstanding, the enhancement is not such to en
dorse these missions. On the contrary, at verylow altitudes, albeit the requirement of a thrusting
system, substantial improvements are attained also with less complex, hence cheaper, instru
ments. With simply an annual mission, very fine spatial resolutions can be achieved, disrupting
the world of gravity field recovery of Mars.
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Finally, according to the present study, 1Earthyear gradiometry missions would only bring bene
fits to the static gravity field survey, whilst radio science or llSST would still be better to constrain
the timevarying gravity signatures. These other methods’ measurements are more sensitive to
largescale variations in the gravity field than gravity gradients because the large scale signals
are less prominent in higherorder spatial derivatives. As a matter of fact, albeit the flat noise for
almost the entire frequency spectrum, gradiometry is not very sensitive at long wavelengths since
it observes the second derivative of the gravity potential. Notwithstanding, CAIbased gradiome
try may putatively also contribute to interrogate timevarying SH coefficients with longer missions,
but this is beyond the scope of this work and is left for future studies.

• What are the scientific objectives that can be potentially addressed by these results?
Gravity gradients are extremely useful in studying the crust of a planet: the latter mirrors infor
mation on the differentiation processes and magmatic evolution of the planetary surface, linked
to the planet’s formation, evolution and thermal nature. Geophysical models of Mars are based
on the spherical thin elastic shell approximation (Goossens et al. [10]).
The geological features that can be studied are several. First and foremost, there is the Martian
hemispheric dichotomy. According to this, northern and southern hemispheres differ in eleva
tion, geology, macroscale roughness and cratering age. We can find ancient, highstanding
cratered terrains in the south whilst smooth, thinner, sparsely cratered, young lowlands in the
north, where impact basins have thin deposits layer on top (Genova [9], Frey et al. [7], Smith
et al. [31]). Notwithstanding, the dichotomy does not fully coincide with a crustal thickness vari
ation between the northern and southern hemispheres (Goossens et al. [10]). In fact, two zones
can be individuated: a region of thicker crust thickness that thins progressively from the south
toward the north comprising much of the southern highlands and Tharsis; a uniform thinner thick
ness in northern lowlands and Arabia Terra (Smith et al. [31]).
Furthermore, the crustal density generally increases with depth, but higher precision models are
required to constrain density and density gradients. In fact, there are lower crustal density zones
allegedly due to porosity obtained through impact cratering (Goossens et al. [10]).
As demonstrated in Tenzer et al. [32], also the subcrustal stress field can be extrapolated by
gravity data, but the current models have a maximum SH resolution of degree 85. With the
gradiometry missions individuated in this study, the current models could be largely enhanced.
Leveraging these considerations, gradiometry in combination with altimetry data can be exploited
to answer the following scientific questions:

– what are the crustal density and thickness of Mars on a regional scale?
– How does the crustal structure correlate with the hemispheric dichotomy (southern high
lands, northern lowlands)?

– What is the local subcrustal stress of Mars? What are the major stress field features? What
is the geological origin of these?

– What is the crustal porosity? Does it play a role in the determination of the crustal density?
– What are the mass excesses layered in proximity of the major basins and in the polar caps?
– How does the elastic thickness flex under the studied loads?

3.2. Recommendations
Due to the substantial computational effort of the numerical strategies employed in the present thesis
work, some analyses were left for future works. These points are outlined below.

• The core of the methodology exploited in this work is the covariance analysis. The latter has
allowed surveying the formal errors of the SH coefficients. In future works, it is recommended
to use the spacecraft states to build a design matrix and finally extrapolate the magnitude of the
coefficients themselves, namely making a full estimated simulation. As the process requires high
computational effort, tailored strategies, such as the preconditioned conjugate gradient algorithm,
are endorsed. The solution can be paired with gravityfromtopography datasets to obtain infor
mation about the subsurface structure of Mars and address the scientific questions discussed in
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section 3.1. Alternatively, current models for the crustal density, the lithosphere thickness, the
subcrustal stress and the like can furnish determining complementary data to study the corre
lation between gravity and topography. This would allow to explore geodesic features and infer
whether they are isostatically compensated. Attention should be conveyed to current geophysical
models, in order to understand whether the presently used spherical thin elastic shell approxima
tion is valid. In this way, the tectonic differences between planets can be studied and information
on the thermal nature of a body can follow, yielding clues of its formation and evolution.

• Once the leastsquare algorithm to retrieve the SH coefficients is set up, other parameters may
be inserted into the list of unknowns. There are several parameters of interest. Amongst these,
the tidal Love number k2, the GM of Phobos and Deimos, and the orientation parameters, namely
the Mars orientation epoch pole longitude, the obliquity, the Mars rotation rate, the seasonal cor
rections to spin, and the specular and diffuse corrections for spacecraft solar arrays (Konopliv
et al. [15]). As gradiometry is less sensitive than RS at low SH degrees, other tracking mea
surements as well as data from landers may be combined to study these parameters. The latest
estimates are presented in Konopliv et al. [16], as part of the MRO120F model. The aforemen
tioned parameters constrain information on the rheology of the Martian mantle (Konopliv et al.
[16]).

• In the present work, the formal errors of lowdegree timevarying SH zonal coefficients have been
investigated. A conclusion was drawn that 1 Earth year of gradiometry data could not outperform
the solutions achieved based on 15 years of radioscience tracking. Confidently enough, longer
missions could provide satisfying results in terms of temporal gravity field survey, exploring sea
sonal and secular changes. In particular, CAIbased gradiometry can furnish isotropic measure
ments of timevariable gravity, yielding an increase in the accuracy of the timevarying lowdegree
Stokes coefficients. This would allow mapping the intricate rotation function of the planet, such as
modifications in lengthoftheday for modelling variations in Mars’ inertia. Attention can be drawn
to the seasonal and regional changes in snow deposits in polar areas; highresolution mapping of
polar scarps can enable to study the dynamics of ice sheets, identifying rock falls and avalanche
events (Hussmann et al. [11]). As a consequence, it is recommended to investigate this potential
in further studies.

• In this work, the selected instruments were singleaxis gradiometers able to sense the radial com
ponent of the gravity gradient (𝑈𝑧𝑧). Nevertheless, the payload onboard GOCE had a diamond
configuration of 3 sets of electrostatic accelerometers’ pairs. Its purpose was to sense all the
components of the gravity tensor. As a consequence, it is worth investigating the added value of
using 3axes CAIbased gradiometers. With specific configurations, CAI sensors can also mea
sure the spacecraft rotation rate along the measurement axis. This is achievable by engineering
two pairs of atom clouds in freefall launched with opposite velocities (Carraz et al. [3]). The two
pairs of clouds are spatially separated along a direction orthogonal to their velocities (Migliaccio
et al. [22]).

• The verylow orbits considered in the present work, together with the elliptical orbit, must be
equipped with a DFCS for maintaining the orbit and delaying the decay into the Martian atmo
sphere. A fast and approximate estimate of the ΔV has been provided; yet, more punctual and
extensive studies are necessary to understand the manoeuvres required for orbit maintenance.
Hence, the mission requirements in terms of thruster’s type, number, configuration and power
needed, as well as propellant mass must be outlined. In this fashion, an estimate of the mission
costs can be performed.





A
Validation Strategies

A.1. Analytic covariance analysis
The methodology approached in this study comprises both an analytic and a numeric covariance anal
ysis (Section 4.2.1 and 4.2.2, respectively). The former is adapted from the peerreviewed paper by
Bills and Ermakov [1]. Thus, the procedure is verified. The implementation of the analytic method in
this work encompasses the transcription of equation 19, reported here:

𝜎𝐺𝑙 = (
𝜀𝐺
√𝑁

)( 1𝑛2) (
𝑟
𝑅)

𝑙 1
(𝑙 + 1)(𝑙 + 2) . (A.1)

into a MATLAB script, developed to retrieve the error spectra of the SH coefficients per degree. The
formula required 𝜀𝐺, the root sum square (RSS) of the measurement errors expected in a specific
mission concept: in place of this, the different instrument sensitivities to gravity gradients (Table 3.1)
have been manually inserted. The number of measurements 𝑁 and the mean motion 𝑛 were coded as,
respectively, the mission period over the instrument integration time (𝑇/𝑇cycle), and the square root of
the Martian gravitational parameter over the cube of the spacecraft radius (planet’s radius plus altitude,
under the assumption of a circular orbit), namely √𝐺𝑀/(𝑅 + ℎ)3). The transcription of these equations
has been verified by manual inspection and by running unit tests. Finally, integration tests followed by
visual inspection. All of these were successful.

On top of this, in this work, a validation was performed. The validation strategy for the numerical
approach follows in section A.3. The formal errors from the analytic approach and the latest gravity field
model (MRO120F) are compared in Figure A.1: the majority of the ratios tends to the unity, yielding
a successful validation of the analytic approach. The higher errors at low orders are attributed to the
presence of the polar gap, ignored in the analytic method. As a matter of fact, MRO’s PSO has an
inclination of 92.6∘, yielding a slight polar gap in the observations. As a consequence, measurements
were not performed in a certain spherical cap around the poles, thus a part of the spherical harmonic
coefficients shows a high variance for low orders. This is not traceable in the analytic formal errors as
this approach assumes circular and polar orbits, hence no polar gap. This explains the vertical stripe
with higher errors.
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Figure A.1: Validation of the Bills and Ermakov [1]’s analytic covariance analysis approach.
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A.2. Orbit design

To study orbits different from MRO’s Primary Science Orbit, Tudat, whose scripts are already verified,
was used to propagate new orbits, such that the orbit geometry can be related to the accuracy of the
gravity solution. To this end, a single arc dynamic simulator is exploited with a RungeKuttaFehlberg
7(8) integrator and a Cowell translational propagator. In this section, the analysis of the integrator errors
is presented, followed by the validation of the state generator script.

A.2.1. Analysis of integrator errors

Most of the times, there are no closedform analytical solutions that include complex dynamical models
to determine the orbit of a spacecraft. Thus, it is necessary to settle for numerical integration. On
Tudat, there are several integrators which differ in precision and computational effort. For this work, as
mentioned before, a multistage variablestepsize integrator was selected: Runge Kutta Fehlberg 7(8).
This is deemed a good choice as it presents reasonably high precision, albeit at the cost of relatively
high integration time. Nevertheless, given the rather simple orbit geometry contemplated, i.e. mostly
circular orbits for maximum 1 Martian year, the computational effort in terms of number of function
evaluations and time do not constitute an issue.

Numerical integration intrinsically entails two types of error: truncation errors, related to the mathe
matical formulation of the integrator, and rounding errors, due to the finite floating point number repre
sentation (typically 16 digits) at each mathematical operation. When using RKF7(8) as a variablestep
size integrator, the step size control mechanism works on the principle that, firstly, the Local Truncation
Error (LTE) of a single step for the 7𝑡ℎorder method is estimated by comparing 7𝑡ℎ and 8𝑡ℎorder inte
grators’ results. Successively, the loworder method is exploited to adjust the subsequent time step to
bring the LTE to the required level, provided that we are operating in the truncation error regime and
that the truncation error model holds true. The required LTE (𝜀𝑟𝑒𝑞) is specified by the user by defining
relative (𝜀𝑟) and absolute (𝜀𝑎) tolerances:

𝜀𝑟𝑒𝑞 = 𝜀𝑟𝑦 + 𝜀𝑎 (A.2)

where 𝑦 is the current state. By selecting low tolerances, small required errors are defined, which
yield short time steps and, consequently, a high computational load. By tuning these tolerances, the
behaviour of the integrator can be studied. For this work, tolerances of 10−10 were deemed a good
compromise between numerical accuracy and computational effort. To assess whether this was a
proper choice, the integration results must be compared to a ”true solution”. As there is not a truth
model, a benchmark must be set which is considered an ideal approximation of a true solution with
a high degree of confidence. This entails the selection of very strict tolerances. In this case, Runge
Kutta DormandPrince 8(7) integrator was selected with 10−14 absolute and relative tolerances. The
retrieved Cartesian positions (x, y and z in bodycentered reference frame) were compared to the
solutions obtained with RKF7(8) for three different tolerances. To compare the results with the nominal
and more accurate integration, it was necessary to interpolate the solutions to have a common set of
epochs. This was performed by exploiting an 8𝑡ℎ order Lagrange interpolation and 10 s time step. The
respective differences between the benchmark and the numerically integrated solutions are shown in
Figure A.2.
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Figure A.2: Difference between benchmark solutions and RKF7(8) ones, for three values of absolute (𝜀𝑎) and relative (𝜀𝑟)
tolerances.

For comparison purposes, also tolerances equal to 10−8 and 10−12 were examined. As visible in
the plots above, the errors for the selected integrator settings (𝜀𝑎 = 𝜀𝑟 = 10−10) are between ±20 cm.
In Appendix B, a conclusion is drawn that positioning errors in radial, along and crosstrack directions
(RSW frame) of, respectively, 1.5, 100 and 40 m do not give rise to substantial observation errors that
would compromise the gravity solution. Thence, the aforementioned range, smaller than these values,
is deemed low enough such that the integrator’s settings choice is considered right. Lower tolerances
(10−8) result in higher errors, up to 10 m. In Figure A.2, the correspondent errors build up with time
more evidently than in the other two cases due to the accumulation of LTE with time. On the other
hand, even smaller tolerances (10−12) are not recommended as the improvement in terms of position
errors is minimal.

A.2.2. State generator script validation
In order to validate the code used to generate the states of other orbits, MRO’s Primary Science Orbit
was propagated in Tudat and compared to the real orbit downloaded from the NASA SpiceKernels in
the Planetary Data System Navigation Node of the NASA’s Navigation and Ancillary Information Facility
(NAIF) 1.

To propagate the PSO, its initial Keplerian elements are needed. Nevertheless, different values are
encountered in literature, such as in Menon et al. [20], Johnston et al. [14] and Bowes et al. [2]. This is
attributed to the fact that the spacecraft varied slightly its orbit with time. Thus, for a fair juxtaposition, as
this validation entailed the comparison between the simulated orbit and the one from the SpiceKernels,
the initial state for this propagation was taken from the SpiceKernels pool itself. The respective values
are listed in Table A.1. For this simulation, the dynamical model exploited was the same described in
Section 3.2.1 of the journal paper.

1https://naif.jpl.nasa.gov/pub/naif/pds/data/mromspice6v1.0/mrosp_1000/data/spk/, accessed
on 10/07/22.
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Table A.1: Keplerian orbital elements from the SpiceKernels for the 8𝑡ℎ of November 2006.

Orbital element Symbol Value Unit
Semimajor axis a 3662.61 km

Eccentricity e 0.0089 
Inclination i 113.20 degree

Argument of periapsis 𝜔 286.01 degree
Right ascension of node Ω 125.07 degree

True anomaly 𝜃 65.44 degree

The results are shown in Figure A.3 for a period of time of about 15 hours from the 8𝑡ℎ of November
2006.
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Figure A.3: Validation of state generator script. The coordinates are expressed in the global frame orientation (ECLIPJ20002).

From a visual inspection, the Tudat script furnishes a good estimation of the spacecraft position. For
a more punctual study, the difference between the real and the simulated orbits is shown in Figure A.4.
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Figure A.4: Position errors between the real orbit and the simulated one.

As visible in the plots above, there is a discrepancy, which was envisaged. First of all, as analysed
in subsection A.2.1, there is a certain integration error of 10s of cm. Nevertheless, the largest cause
of errors stems from the exploited dynamical model which, albeit realistic, is a limited representation
of the reality. For instance, the gravitational pull exerted by Phobos or the radiation pressure from the
planet were neglected. But, most importantly, the atmospheric drag is considered the leading error
source. To generate these states, the NASA’s Mars GRAM 2010 atmospheric model3 was exploited.
The tabulated atmospheric model employed for the orbit propagation gives an average density per
altitude. In reality, the density profile varies according to different factors: the time (for instance, if there
is a dust storm) and the latitude and longitude (e.g., at the poles it is different from the equator). In
light of these consideration, errors in the order of few kilometers are to be expected and are deemed
acceptable. Hence, the validation is hereby successful.

Moreover, with these results, also the script used to load the atmospheric model is considered
validated. Finally, with this, given the limited difference between the true and simulated solutions, the
dynamical model from Section 3.2.1 of the journal paper is also deemed valid.

3requested from https://software.nasa.gov/software/MFS331581 (last accessed on 06/12/2021)
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A.3. Gradiometry
To derive the sphericalharmonics formal errors, the verified code by Dr.Ing Christian Siemes has been
adapted, which was exploited for GOCE gradiometer calibration and Level 1b data processing (Siemes
et al. [28],Siemes [29], Siemes [27]). The script was verified, thus only the validation of the integration
of this code in Tudat was performed.

The validation strategy consisted in retrieving the RMS for the spherical harmonics of the Earth up
to degree 224, and comparing it with the variance of the TIM R1 solution4 from GOCE (Pail et al. [24]),
as well as with the geoid height formal errors retrieved in Siemes [29]. The parameters that apply to
this model are: Earth radius equal to 6378136.46 m and GM = 3.986004415e14 m3/(kg s2) (Siemes
[29]).

To this end, firstly the GOCE’s reduceddynamic orbits from the 30𝑡ℎ of October 2009 until the 11𝑡ℎ
of January 2010 have been downloaded from https://directory.eoportal.org/web/eop
ortal/satellitemissions5 (GO_CONS_SST_PRD_2 files) and subsequently loaded in the
code. The states upload has been manually inspected also because the coordinates were given in
kilometres, whilst the code required meters. Secondarily, a fundamental assumption must be made:
GOCE’s gradiometers were oriented such that the zaxis pointed towards the Earth, the xaxis into
flight direction, and the yaxis completed the righthand system. It is deemed superfluous to use the
actual satellite orientation, which deviated by about 5 degrees from the aforementioned configuration.
Differently from what has been done in this work, to simulate the GOCE gradiometry solutions, all of
the trace elements of the gravity gradient were contemplated (U𝑥𝑥,U𝑦𝑦,U𝑧𝑧), as well as U𝑥𝑧. It was
assumed that the gravity gradients had a white noise of 10 mE/√𝐻𝑧 for U𝑥𝑥,U𝑦𝑦, and 20 mE/√𝐻𝑧 for
the rest. These are realistic noise levels for frequencies larger than 3 mHz (Siemes et al. [30]). The
sampling along the orbit was realistically set to 10 s.
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Figure A.5: Computed geoid height formal errors.

Figure A.6: Comparison of the gravity field models case
A–E to the EGM2008 model (Siemes [29]). Dots and cir
cles show the degree median and the degree standard
deviation, respectively, of the formal errors in the corre
spondent models.

In Figure A.5, the computed formal errors for the Earth geoid height are shown and compared to
the respective ones in Figure A.6, whereby the difference between the various cases depends on the
processing technique (Siemes [29]) which is beyond the scope of this work. Additionally, from the
charts it is visible a slight discrepancy of the two solutions at low degrees. This is attributed to the
difference in noise assumption: CAIbased gradiometers display low flat noise over almost the entire
frequency spectrum, whilst GOCE ones have correlated noise. Given the aforementioned assumptions,
the computed solution was deemed close enough to the considered models.

Furthermore, the computed RMS of the SH coefficients was examined against the standard devi
ation of the model TIM R1 in Figure A.7. From the figure, the computed degree standard deviations

4“GO_CONS_GCF_2_TIM_R1” available in http://icgem.gfzpotsdam.de/tom_longtime. Last accessed on the 9𝑡ℎ
of November 2022.

5last accessed on 15/07/2022.
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are high because of the polar gap due to GOCE’s sunsynchronous orbit. In van Gelderen and Koop
[35], it was shown that there are some zonal and nearzonal coefficients affected by the polar gap
in a sharply defined and wedgeshaped area. A rule of thumb was derived, according to which the
maximum spherical harmonics order affected by polar gaps is:

𝑚max ≈ |
𝜋
2 − 𝐼| ⋅ 𝑙, (A.3)

with 𝐼 being the satellite inclination and 𝑙 the SH degree.
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Figure A.8: TIM R1 model and computed RMS per SH
degree with van Gelderen  Koop correction.

Leveraging this rule of thumb, named vGK correction, Figure A.8 was obtained. Below degree 20,
the TIM R1 solution is better, as expected, because the model was attained by exploiting also GPS
tracking data (highlow satellitetosatellite tracking). On the other hand, above degree 170, the TIM
solution is regularized, namely the spherical harmonic coefficients were forced towards zero. In be
tween degrees 20 and 170, the computed solution is less than a factor of 2 away from the TIM solution,
which is quite good considering that the actual satellite attitude was completely ignored. Therefore, the
results led to the conclusion that the procedure was rightly validated.



B
Pointing and Positioning Errors

As concisely mentioned in section 2.3 of the journal paper, positioning and pointing errors could com
promise the gravity solution. Thus, their influence is studied in this section. Reasonable pointing and
positioning error values were taken from McEwen et al. [19] and Menon [21], respectively.

• The position errors were set to 1.5, 100 and 40 m in, respectively, radial (R), along track (S) and
cross track (W) directions. On the other hand, the observation error was obtained by perturbing
the initial position of the spacecraft by these quantities and propagating the orbit. The latter was
exploited to subsequently retrieve the ”perturbed” design matrix. Afterwards, the original design
matrix was subtracted from the perturbed one to obtain the correspondent deviation. Finally,
everything was multiplied by the spherical harmonics coefficients:

𝜀posobs = (𝐴perturbed − 𝐴nominal) ⋅ [𝐶𝑙𝑚 , 𝑆𝑙𝑚]1. (B.1)

The retrieved errors are compared to the instrument sensitivity (3.5 mE for CAI 4) in Figure B.1.
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Figure B.1: Observation errors from positioning inaccuracies.

1Personal correspondence with Dr. ir. C. Siemes.
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• On the other hand, the observation errors originated by the pointing uncertainty are obtained by
introducing a perturbing rotation matrix:

𝜀pointobs = 𝑅noise𝑈𝑧𝑧𝑅𝑇noise − 𝑈𝑧𝑧 , (B.2)

whereby, 𝑅noise contains the angle errors in pitch, yaw and roll direction. These are assumed to
be 2mrad in each direction (McEwen et al. [19]). Additionally, U𝑧𝑧 is the gravitygradient tensor’s
radial component. The results are shown in Figure B.2.
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Figure B.2: Observation errors from pointing inaccuracies.

Given the nature of pointing and positioninginduced errors, their influence is nonrandom. This breaks
the assumption of random noise made in this work, coming along with the definition of diagonal covari
ance matrices (the measurement noise is considered Gaussian and uncorrelated). Therefore, a (time
varying) bias due to pointing/positioning errors would have an influence on the realism of the results.
Nevertheless, as visible in both Figure B.1 and Figure B.2, pointing and positioningbased observation
errors are lower than the instrument sensitivity, even for the most sensitive sensor (CAI 4). Thus, it
is safe to assume that, in the framework of this thesis, these errors are negligible as they would only
slightly influence the validity of the solution.



C
Dynamical Range

Each CAI instrument has a dynamical range which limits the detectable signals, as anticipated in section
2.3 of the journal paper. In fact, the gradiometer can sense the signal only if its frequency is smaller than
the inverse of the experiment time. This defines a frequency upper boundary, as shown in Figure C.1.
Moreover, it is necessary to have a signal limit scale: namely, its magnitude must be such that the
respective interferometer phase is smaller than 2𝜋 (inverting Equation 3 in the journal paper). This is to
avoid phase jumps that lead to ambiguities. In the figure, this maximum is indicated by the horizontal
red dashed line. The intersection of this and the amplitude density curve furnishes the lower bound for
the instrument dynamical range.
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For signal with frequencies lower than 5⋅10−4, phase ambiguities occur in the detection of the inter
ferometer phase shift. This may be resolved by post processing: an estimated bias must be inserted
to prevent phase jumps and correctly constrain the phase shift.
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