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Chapter 1

Introduction

The main focus of this thesis is to develop an ICT framework and apply it to support
decision-making processes in a port logistics system. This chapter introduces the thesis
by providing a contextual background and outlining the main research questions. In
light of this, this chapter is broken down into four main sections. The background and
definition of port logistics are discussed in section 1.1. The purpose of this research is
discussed in section 1.2. The research questions are outlined in section 1.3. Finally,
section 1.4 presents a roadmap of this thesis by outlining the overall structure and
content of the thesis as a whole.

1.1 Background

A port provides an essential interface between sea and land transportation. It is re-
sponsible for receiving imported goods into a country and sending exported goods out
of a country. In 2013, it was estimated that over 80% volume of all globally traded
freights were carried by sea and handled by seaports in (UNCTAD, 2014). As a result
of the high carrying capacity and the low cost of seaborne shipping, port logistics has
become a key player in modern global freight transport (Tseng et al., 2005).

Port Logistics (PL) is defined as the process of planning, implementing and controlling
the flow of goods and information from seaside to inland side via ports and vice versa
(Herz & Flämig, 2014). PL systems concern the development of functions to support
activities include seaside and landside transportation, cargo storage, order processing,
and distribution. The complexity of a PL system is illustrated in Figure 1.1. It involves
different types of terminals, a variety of equipment and infrastructures, a diverse num-
ber of stakeholders, and information systems used to support operations. As shown in
Figure 1.1, a vessel comes along the berth for loading and unloading cargoes with the
assistance of terminal crews and on-site facilities. Before transship to its destination,
the unloaded cargoes will go through several processes which include, stevedore, tran-
sit, storage, and inland transport. To execute PL operations, a plan is required to ensure

1



2 1.1. Background

all resources, including facilities, and equipment, are available and properly used. A
control system is needed to provide a robust operation. A comprehensive information
system is required to ensure the parties involved are properly coordinated and the plans
are executed punctually.

Port 
Entrance

Stevedore

Stevedore

Transit

Transit

Storage

Inland transport 
connection

Which is 
the best way?

Where to 
stack it?

Which 
container to 

load?

Where to 
berth?

Where to 
berth?

Port Logistics

Is it reliable?

Port Logistics operations Port logistics flow

Dry Bulk 
terminal

Container 
terminal

Hinterland

Shipping 
company

Port Authority

Terminal 
operator

Port logistics
equipment

Port logistics
stakeholders

Port logistics
infrastructure

Port logistics
information

Figure 1.1: A simplified schematic of Port Logistics

On-time delivery and cargo tracking are only part of the objectives pursued by a PL
system. These goals not only require proper management of the flow of goods but also
rely heavily on a timely and accurate flow of information (Langley Jr, 1985). Obtain-
ing the right information at the right time and the right place is crucial for executing
PL processes effectively. To improve the management of information flow, the ap-
plication of information communication technology (ICT) is indispensable (Lai et al.,
2006). The term ICT encompasses a variety of different systems, devices, and ser-
vices used for data processing. This also includes telecommunications equipment and
services for data transmission and communication (European Commission, 2008a).
An ICT-enabled system plays an important role in a PL system. It is responsible for
the functioning of cargo tracking, custom automation, resource planning, and coor-
dination. For example, the Port of Hong Kong designed and established its terminal
operating system known as ”3P” in 1997. The introduction of this system results in
a significant enhancement of the overall performance of a port. This included a 20%
increase in crane productivity and a cost reduction of handling per TEU by more than
35% (Murty, Wan, et al., 2005). Both Langley Jr (1985) and Introna (1991) inferred
that the use of ICT can enhance logistical effectiveness, efficiency and flexibility. Con-
sequently, adoption and implementation of an advanced ICT system are universally
recognised as a prerequisite for PL success.
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1.2 Motivation and aim of the thesis

1.2.1 ICT advancements in PL systems

Increasing demands and highly competitive markets have forced PL systems to im-
prove their performance. This includes improvement of handling capacity and quality
of services. Physical expansion can be costly and may be constrained by a port ge-
ographic position within an urban centre. In response to this, UNCTAD (2006) pro-
posed an alternative to innovate existing processes and operations, enabled by ICTs,
to improve the performance of existing operations and infrastructures. Furthermore,
Cepolina and Ghiara (2013) have highlighted that over the past ten years, more than
30 European research projects have been financed by European Union (EU), all of
which have focused on the ICT solutions in European ports. Also, they noted that
this would be the main target of EU funding in the near future. Accordingly, it can
be expected that ICT advancements could potentially improve the performance of PL
systems. Several potential improvements are considered below.

(1) Use of ICT to enhance communication and information sharing between dif-
ferent actors. There are numerous stakeholders involved in the PL chain, and each has
different needs and expectations. For example, the terminal operators usually concern
about the terminal resource utilisation level while the road and rail carriers pay careful
attention to service punctuality. The overall competitiveness of the PL chain depends
on the effectiveness of coordination and the synergy created among those stakehold-
ers. Therefore, establishing effective coordination and information sharing is essential
(UNCTAD, 2006). However, in current practice, the degree of coordination and syn-
ergy is far from optimal due to a low level of ICT adoption. For example, enhancing
the port-hinterland connection is a significant concern in the Port of Rotterdam (Franc
& Van der Horst, 2010). It is suggested that ICT is a critical factor for this challenge
(S. Li et al., 2014). However, most works remain on a conceptual or simulation level.
There are three main reasons for this. First, concerns about privacy mean that stake-
holders prefer to stay autonomous and are reluctant to hand over their control. Second,
stakeholders may have a conflict of interests. This means that establishing a trusted
platform through which to coordinate all the operations is a challenge faced by both
researchers and policymakers (Moonen, 2009). As such, the benefits from ICT-enabled
decision-making system are so far unknown yet.

(2) Use of ICT to improve interoperability of PL system. Interoperability is defined
as the ability of two (or more) systems to exchange information and use information
(D. Chen & Daclin, 2007). It concentrates on the interactions between human-human,
human-machine, and machine-machine. This not only refers to the standard of data
exchange but also to a common understanding of the exchanged information. The hy-
brid information system and intelligent machines are primarily applied to support PL
processes. This includes, for example, automated guided vehicles and smart sensors.
The immense data generated from these systems (e.g., the location of containers and
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vehicles, priorities of containers, vehicle arrival times, equipment conditions) needs
to be made accessible in an appropriate way. Moreover, the information consumer
(e.g., the terminal operator) has to understand the current situation or to be aware of
the context in which it happened in order to understand the real meaning of the infor-
mation. For example, the condition of the equipment can be monitored by intelligent
sensors. It is essential to understand how to extract system condition from sensor data
and ensure the information is given at the right place and at the right time (Lodewijks
et al., 2016). To fulfil these requirements, interoperability has to be improved. This
is because the number of intelligent machines and devices is expected to be increased
significantly as a result of the current trend towards automated terminal design in fu-
ture PL development. Consequently, interoperability will be of vital importance for PL
systems. However, both scientific and practical projects rarely address how to improve
interoperability in the PL domain.

(3) Design an integrated ICT framework which could combine ICT with method-
ologies from other domains. The focuses of practical projects and scientific outputs
are not universal. On the one hand, recent EU projects have focused extensively on im-
plementing ICT tools from a pure software perspective. This means they concentrate
on the system connectivity, user acceptance, and interoperability of the developed sys-
tem (UNCTAD, 2006). On the other hand, outputs from the scientific domain are more
concerned about solution quality from a pure algorithmic perspective. For example,
applying optimisation methods to improve specific objectives (Hartmann, 2004). In
practice, most decision-making problems simultaneously require consideration of the
communication, system flexibility, and decision quality. To achieve this, integrating
ICT tools with methodologies from other domains may be beneficial from both theo-
retical and practical aspects. However, such integration receives little attention in the
logistics and transport domain (Perego et al., 2011). As a result, the benefits are yet to
be presented.

(4) Adapt new ICT initiatives. In recent years, the ICT innovations have advanced
significantly. Technologies, such as distributed agent systems, context-aware systems,
the Internet of things, big data and cloud computing, have already been successfully
integrated into various industrial domains (Yılmaz & Erdur, 2012; Maturana & Nor-
rie, 1996; Gao et al., 2015). However, the usability of, and potential for, applying
new ICT technologies have not been thoroughly investigated regarding improving the
performance of the PL system (Harris et al., 2015).

The potential benefits of developing a new ICT framework for PL systems can be
briefly summarised as follows: (1) improve coordination and collaboration between
various stakeholders participating in a PL system; (2) enhance interoperability of a PL
system with respect to information exchange and processing; (3) achieve sustainable
and reliable operations via real-time monitoring and accurate decision making; (4)
promote operational efficiency by delivering an integrated solution.
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1.2.2 Aim of the thesis

In light with the potential benefits discussed above, this thesis aims to develop a new
ICT framework to improve the performance of PL systems. More specifically, this
thesis aims to use ICT to support PL decision-making (DM) at different levels. Figure
1.2 presents a framework of decision-making problems in a PL system. Three levels
can be identified: a strategic, a tactical, and an operational level based on the time
horizon involved (Hendriks, 2009). Decision-making problems at the strategic level
concern the layout design of port and the handling capacity design in the long-term
(years). This is out of the scope of this research. The decision-making problems at the
tactical and operational level are the main focuses of this thesis. A brief introduction
of theses two DM level problems, and the specific problems this thesis addressed are
presented as below.

Figure 1.2: The decision-making problems of PL system at different DM levels. The
red dashed block presents the research scope of this thesis.

• Tactical level decision-making: A tactical decision covers a period of between
one day and several months. This level focuses on issuing decisions concerning
vessel routing, resource allocation, and transport planning. At sea, ship routing
and planning problems are categorised as typical tactical decision-making prob-
lems (Christiansen et al., 2004, 2007). In particulate, there is a focus on min-
imising total cost while ensuring that the cargo is delivered from their loading
port to their port of discharge on time. At the terminal, a tactical level decision-
making considers the resource allocation and transport planning problems, such
as berth allocation (Moorthy & Teo, 2006) and storage yard assignment (Leech,
2010). At the hinterland, a a tactical level decision-making considers the plan-
ning and coordination of different hinterland transport infrastructure, such as
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trains (Hansen, 2004), waterway transport (Moonen, 2009) and road transport
(Guan & Liu, 2009; Phan & Kim, 2015).

At the tactical level, this thesis addresses a hinterland barge transport planning
problem. The problem faces several challenges. First, the participants may have
different objectives regarding the planning process. This means information
sharing is difficult to achieve. Second, there is insufficient support for decision-
making. As a result, the average rotation time and the terminal resource utili-
sation level are unsatisfactory. In light of those challenges, the aim is to design
an ICT system to provide ICT support to improve coordination and collabora-
tion between participants, and optimise planning quality which include barge
turn-around time and the terminal utilisation level.

• Operational level decision-making: Operational decisions are made in the
short-term and concern scheduling and execution of the daily operations by con-
sidering possible disturbances (e.g., weather) and uncertainties (e.g., equipment
breakdown). A typical operational level decision-making is usually based on de-
ciding which equipment to use for which operations, such as quay crane schedul-
ing (Duinkerken et al., 2002; Lee et al., 2008) and equipment control (Xin et al.,
2014).

At the operational level, this thesis addresses the challenge posed by reliability
assessments of large-scale equipment in a PL system. The difficulties associated
with achieving sound reliability assessments include (1) insufficient support of
data mining and information integration; (2) lack of automated decision making.
Therefore, the aim is to develop an ICT system which focuses on data acquisition
and exchange, information integration, and decision making. The goal is to
improve the interoperability of the reliability assessment process by analysing
and delivering equipment condition assessment in an integrated way.

In sum, this thesis aims to take advantage of ICT technologies to improve the perfor-
mance of a PL system. By designing and developing a new ICT system, it seeks to
show the benefits of effective use of ICT by first improving human-human coordina-
tion at the tactical level, and second, by improving human-machine interaction at the
operational level.

1.3 Research questions

To achieve the research goal, two main research questions have been formulated. Fur-
thermore, each research question also contains several sub-questions.

1. How can a new ICT framework be implemented and integrated into a Port Logis-
tics system?
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To answer this research question, three sub-questions need to be examined:

• 1.1 What is the research status of decision-making problems and the devel-
opment status of ICT applications in a PL system?

To answer this sub-question, a thorough literature review will be carried out on
two aspects. First, the current literature on PL decision-making problems will
be examined. Second, the current ICT applications that have been developed
to support the PL decision-making will be assessed. The goal is to identify
the existing challenges at the tactical and operational decision-making level and
analyse the potential improvements that can be made from an ICT perspective.

• 1.2 What are the potential ICT technologies that can be used to address
decision-making problems?

To answer this sub-question, different ICT technologies will be assessed based
on the requirements derived from the first sub-question. In short, two major ICT
components need to be selected, namely, (1) a middleware, which will be used
to support information integration and exchanges and sharing among different
entities in a PL system; (2) an intelligent decision-making approach which will
be used to support information processing and decision making.

• 1.3 How can ICT technologies be integrated in a PL system?

To answer this sub-question, an ICT framework will be designed to integrate the
selected ICT technologies into a generic architecture. It should be flexible and
scalable in order to cope with the identified decision-making challenges.

2. What are the benefits of using a new ICT framework in Port Logistics?

The second question will be answered by conducting two case studies. The case studies
consider two specific decision-making problems at the tactical and operational levels
respectively. To answer this research question, two sub-questions need to be examined:

• 2.1 What are the benefits of using a new ICT framework at the tactical
decision-making level in a PL system?

To answer this sub-question, the problem of hinterland barge transport plan-
ning in a container terminal is addressed. The proposed ICT technologies and
the framework will be applied to show the improvement of the planning perfor-
mance at the tactical decision-making level. More specifically, a mediator-based
agent system and a hybrid meta-heuristics algorithm are proposed and designed.
The designed ICT system aims to achieve coordination and collaboration be-
tween participants and improve the quality of rotation plans concerning total
turn around time and terminal capacity utilisation.
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• 2.2 What are the benefits of using a new ICT framework at the operational
decision-making level in a PL system?

To answer this sub-question, the problem of reliability assessments in a large-
scale belt conveyor system in a dry bulk terminal is studied. The proposed ICT
technologies and the framework will be implemented as a context-aware sys-
tem to demonstrate the improvement of the reliability assessment at the oper-
ational decision-making level. The developed context-aware system includes a
mediator-based agent system and an ontology knowledge. The ontology is de-
veloped to model the domain of belt conveyor reliability assessment and used
to transfer heterogeneous data into linked through data association and logic
reasoning. The agent system is developed to support condition assessment. The
agent system interacts with the ontology to obtain assessment context and knowl-
edge. To assess the usability and applicability of the system, a case study of belt
tear condition supervision is studied.

1.4 Thesis outline

Figure 1.3 presents an overall structure of this thesis. The thesis is split into two parts.
Each part answers one main research question respectively.

Figure 1.3: The structure of this thesis
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The first part answers the first research question by clarifying the challenges in the
current PL practice, select ICT technologies used in this research, and implement an
integrated ICT framework.

• In Chapter 2, the current literature on PL systems is reviewed. In the first part of
this chapter, two decision-making problems are discussed. These are the hinter-
land barge transport planning and the equipment reliability assessment. Relevant
studies are reviewed, and the gaps in the current research regarding solving these
two problems are identified. In the second part, a review of ICT applications in
a PL system is presented. It explores the role of ICT applications in a PL system
and investigates the ICT developments in addressing decision-making problems.
Based on the review, the essential elements of implementing a new ICT system
are identified, namely, middleware and an intelligent decision-making approach.
This chapter answers the research question 1.1.

• Based on the requirements proposed in Chapter 2, Chapter 3 selects the elements
of the ICT system. This includes the selection of middleware and intelligent
decision-making approaches.

– Middleware: The multi-agent system is chosen as the middleware tool to
support information exchange, sharing, and coordination. The result is de-
rived by comparing the agent-based system with an object-based system
and an expert system.

– Intelligent DM approach: This selection depends on the nature of the prob-
lems. Therefore, two different solution approaches are selected for each
DM problem. The meta-heuristics approach is chosen to support barge
transport planning, and the context-aware system and ontology are chosen
to support reliability assessment.

• In Chapter 4, an integrated ICT framework is proposed. By comparing differ-
ent architectural types, a hierarchical framework is chosen as the architecture of
the integrated ICT framework. The goal of designing such an ICT framework
is to integrate the technologies proposed in Chapter 3. It combines the middle-
ware and the intelligent DM approaches into a hierarchical framework and sub-
sequently applied it to different DM problems. This chapter answers research
question 1.3.

The second part of this thesis focuses on assessing the proposed ICT framework by
solving decision-making problems in a PL system. This part answers the second main
research question.

• In Chapter 5, the ICT framework is assessed by solving a tactical level DM
problem. More specifically, an integrated planning system is designed to as-
sist the hinterland barge transport planning. A bi-level programming model is



10 1.4. Thesis outline

constructed, and a multi-agent system (MAS) combined with meta-heuristics is
implemented. This chapter defines how planning activities are executed, which
level of collaborations are incorporated, and how benefits are achieved. This
chapter answers research question 2.1.

• In Chapter 6, the ICT framework is assessed by solving an operational level DM
problem. A context-aware supervision system is designed for the reliability as-
sessment of a large-scale belt conveyor system. The proposed framework adapts
the semantic web technology to capture the general concepts and knowledge of
a supervision system. A multi-agent system is designed to assist major supervi-
sion tasks through agent intelligence and collaboration. This chapter designs the
how the ontology is built, how the agent system is organized, and how to achieve
agent-ontology integration. This chapter answers research question 2.2.

• In Chapter 7, the conclusion of this thesis and the recommendations of future
research directions are put forward.

According to the outline of this thesis presented in Figure 1.3, readers interested in the
hinterland barge transport planning problem for PL tactical level DM could read the
dissertation in the following order: Chapter 1, sections 2.1, 2.2, 2.3, 2.6 and 2.7 of
Chapter 2, sections of 3.1, 3.2 and 3.3 of Chapter 3, Chapter 4, Chapter 5, and Chapter
7.

Those interested in the reliability assessments of large-scale belt conveyor system
problem for PL operational level DM could read the dissertation in the following order:
Chapter 1, sections 2.1, 2.4, 2.5, 2.6 and 2.7 of Chapter 2, sections 3.1, 3.2 and 3.4 of
Chapter 3, Chapter 4, Chapter 6, and Chapter 7.



Chapter 2

Literature review of Port Logistics
system

This chapter presents a literature review of PL systems. It contains two parts, as shown
in Figure 2.1 below. The first part of the review aims to explore the studies related
to DM problems in PL systems. Based on the review, the DM challenges addressed
in this thesis and their research gaps will be identified. Section 2.1 introduces the
general operations in PL systems. In section 2.2, tactical DM problems raised in PL
systems are reviewed. Besides, the challenge of hinterland barge transport problem
is further introduced in section 2.3. In section 2.4, operational DM problems raised
in PL systems will be reviewed. Furthermore, section 2.5 introduces the challenge of
reliability assessment for large-scale belt conveyor systems.

The second part of the review aims to explore existing ICT applications in PL systems.
Based on this review, the research gaps and requirements for future PL developments
will be clarified from an ICT perspective, specifically for addressing DM challenges.
Section 2.6 provides a review on the recent ICT developments in PL systems. The
current challenges and their potential solutions are discussed in section 2.7. Finally, a
conclusion is drawn in section 2.8.

Figure 2.1: An outline of chapter 2

11
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2.1 An overview of Port Logistics processes

The concept of PL mainly focuses on planning and controlling the flow of goods and
information between sea and inland via ports. After arrival at the terminal, the inbound
goods need to be unloaded and transshipped to their destination. Outbounds goods will
then be loaded onto the vessel. The flow of goods will go through several processes.
This includes stevedore, transit, storage, and inland connections. Efficient PL pro-
cesses require the execution of different operations in a coordinative and collaborative
way. In order to achieve this, information must be integrated and shared. This leads to
a further focal point of the PL system, namely, information flow management. Figure
2.2 presents the major PL processes. Each process will be briefly explained below.

Stevedore 
Process

Transit 
Process

Storage 
Process

Inland 
Transport 

connection

Information Flow 

Water 
side

Land 
side

Inbounds flow 
of goods

outbounds flow 
of goods

information 
flow

Figure 2.2: Main Port Logistics processes

• The stevedore process includes the loading or unloading of cargo to and from
a vessel at a sea or inland terminal. After arrival at a port, a vessel is assigned
to a berth location and equipped with different types of equipment for loading
and discharging cargo. For example, a trolley crane can be used by container
terminal, and a grab crane can be used by dry bulk terminal.

• The transit process involves transporting cargo between the quayside and the
storage facility. This is done using different types of equipment. For example,
at a container terminal, different types of trucks and vehicles are used. At a dry
bulk terminal, continues transport equipment such as a belt conveyor system are
employed.

• The storage process is used to temporarily store cargoes until they are ready to be
shipped to their destination by different transport modes. The equipment used in
this process also varies depending on the type of cargo. For a container terminal,
the containers are stacked in ties, which can be made up of several containers. A
yard crane performs stacking and retrieving operations. At a bulk terminal, bulk
materials are stored in piles where a stacker-reclaimer is widely used.
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• The term inland transport connections is used to describe the connection be-
tween port and cargo destinations. Depending on their destination, cargo may be
transshipped to another vessel, or dispatched to the terminal gate for transport by
trucks or trains. For countries with a well-developed waterway network, barge
delivery is preferred because more cost-efficient. If the cargo needs to arrive
more quickly, however, rail transport is preferred.

The performance of PL systems can be determined by examining several factors. This
includes the turn-around time of vessels, the resources deployed for handling load-
ing/discharge operations, the waiting time for inter-terminal transport trucks and trains,
and the congestion on the roads and at the storage yard.

In order to improve of these factors, effective DM systems are essential. As highlighted
in Figure 2.3, the DM problems can be categorised into 3 levels: strategic, tactical
,and operational level. Each decision plays a role in the overall performance of the
PL system. When plans to build a new terminal are put in place, strategic decisions
are very important for example, consideration of equipment capacity and the size of
the storage area. When considering how to improve the performance of the existing
systems, more attention is paid to optimise tactical and operational decisions. Sections
2.2 and 2.4 will discuss the DM problems at these two levels.

Equipment scheduling

Berth allocation

Equipment controlling

Port-hinterland planning

Terminal capacity

Resource assignment

Terminal Layout

Equipment demanded

minute hour day week month year

Operational level

Tactical level

Stategic level

Figure 2.3: Overview of DM problems in PL, (adapted by Van Zijverden and Negen-
born (2012))

2.2 A categorisation of tactical decision-making prob-
lems

A tactical decision covers a time-span between a day and several months. This level fo-
cuses on issuing decisions concerning vessel routing, resource allocation and transport
planning. In this section, the tactical decisions made in different areas (e.g., seaside,
terminal side, hinterland) are reviewed.
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2.2.1 Sea side

At seaside, a typical tactical decision concerns a ship routing and planning problem
(SRSP). Ship routing is defined as the assignment of sequences of ports to be visited by
the ships and scheduling implements temporal requirements into routing. In general,
the SRSP consists of three types of shipping modes: liner shipping, industrial shipping
and tramp shipping. In linear shipping, the routes of vessels are fixed. The objective is
to maximise the profits through fleet deployment. For industrial shipping, the operators
have full control of their cargo and ships. Given the planning horizon and service start
time, the primary objective is to minimise total cost while ensuring that the cargo is
delivered from their loading port to their port of discharge on time. This is done via
cargo routing and planning. Compared with industrial shipping, the scale of tramp
shipping is small and random. The vessels are deployed where cargo is available. The
primary goal is to maximise the profit by making decisions as associated with ship and
cargo routes. An overview of ship routing and scheduling problems can be found in
Christiansen et al. (2004, 2007).

2.2.2 Terminal side

Inside the terminal, tactical decisions typically consider resource allocation and trans-
port planning. At the quayside, berth allocation and quay crane assignment are con-
sidered. For each vessel, information includes the physical parameters of the vessel
(length and scale), expected arrival time, and projected handling time are given to the
terminal operator before the arrival of the vessel. This is done in order to minimise
the total berthing time. A tactical berth allocation problem (TBAP) is formulated and
solved with Tabu search in (Giallombardo et al., 2010). Moorthy and Teo (2006) also
addressed the TBAP problem by formulating a bi-criteria optimisation problem and
solved through a heuristics algorithm. At the land side, storage space allocation con-
siders the use of the yard space for stacking and efficiently retrieving cargo. At a
container terminal, containers can be stacked in ties made up to several containers.
Decisions about storage allocation aim to find the best position in the storage yard
in order to minimise the operation cycle time for storing (Expósito-Izquierdo et al.,
2012), retrieving (Vis & Roodbergen, 2009) and reshuffling containers (Carlo et al.,
2014; K. H. Kim & Hong, 2006). At a bulk terminal, different policies for assigning
storage location to piles were introduced by (Leech, 2010). It should be noted that
the decisions made at a tactical level (e.g., berth allocation problem) may be modified
when the ship arrives at the port. Operational decisions are invoked to avoiding traffic
congestion at both the quay and yard side, and to reduce ship loading and unloading
time (Stahlbock & Voß, 2008).

In addition to single DM processes, integrated DM has also received attention from a
variety of scholars. For example, Zheng et al. (2017) proposed a closed-loop energy-
efficient scheduling method and control of an autonomous Inter-Terminal Transport
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(ITT) system using waterborne Autonomous Guided Vessels (waterborne AGVs). The
developed system considers both tactical ship scheduling and operational control si-
multaneously. Giallombardo et al. (2010) studied the integration, at a tactical level. It
focuses on the berth allocation with the assignment of quay cranes, aims to maximise
utilisation of the chosen quay crane and to minimise housekeeping costs. Meisel and
Bierwirth (2013) considered the berth allocation, quay crane assignment, and quay
crane scheduling problem simultaneously to improve resource utilisation rate and ser-
vice quality using heuristics. Murty, Liu, et al. (2005) proposed an integrated decision
system to optimise storage space, vessel berthing time, external truck waiting time, and
landside congestion. This resulted in a 30% reduction in turn-around time and a 35%
reduction in handling cost. A detailed survey can be found in Bierwirth and Meisel
(2010).

2.2.3 Hinterland side

Delivering cargoes to destination relies on a well-developed connection between the
terminal and the hinterland (Notteboom, 1997). Figure 2.4 depicts a general view
of the hinterland transport chain. Various modes of transport, such as trucks, trains,
and barges, are used to access the hinterland. Different parties are involved in this
process. They include shipping lines, terminal operating companies, forwarders, hin-
terland transport providers, and inland terminal operators. The tactical DM problem
at the hinterland side concerns the transport planning of trucks, ships and trains. To
enable efficient hinterland transport, attention should be focused on the time and cost
(M. Van der Horst & Van der Lugt, 2009).
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operator
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Terminal 
operator

Shipper or 
consignee

Road 
haulage

Terminal 
operator

Port authority

Forwarder
(Agent)

Barge 
operator

Railway 
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Terminal Hinterland

Flow of goods Contact Actors process

Figure 2.4: A hinterland container transport logistics chain, derived from (Van Der
Horst & De Langen, 2008)

• Road transport: Transportation by truck is a major method of delivering cargo
to its customer via road. Due to the lack of coordination between the truck
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companies and terminal operating companies, congestion can occur during peak
hours at the terminal gate area. In turn, this can lead to an unpredictable turn
around times and insufficient capacity utilisation of trucks. An appointment sys-
tem is used to support negotiation between truck companies and terminal opera-
tors by predetermining the maximum number of trucks that can pass through the
gate during a specified time window and rejects applications after the maximum
available capacity is reached (Guan & Liu, 2009; Phan & Kim, 2015). A time
windows system has been used to keep truck operators informed on the vessel
arrival information, and allocates a time window for truck operations (G. Chen
et al., 2013).

• Rail transport: Compared the truck transportation, the coordination problems
in rail transport is more complicated. On the one hand, railway operations are
inflexible, slow and expensive (Hansen, 2004). Therefore different resources,
such as the availability of the train path, should be planned in order to maximise
profits. This requires close cooperation between terminal company, train oper-
ators and railway companies (M. R. Van der Horst & Van der Lugt, 2014). On
the other hand, because there is no contractual relationship between the termi-
nal and the train company, information about the arrival of cargo is unavailable
to the train operator. This could cause regular delays as a result of the late ar-
rival of vessels. In order to address this, Nozick and Morlok (1997) proposed
a mixed-integer model to support decisions such as train lengths, engine alloca-
tions, traffic routines and work allocation for the terminal. Furthermore, Corry
and Kozan (2006) developed an analytical tool to optimise the operation strategy
in the planning of container trains.

• Waterway transport: Barge transportation is an important mode of transport for
the hinterland connection. Similar to rail transport, the barge company has no
contractual relationship with the terminal operating company. Thus a reliable
operation at the terminal cannot be guaranteed (Moonen, 2009). Moreover,
where rail transport has dedicated infrastructure(e.g., rail terminal), barges have
to share the same infrastructure with sea-vessels which are given higher prior-
ity. As a result, any delays in sea-vessel operations will propagate to barges
operations (Van Der Horst & De Langen, 2008).

In this section, a categorisation of different tactical level DM problems is presented.
Based on the review, it can be found that tactical DM involves multiple actors, dif-
ferent equipment, and a variety of processes. The tactical level DM complexities are
explained by the coordination between different actors, the balancing of different in-
terests, and the planning of various resource. The following section will focus on a
specific DM problem in the current PL practice. This problem is associated with coor-
dination problem of hinterland barge transport planning.
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2.3 Tactical DM challenge: hinterland barge transport
planning

2.3.1 Hinterland barge transport planning practice

In general, hinterland transport consists of truck, barge, and rail transport. Rotterdam
is located at the delta of the rivers Rhine and Meuse. This makes inland barges the ideal
method for reliable and cost-effective transportation of containers. It is estimated that
the use of barges in the Port of Rotterdam will have a share of 45 percent in hinterland
transport by 2035, and this number is expected to continue growing beyond that time
(De Langen et al., 2012). Today, a barge rotation consists of several terminal visits with
loading and unloading operations at each terminal. The lack of coordination between
terminal and barge operators (Van Der Horst & De Langen, 2008) and insufficient
coordination (A. Douma et al., 2009) leads to long waiting times for barges in the port
region and low utilisation of terminal resources (Konings, 2007). These problems have
already been highlighted as a significant issue in the Port of Rotterdam.

In current practice, the HBT planning process is conducted manually (S. Li, 2016;
A. M. Douma, 2008; Moonen et al., 2005). The barge operator makes appointments
with assigned terminal operators individually. This is followed by a Yes-No strategy.
This strategy is outlined in Figure 2.5. For example, a barge needs to visit two terminals
to load and unload containers at each terminal. If the appointment at terminal two
is granted and the appointment at terminal one is declined, the barge operator has
to initiate negotiations by re-sequencing the terminal visit orders. This means the
barge would visit terminal two first, then terminal one. This process will be executed
repeatedly until all terminal operators reply with a positive answer.
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Ask Time Slot

Reply with �“Yes�” or �“No�”

Terminal 
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Ask Time Slot

Reply with �“Yes�” or �“No�”
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Figure 2.5: The current HBT planning process: a Yes-No strategy
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2.3.2 Challenges in current HBT planning process

A challenge of information sharing

As discussed above, barge rotation plans are carried out manually. This process leads
to ineffective information sharing. Consequently, infeasible plans are often created at
the time of construction. A typical issue that arises is known as double-booked issue
(Moonen et al., 2005). The double-booked issue occurs when a barge is expected to
call at multiple terminals at the same time. A barge cannot call at two terminals at the
same time, meaning the use of terminal capacity is wasted. As depicted in Figure 2.6,
the barge is expected to call at terminal four and five in the period of 45 and 55, which
is impossible. As a result, the call to either terminal four or five cannot be executed.
Information sharing is a critical intrinsic factor that influences the interaction between
barge and terminal operators. In turn, it leads to infeasible plans.

Terminl1

Terminal2

Terminal3

Terminal4

Terminal5

Time 
slot

Barge 
schedule

5 10 15 20 25 30 35 40 45 50 55

Figure 2.6: The double booking scenario

A challenge of rotation plan quality

Groningen (2006) introduced several key performance indicators of the HBT planning
process. The primary objective of terminal operators is to make decisions about when
to serve a barge call by considering its resource availability and efficiency. Resource
utilisation is identified as the most important key performance indicator (KPI). The
resource utilisation rate can be improved by increasing crane productivity and em-
ploying new workforce. In addition, Groningen (2006) also indicated that terminal
operators prefer to have a queue in their berth location. This is because it can prevent
idle times of equipment. As a result, an improvement of the resource utilisation level
is expected. As shown in Figure 2.7, the operator of terminal one plans the calls from
barges one to three directly after a sea vessel operation. This is a preferable scenario
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Figure 2.7: The barge planning from a terminal operator perspective

from the perspective of the terminal operator because it means resource utilisation is
high. However, it can be found on the barge plan board that all barges will be ex-
pected to wait. Despite the sailing time from the previous terminal to terminal one,
the waiting time is 2,11 and 26 for barges one to three. In this example barges have
no control over the terminal decision-making process, and this can cause long waiting
times for barges. However, to ensure barges do not have to wait before berthing usually
leads to low terminal resource utilisation (UNCTAD, 1985). Similarly, as Groningen
(2006) pointed out, if the terminal is more flexible, barge operators may take advantage
of the terminals flexibility to adapt to its preference. For an efficient plan, a level of
compromise between these two conditions is required.

In current HBT planning practice, barge operators have no information regarding the
occupation status of terminals. Therefore, the rotation sequence is fully determined by
terminal operators. Since the turnaround time of a barges are not the primary concern
of terminal operators. As a result, long waiting times can be expected for barge op-
erators. Moreover, neither barge operators nor terminal operators are willing to share
their daily schedule or to competitors, due to privacy reasons. As a result, achieve
effective coordination and collaboration among terminals and barge operators are dif-
ficult. (A. Douma et al., 2009).

2.3.3 Literature review of HBT planning problem

The HBT planning issue has received attention from the scientific community. A so-
called barge hub terminal in or near the port of Rotterdam was proposed by Pielage et
al. (2007). This will serve as a collection and distribution point for containers to and
from the hinterland. The main goal of introducing the barge hub terminal (BHT) was to
reduce the average terminal calls of barges by moving all required containers to a ded-
icated position. The same concept was also discussed in research conducted by Visser
et al. (2007) which explored the concept of hinterland transport with an additional
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barge hub terminals by focusing on the type of transport system to operate the barges.
These authors conducted an overview of new transport technologies such as automated
trucks, multi-trailer system, automated trains and automated barge handling systems.
They concluded that the innovative transport technologies would likely promote the ef-
ficiency of hinterland transport and support the concept of additional inland terminals
with commercial viability. In the work of A. M. Douma et al. (2011), HBT align-
ment issues were addressed using a fully distributed MAS architecture .A. M. Douma
et al. (2011) investigated how different levels of information exchange can affect the
tardiness of barge rotations. It also introduced the concept of ’slack time’ to increase
the flexibility of terminal planning. A simulation game A. Douma et al. (2012) was
developed to validate the effectiveness of the proposed system which helped the po-
tential users to get an overview of the solution it provided. The system inherits the
concept of MAS decentralised coordination between different parties. The final rota-
tion plan will be made by barge operators according to the information(waiting pro-
file) provided by terminal operators. The works of S. Li et al. (2014, 2016b, 2016a,
2017, 2018) proposed a solution to solve the barge rotation planning problem using
distributed constraints optimisation in a distributed agent environment. The research
aimed to generate an optimal plan for barge operators concerning minimum waiting
time.

In addition to efforts from academic researches, several industrial projects have been
developed, or are under development to improve the overall HBT performance in the
industry. The first important initiative towards HBT planning problem in the port of
Rotterdam was established in 2003. This is known as APPROACH (Schut et al., 2004).
The project aimed to establish a decentralised system that generates a rotation plan
off-line. The design of the system created a multi-agent communication environment
where terminal and barge agents could negotiate to achieve a feasible plan. The system
feasibility was validated in the work of (Moonen et al., 2005). In 2007, A barge traffic
system web application 1 was put into practice in the port of Antwerp. It supported
barge operators to make appointments with terminals according to their announce-
ments about call size and estimated arrival time. The terminal operators then provide
feedback regarding terminal planning and either refuse or agree to the plan. In addi-
tion, terminal operators can acquire real-time information regarding the position of the
barge within the terminal. The supported functions included barge planning requests,
consulting about lock planing, barge position tracking minimal planning inland barge.
A new project called ”Next Logic” 2 was launched in September 2013. This involved
different parties including the port of Rotterdam authority, barge companies, terminal
companies, shipper and the Dutch government. The project focused on reducing in-
efficiencies in inland container shipping by providing a centralised integral platform
in which all of the related parties would join. Currently, the project is undergoing a
feasibility study. It aims to develop a neutral and integrated planning platform where
all relevant data and information is gathered together and then fed to a central decision

1BTS: HTTP://www.portofantwerp.com/apcs/en/BTS
2NextLogic: https://www.nextlogic.nl/



Chapter 2. Literature review of Port Logistics system 21

module called the ’brain’. The proposed platform represented a positive move towards
centralised planning, although great efforts need to be taken to harmonise the interests
for different parties.

In sum, the related literature about HBT planning problems can be categorised into
two main areas. They are outlined below.

• To develop an information system to assist automatic information exchange and
coordination. This stream of work focuses on preserving the autonomy and
privacy of users by using a distributed system. However, the decision-making
process is not fully optimised. In other words, the developed system does not
consider planning performance as a primary goal.

• To design an analytical approach to optimise the objectives of the barge transport
process by minimising barge turn around time. No research explores how to
improve the terminal objective and the barge objective together, especially when
a conflict of interests are involved during the planning process. Moreover, this
stream of researches does not consider how data should be exchanged and how
information flow should be coordinated in practice. As a result, this limits its
applicability.

2.3.4 Summary

In light of the discussion above, to further improve the HBT planning process, this
thesis addresses the DM process from two perspectives,

• First it examines the provision of an information platform for information ex-
change and sharing between barge and terminal operators. Section 3.2 introduces
a MAS system as a tool to support information exchange and sharing.

• Second, it examines the provision of an intelligent decision-making approach to
optimise the barge transport planning process. This leads to a more balanced
result by taking into account the interests of both barge and terminal operators.
Section 3.3 highlights that a meta-heuristics approach was selected to achieve
intelligent decision making.

Chapter 4 proposes an integrated decision-making framework. This framework will be
further implemented and assessed in Chapter 5.
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2.4 A categorisation of operational decision-making prob-
lems

Operational decisions are short-term decisions. They concern the scheduling and ex-
ecution of daily operations by considering possible disturbances such as weather, and
uncertainties, such as equipment breakdown. A brief review of the decision-making
problems at the operational level will be categorised and discussed in this section.

2.4.1 Scheduling and controlling of transport equipment

Transport scheduling aims to minimise the task completion time by assigning equip-
ment as efficiently as possible. At the quayside, quay crane scheduling problems need
to be addressed by finding appropriate moving sequence thus maximising crane pro-
ductivity (Duinkerken et al., 2002; Lee et al., 2008). In addition, extensive work de-
voted to the routing and controlling of automated guided vehicles has considered ways
to reduce both idle time and energy consumption (Xin et al., 2014; Duinkerken et al.,
2006). In a dry bulk terminal, attentions are focused on efficient use of the belt con-
veyor network (Lodewijks et al., 2009). At the yard side, efficient work schedules are
developed to ensure a high throughput of yard cranes by minimising the sum of the job
waiting times (Ng & Mak, 2005; W. Li et al., 2009). Reduced traffic congestion is also
considered in terminals with limited space and a busy schedule (Ng & Mak, 2004).
Similarly, work can also be found in bulk terminals, such as stack-reclaimer schedul-
ing (Hu & Yao, 2012) and quay crane scheduling (Bugaric et al., 2012).In addition to
scheduling, equipment control is also essential. Van Vianen et al. (2012) developed a
simulation model to evaluate the operational control strategy of equipment route se-
lection in a dry bulk terminal. As modern terminals start to replace manual equipment
with automated equipment such as automated lifting vehicle (ALV), and automated
guided vehicles (AGV), proper control must be implemented. Typical problems in-
clude trajectory scheduling (Grunow et al., 2006), deadlock prediction and prevention
of AGV (K. H. Kim & Hong, 2006). Other topics such as energy-aware control (Xin
et al., 2014) and speed control of equipment (He et al., 2016) have also been studied.
A comprehensive review can be found in Steenken et al. (2004); Stahlbock and Voß
(2008).

Integrated scheduling of different types of equipment in multiple areas is also ad-
dressed at the operational level. Cao et al. (2010) proposed an integrated mixed-integer
programming model for yard truck and yard cranes scheduling problems using a ben-
der decomposition method. Xin et al. (2015) studied the interactions between crane
handling and horizontal truck transportation inside container terminals.

At the operational level, performance is determined by how efficiently equipment can
be utilised. To achieve that, most of the studies discussed above concentrated on as-
signing the equipment to a task. This leads to minimum completion time and maximum
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productivity using an operations research method. However, ensuring the optimal per-
formance of PL equipment not only depends on operational planning and control of de-
ployed equipment but also the maintenance of each asset involved in various processes
(e.g., material handling). Therefore, equipment reliability should not be overlooked
because proper maintenance is of vital importance.

Figure 2.8: A life cycle management of port equipment, adapted from (ASEAN, 2011)

2.4.2 Equipment reliability assessment

Equipment should remain in service for a certain period, to properly maintain its
functions. It is essential to conduct proper maintenance from the time their service
starts. UNCTAD (1990) conducted a review on port maintenance practices. The re-
view claimed that maintenance deficiencies were evident in all port activities. This was
attributed to several factors such as lack of reliable diagnosis and inadequate data. In
response, ASEAN (2011) presented a guide on strategic maintenance for port infras-
tructures by taking the concept of life cycle management into account. As can be seen
in Figure 2.8, the maintenance task should follow a series of actions: preparation of
maintenance, proper inspection, comprehensive evaluation of the inspection result and
the creation of a maintenance plan. Mokhtari et al. (2012) addressed the issue of port
risk management and highlighted the importance of proper maintenance of equipment.

As the related studies of equipment reliability assessment mainly focus on establishing
maintenance policy on a strategic level, limited attention is given to the design of a
system to support activities such as inspection, analysing and planning for specific
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equipment. Most monitoring and maintenance tasks are performed reactively. At the
operational level, such a system is required to provide timely and accurate information
about the condition of equipment and to propose an effective maintenance plan. In
this thesis, the issue of reliability assessments of large-scale belt conveyor systems is
considered. This is outlined in the following section.

2.5 Operational DM challenge: reliability assessments
of belt conveyor system

Belt conveyor system (BCS) is widely recognised as an important mode of transport in
continuous material handling. Compared with other modes of transport, such as trucks
and trains, belt conveyors are capable of transporting large volumes of materials rapidly
and efficiently in areas where road or railway do not exist. Figure 2.9 depicts the belt
conveyor systems that are deployed in the EMO bulk terminal. At the EMO bulk
terminal, nearly 50 km of conveyor belt provides the capacity to handle 140,000 tons
of dry bulk materials every day. Since MHS is intrinsically associated with production
flow, a reliable MHS operation would have a positive impact on transit time, resources
usage, and service level (Vieira et al., 2011).

Figure 2.9: Belt conveyor system in a bulk terminal, (Courtesy from EMO bulk termi-
nal)

2.5.1 Reliability assessments of BCS

Reliability of BCS is defined as the percentage of operational time the system’s contin-
uous performance is guaranteed (Lodewijks & Ottjes, 2005a). Since a BCS is deployed
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in an open and harsh environment, consequently critical components are permitted to
deteriorate as system ages. As a result, the user should expect problems and costly de-
lays. System failures such as component degradation (a tear on the belt) or operational
abnormalities (misalignment) can cause costly downtime and cease whole operations
if not detected quickly. Figure 2.10 depicts some typical failures of a BCS, such as
a worn condition of an idler and a tear condition on the surface of a belt. To enable
a better understanding of the BCS conditions and prevent these failures, an effective
reliability assessment is needed. The functions of BCS reliability assessment include
assessing the status of the conditions of component and system and proposing mainte-
nance actions and plan based on the assessments.

Figure 2.10: The typical failures of a belt conveyor system. Figures from left to right
represents a idler worn condition, a belt tear condition, a belt high temperature condi-
tion respectively

Effective reliability assessment relies on the accuracy of gathered data and the assess-
ment method and knowledge. Traditionally, inspection of belt conveyors is carried out
by companies which use belt conveyors. Followed by the expert advice on the condi-
tion of BCS, maintenance activities are planned such as replacement or repair of BCS
components. This way of reliability assessment has several disadvantages. First, in-
spection of BCS replies on human-effort which is time-consuming. Also, an accurate
assessment can only be made from an experienced human-expert who should be well-
trained personnel. There is no automated intelligence involved during the assessment
process. If the inspector is not well trained or different inspector performs adjacent
inspections on the same part, the chance of an inconsistent result is significantly in-
creased.

Nowadays, the advances of sensor technologies enable an automated BCS monitor-
ing. Compared with the traditional way, BCS monitoring is automated. Table 2.1
presents a list of parameters, components, and their corresponding sensor technologies
applied for BCS monitoring. ICT applications can be developed to support reliabil-
ity assessment of different components. It can be achieved by parsing the obtained
measurements, enhance the quality of the information, a predict the component status
based on expert knowledge.
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Table 2.1: Parameters, components, and corresponding sensor technologies for BCS
measurement, derived from Pang (2010)

Parameter Component Sensor

Belt condition
Surface visual inspection
Steel cable conductive detection

Speed
Belt Optical/magnetic encoder

Magnetic RPM pickup
sensor

Brake disk
Motor

Torque
Motor shaft

Torque meterBrake shaft
Pulley shaft

Force and tension
Take-up

Strain gaugeBelt
Frame

Vibration
Pulley

Acoustic sensor, AccelerometerIdler roll
Rotation drive

Position
Belt misalignment Alignment switch
Take-up displacement Optical encoder

Temperature

Ambient

Thermocouple,
Infrared temperature sensor

Material
Brake disk
Pulley shaft
Motor

2.5.2 Challenges of reliability assessments of BCS

According to Pang (2010), current reliability assessments of BCS are carried out in
response to the abnormality and failure of individual components. The assessments,
such as failure alarms, are straightforward. Reliability assessments involve little or no
predictive assessment. Meanwhile, Pang (2010) also emphasised that effective relia-
bility assessments of BCS should be able to identify subtle changes in operation that
may indicate a mechanical or electrical problem is starting to develop. To achieve the
goal, reliability assessments should be extended from a component level to a system
level, including integration of measurement data and integration of condition assess-
ment methods.

Effective reliability assessment of BCS demands automated decision-making. Cur-
rently, the BCS is still diagnosed by experienced people with in-depth training (Pang,
2010). The monitored data and corresponding knowledge for deciding what mainte-
nance activities should be carried out are mostly not stored. As a result, they are not
reusable. Moreover, the combination of individual component assessment requires the
integration of different assessment knowledge and data. There is no ICT support to
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allow a system level reliability assessments of BCS.

The data used for diagnosis can come from different sources. For example, this can
include visual inspection, sensor measurement, and expert judgement. Some of the
traditional monitoring systems present the monitored data in a manner of series lines
on a length of chart paper or in a visual graphics format, e.g., conductive monitoring
and camera scanning. There is a lacks information integration to convert different data
sources into meaningful information on which the monitoring process can be based
(Lodewijks & Ottjes, 2005a). For instance, an inspection of a breath tear (e.g., tear
width, depth and position) on a belt is meaningless unless it clearly identifies the dam-
age level (the impact of the damage on the belt conveyor’s performance) and results in
proper maintenance decisions (whether the belt should be replaced or not).

Complex systems will generate large amounts of data. Different categories of data need
to be associated with each other in order to make integrated decisions. So far,there is
no such support available.

In sum, to further improve reliability assessments of BCS, an integrated DM system
is needed. The system needs to (1) integrate different data sources and transform into
meaningful information; (2) enable information exchange and sharing to achieve coor-
dinated DM.

2.5.3 Literature review of reliability assessments of BCS

Component monitoring and diagnosis

A stream of researches is conducted to improve the reliability assessment of a single
component. One perspective is to explore condition measurement technologies. Fourie
et al. (2005) developed an X-ray scanning system for imaging defects in the cords of
steel-cord-reinforced belting. Pang (2010) proposed to using a matrix of Hall effect
magnetic sensors to measure main operational parameters of BCS, such as speed, belt
tension, and wear. De La Cruz et al. (2006) designed a RFID-based system to measure
the temperature of BCS idlers. X. Liu et al. (2016) proposed to use a tactile pressure
sensor to measure the pressure distribution on a running conveyor belt. Another per-
spective is to develop diagnostic methods to support assessment decision-making of
a single component. Lodewijks and Ottjes (2004) designed a fuzzy-logic approach to
assess the damage level of a belt tear condition and proposed maintenance actions by
considering the current tear damage level and its propagation speed. Pang and Lodewi-
jks (2005) developed a Bayesian inference method to assess a BCS long braking time
condition. Jeinsch et al. (2002) developed a method to detect a seeded fault of a drive
unit by using a model-based approach through measurements of driving torque and
belt speed.
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Integrated monitoring and maintenance

In 2005, Lodewijks and Ottjes (2005b) introduced the concept of automated mainte-
nance and control of BCS using intelligent monitoring systems and ICT technology.
With the support of an expert and knowledge system, it strives to optimise the opera-
tional performance and reliability of BCS at three levels: component, equipment and
system. Followed by the proposal of automated maintenance, Pang (2010) put forward
the concept of intelligent and integration control of BCS which enables the understand-
ing of the operational and component condition. It utilises different artificial intelli-
gence (AI) technologies and MAS to facilitate the monitoring and diagnosis of a BCS
(Pang & Lodewijks, 2005, 2012). Figure 2.11 presents a MAS architecture developed
by Pang and Lodewijks (2012). With the MAS architecture, agents that monitor and
diagnose individual component are organised into cooperative communities to achieve
optimum reliability control of BCS.

Figure 2.11: A multi-agent system architecture for BCS condition monitoring, derived
from Pang and Lodewijks (2012)

In sum, existing researches can be divided into two parts:

• Develop measurement technologies and assessment methods for a single com-
ponent. This steam of researches focused on a specific component of BCS. As
a result, no integration aspects are considered, such as information integration,
coordinated decision-making to achieve a system-level assessment.

• Propose an integrated system to achieve reliability assessment at a system level.
This stream of research take efforts to develop an integrated system towards sys-
tem level assessment. The system developed by Pang (2010) aims to provide
a generic framework that can be used to assess different conditions of BCS.
However, in the proposed framework, the interoperability issues are not prop-
erly considered. For example, how to mine different data sources and transform
it to meaningful information, in which way information and knowledge can be
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integrated, how information is exchanged between knowledge-based and busi-
ness logic (e.g., agent intelligence). Consequently, the challenges discussed in
section 2.5.2 has not been fully addressed.

2.5.4 Summary

In light of the discussion above, to further improve reliability assessments of BCS, this
thesis addresses BCS reliability assessment problem from two perspectives,

• First, it will provide an information integration platform. This platform should
be able to automatically acquire and integrate system data into a generic plat-
form for decision making. Section 3.2 introduces a MAS as the tool to support
information exchange and integration.

• Second, it will provide an intelligent decision-making approach to improve the
interoperability of the decision-making process.This should be able to mine dif-
ferent information sources to find internal relationships and generate an under-
standable diagnostic of the systems condition. Sections 3.4 introduces a context-
aware system and ontology as the tool for supporting information mining and
intelligent decision making.

Chapter 4 proposes an integrated decision-making framework. This framework will be
further implemented and assessed in Chapter 6.

2.6 ICT applications in Port Logistics system

In section 2.2 and 2.4, the decision-making problems at the tactical and operational
level are reviewed. To put the decisions into practice, the development of an effective
ICT system is indispensable. In this section, the developments of ICT in the current PL
system are reviewed. First, a brief review of the technologies concerning information
acquisition is given in section 2.6.1. Second, section 2.6.2 provides the current de-
velopment of information systems in PL from both academic and industry standpoint.
Finally, a discussion of existing architectures and future developments are outlined in
section 2.7.

2.6.1 Key enabling technologies

The development of the PL system relies on the use extensively on advanced technolo-
gies. The introduction of new ICT technology has enabled a high degree of automation
in ports. This has led to more efficient and flexible operations. The following section
gives a brief review of some key available technologies that could be beneficial for the
development of the PL system.
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Radio frequency identification

An RFID is a contactless automatic identification technology that uses radio frequency
waves to transfer data between a reader and a tag. It consists of an antenna, tag and
radio frequency module with a decoder. The RFID is widely used in the transport and
logistics industry. Typical tasks include identifying, tracking, locating, and monitoring
cargo flow and vehicles movement (De La Cruz et al., 2006; Ngai et al., 2008). Al-
though the use of RFID in the PL domain is still in its infancy phase (Heilig & Voß,
2016), several developments started to merge. Typical usages include cargo tracking
(Shi et al., 2011), operational control (Siror et al., 2011; Min et al., 2013), and security
and safety (Pang & Lodewijks, 2011; Kadir et al., 2016).

Smart devices

Smart devices encompass a wide spectrum of intelligent systems. These include ubiq-
uitous sensors, mobile phones, global navigation system and so on. The use of smart
devices enables users to receive the necessary information that monitors the surround-
ing environment (Lun et al., 2008). Wang (2012) designed a wireless sensor network
for safety monitoring of a seaport over the IEEE 802.15.4 Zigbee network. Abbate et
al. (2009) used a wireless sensor network (WSN) to keep track of container location
in real time. Xu et al. (2014) provided a comprehensive review of the use of WSN
to assist environment monitoring in the marine field. The mobile devices, such as
smartphones and tablet, are normally equipped with powerful processors and Internet
access. This provides various opportunities to enhance the mobility and flexibility of
the information system. For example, Heilig et al. (2016) proposed an architecture for
truck routing in a container terminal, which mobile devices act as a gateway for data
forwarding. Pang and Lodewijks (2013) developed a mobile inspection tool for con-
dition monitoring of large-scale equipment in a dry bulk terminal. Despite the design
and using of smart devices, other studies have focused on how to integrate information
gathered from these devices. Ngai et al. (2011) proposed a context-aware middleware
for integrating data generated by a ubiquitous sensor network for tracking the move-
ment of trucks in a container terminal.

Automated identification and positioning

Enabled by advanced identification and positioning technologies, movable objects (i.e.,
vessels, cargo, vehicles, and equipment) can be tracked, monitored and positioned.
Such systems enhance the transparency and visibility of the flow of goods and equip-
ment. At sea, global positioning systems (GPS) are widely used for tracking vessel
movement in the port. The position data is essential for forecasting the estimated ar-
rival time of a vessel. As such the operations in the terminal can be efficiently coordi-
nated. An optical character recognition system is used to provide automatic recognition
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of container numbers and truck license plates at the gate of a terminal (Chao & Lin,
2010). A voice recognition system is used to transform the instructions of terminal
operators into electronic data stored in computers for message recording (Kia et al.,
2000).

Communication standards and protocol

Despite using advanced technologies for real-time data acquisition, how data is ex-
changed is also essential. This is known as communication standards. Electronic data
exchange is recognised as the most important standard to structure and exchange data
for commercial administration and commercial transactions. UN/EDIFACT 3 defined
EDI message types for data exchange related to port operations such as berth manage-
ment. Since its introduction in the 1980s, EDI is mostly used in major ports. With the
development of Internet technology, another standard known as Extensible Markup
Language (XML) has become popular because it is both flexible and cost effective.
Another important aspect is the communication protocol used for data routing and re-
laying in a sensor network, such as 6LoWPAN, WPAN and so on. A comprehensive
review can be found in Lodewijks et al. (2016).

In this section, key enabling technology such as sensor technology and communication
standards are briefly reviewed. A more in-depth review can be found in (Kia et al.,
2000; Heilig & Voß, 2016).

2.6.2 Information systems in PL

Enabled by the different technologies discussed in section 2.6.1, data generated from
PL operations can be measured, collected, and transmitted in real-time. To transform
data into useful information, an integrated information system is required. In this
section, a broad review of information systems, which are widely used in current PL
practice, is presented. Figure 2.12 categorises the information system based on the
scope of applicability, i.e., the user group, the addressed operations, and the area of
usage. The following section reviews information systems based on this categorisation.
Efforts from both academia and industry practice are considered.

Port community system

A port community system (PCS) is defined as an information portal or hub that seam-
lessly connects various port-related actors electronically into large-scale global trans-
portation networks. It is an inter-organisational centralised information system that
integrates heterogeneous information, across multiple actors, systems, and processes,
to a single location. Its major role is to enable an efficient flow of information that

3UN/EDIFACT: https://www.unece.org/cefact/edifact/welcome.html



32 2.6. ICT applications in Port Logistics system

!"#$#%&'#
&(#')"*&+,

-')+,*"
&(#')"*&+,

!"&').#
&(#')"*&+,

/&'" 0&112+*"3 !3,"#1

4)+% !*%#!#) !*%#
5+6)+%

"')+,,7*(1#+"
&(#')"*&+,

-#'1*+)6 8(#')"*+. !3,"#1

9 :#,,#6 -');;*< !#'$*<#
9 /&'" =*$#' 5+;&'1)"*&+

!3,"#1
/&'"97*+"#'6)+%

5+;&'1)"*&+ !3,"#1

>2"&1)"#% ?)'%
!3,"#1

@)"# >((&*+"1#+"
!3,"#1

!7*( !"&A).# /6)++*+.
!3,"#1

BC2*(1#+" !<7#%26*+.
)+% D*,()<7*+. !3,"#1

Figure 2.12: A categorisation of information systems in a PL system

relates to PL activities such as customs, import and export declarations, and dangerous
goods declarations, thus enhancing administrative and logistics processes. The usage
of a PCS can be found in major ports around the world, a review of current develop-
ments of PCS is given in Table 2.2. In the academic domain, research mainly focused
on the applicability and potential benefits of adopting a PCS in a port. Table 2.3 lists
several research initiatives related with PCS. A comprehensive review of the PCS and
its main functions can be found in Posti et al. (2011); Carlan et al. (2016).

Table 2.2: Port community system in industry

PCS User Established Main purpose
PortBase 4 Port of Rotterdam 2004 Access coordination

Dakosy 5 Port of Hamburg 1981
Access and port process
coordination

TradeXchange 6 Port of Singapore 2007
Access coordination and
paperless communication

TradeLink 7 Port of Hong Kong 1988
Port process coordination
and paperless
government application

Fright information
real time system for
transport (FIRST) 8

Port of New York and
New Jersey

2001
Reduce the number of
data exchange among
multiple participants

Terminal operating system

While a PCS considers information exchange and integration at the logistics level,
the actual operations inside a terminal are managed by a terminal operating system
(TOS). A TOS normally consists of several subsystems. Each subsystem is in charge

4PortBase: http://www.portbase.com/en/
5Dajosy: http://www.dakosy.de/en/
6Tradexchange: http://www.tradexchange.gov.sg/tradexchange/index.html/
7Tradelink: http://www.tradelink.com/hk/eng/index.html/
8FIRST: http://www.firstnynj.com
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Table 2.3: Studies on the port community system

Authors Aim of study Application
level

Industrial
background

Gordon et al. (2005)

Evaluate how IT
contribute to the
competitiveness of Port
logistics

Strategic level Port of Singapore

Posti et al. (2011)
Evaluate the suitability of
a PCS to the Finnish Port

Strategic level Port of Finland

Srour et al. (2008)
Lift cycle development
of a PCS

Strategic &
Technical level

Generic

Aydogdu and Aksoy
(2015)

Analysing the benefits
and the cost of deploying
a PCS

Strategic level Port of Turkish

Keceli et al. (2008);
Milà (2007)

PCS adoption analysis Strategic level Multiple port

Aksentijević et al.
(2009)

Information security of
PCS

Technical level Generic

of specific decision-making processes. For example, a ship stowage planning system is
responsible for assigning berths to ships and planning the stowage of containers. The
TOS exhibits the characteristics of an ERP system which provides a set of applications
to collect, store, process, analyse and distribute information in order to optimise the op-
erational efficiency and handling capacity. The functions of a TOS can be categorised
into two areas. First, the tactical level is planning systems. The planning systems
include berth planning, yard planning, resource planning, rail operation planning, and
ship operation planning. Second, at the operational level, Real-time operation schedul-
ing takes places.This includes real-time scheduling, transport equipment dispatches,
and yard resource allocation and positioning. The TOS has been extensively deployed
in major ports. Table 2.4 lists some major TOS manufactures in the market. As shown
in Table 2.4, the commercial TOS is widely used in major ports around the world. It
can be seen that alongside the development of ICT technology, a trend of migrating the
TOS into the cloud by providing the TOS software as a service has emerged (Heilig &
Voß, 2016).

Table 2.4: Commercial terminal operating system providers

TOS Company Platform
CATOS 9 Total Soft Bank (Korea) J2EE; .Net
Navis SPARCS N4 10 NAVIS (USA) J2EE
CITOS 11 Port of Singapore (Singapore) Unix/Linux
nGen 12 Port of Hong Kong (Hong Kong) J2EE
XVELA 13 XVELA (USA) Cloud
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As shown in Figure 2.12, there are several subsystems executed under the umbrella of
TOS. A ship stowage planning system is used to determine the berth position when a
ship arrives. An equipment scheduling and dispatching system is used to assign trucks
and AGVs to transport cargoes from quayside to yard side for storage. An automated
yard system considers the operations in yard area which include yard crane allocation,
yard location allocation, yard monitoring and so on. A gate appointment system is
used to control the number of vesicles entering into the port during a certain period
of time. Overall, different subsystems are working in parallel to support complex
PL operations. A comprehensive review of the TOS developments can be found in
(K. H. Kim & Lee, 2015).

Vessel traffic service

A Vessel traffic service (VTS) is a maritime traffic monitoring system that has been
used in port or congested waters. The primary task of a VTS system is to monitor
the movements of vessels within the VTS area and provide vessel operators with real-
time information regarding current and future events, which ensures the safe passage
of vessels. The VTS is a generic concept, its implementations involve various tech-
nologies (GPA, IOT), and consist of multiple modules such as automatic identification
system and AIS. Trained officers monitor the displayed information for safety and se-
curity risks to pre-empt suspect vessels and activities. The research topics of VTS
include vessel tracking, collision avoidance and onboard communication. A summary
is provided in Table 2.5.

Table 2.5: Researcher on the vessel traffic system

Scope of research Publications
Vessel monitoring
and tracking

S.-J. Chang (2004); Tu et al. (2017); Xie et al. (2011)

Collision avoidance Simsir et al. (2014); Kao et al. (2007); Q. Li and Fan (2011)
On-board
communication

Y. Kim et al. (2009); Manoufali et al. (2013)

Human factors Xie et al. (2011); Darbra et al. (2007)
System architecture Park and Bang (2016)

With the availability of more accurate information about vessel location and port traf-
fic, the activities such as vessel scheduling and terminal operations can be further im-
proved (Heilig & Voß, 2016). The port river information system (RIS) is a specific type
of VTS. The RIS is used to improve communication and coordination between actors

9CATOS: http://www.tsb.co.kr/RBS
10Navis N4: http://navis.com/get-more-n4
11CITOS: https://www.singaporepsa.com/our-commitment/innovation
12 nGen: https://www.singaporepsa.com/our-commitment/innovation
13XVELA: https://www.xvela.com/
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involved in the process of transport over the sea. A brief review of the available RIS is
presented in Table 2.6. Its major task is to collect, analyse and distribute information
to navigate vessels in a busy and confined waterway area both efficiently and safely.
Information is provided to relevant actors include the geographic position of vessels,
status of mooring service and tugboats, water level prediction and weather conditions,
and docking and berthing planning.

Table 2.6: River information system in industry

RIS Users Establish Major purposes

Port river information
system Elbe (PRISE)

Port of Hamburg 2014

Berth planning and registration
at the terminal; status
information tracking of ship
position on the river Elbe

Harbor master
management
information system
(HamMis)

Port of
Amsterdam and
Rotterdam

2015
Traffic guidance; traffic
planning, safety and incident
control

Barge traffic service
(BTS)

Port of Antwerp 2007
Consult locking plan; position
request; terminal planning

Port-hinterland information system

The port-hinterland information system is used to improve the efficiency and visibility
of cargo movement and transhipment between terminals and inland destinations. This
involves the development of specific information systems to improve the exchange
of information between different actors, reduce administrative burden, and coordinate
operations related to hinterland-transport. Table 2.7 provides a list of ICT applications
that have been developed and applied in some port.

Table 2.7: Port-hinterland information system industry use

Information
system Users Transport

mode Major purposes

transPORTrail 14 Port of Hamburg Rail
Cargo tracking; train movement
monitoring; loading/unloading
planning

Nextlogic 15 Port of Rotterdam Barge
Barge rotation planning; call
optimisation; actors coordination

Intermodal
planner16 Port of Zeeland All modes Intermodal route planner

14transPORTrail:http://www.hamburg-port-authority.de/en/port-customers/port-
railway/tpr/Seiten/default.aspx

15Nextlogic: http://www.nextlogic.nl/
16intermodal planner: https://intermodalplanner.eu/Planner/
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2.6.3 Summary

Based on the extensive review presented in this section, it can be concluded that ICT
applications play a major role in the development of PL. Different ICT systems have
been developed to support tasks including information exchange, centralised planning
and control, operation monitoring, and tracing and tracking. Most DM problems dis-
cussed in section 2.2 and 2.4 have corresponding ICT support. For example, the tac-
tical and operational decisions related with terminal operations (discussed in sections
2.2.2 and 2.4.1) are made via a TOS (discussed in section 2.6.2). By translating the
key findings and algorithms from operations research into a hybrid DM engine, the
TOS continuously monitors, integrates terminal conditions and provides optimised de-
cisions for terminal operations.

However, the challenges identified in sections 2.3 and 2.5 have not receive sufficient
supports from existing ICT applications.

• Coordination planning of barge transport: A litter IT system developed for hin-
terland barge transport planning. The only available system is the BTS devel-
oped in the Port of Antwerp (see Table 2.6), which is used for vessel tracking
and positioning. Currently, a project is under development attempting to solve
the coordinated barge planning problem, but the benefits are so far unknown
(e.g., NextLogic in the Port of Rotterdam, see Table 2.7).

• Reliability assessment of large-scale equipment: Given the review above, it can
be found that most existing IT applications, which are related to equipment man-
agement, focus on tracking, navigating and assigning of equipment. The primary
goal is to maximise the machine utilisation level. Currently, there is no dedi-
cated application used to serve the purpose of equipment reliability assessment.
Human-based inspection and diagnostics is still the method of assessment used
in current practice.

2.7 Requirements of ICT developments

Figure 2.13 presents a summary of two DM challenges. As shown in the figure, col-
laborative planning requires a DM system to support human-human interaction. The
DM system is required to answer questions include when to serve which barge for
terminal operators, and when to call at which terminal for barge operators. The reli-
ability assessment requires a DM system to support human-machine interaction. The
DM system is required to answer questions such as what goes wrong for the assessed
equipment, when to repair it and how to perform the maintenance actions.

• At the tactical level, the implementation of collaborative planning has two main
requirements. First, it requires an information platform to enable easy infor-
mation exchange, integration and automated coordination between parties. For



Chapter 2. Literature review of Port Logistics system 37

!"#$%#"& '()(&
*+&&",+-"$%+. /%0%+.

!"##$%"&$'()*
+#$,,(,-

.*#($%(#('/ 0",'&"#
"1 *23(+4*,'

56

56
!"4+",*,'723(+4*,'8&"0*99

12(-"$%+."& '()(&
3(4".$%# /%0%+.

:;*, '" 0"4*< :;*, '"
9*&)*<

:;$' -"*9 =&",-<
:;*, '" &*+$(&<
>"= '" +&*1"&4<

Figure 2.13: A summary of DM challenges at each decision level

example, hinterland barge planning involves terminal and barge operators. Cur-
rently, the information exchange is done via telephone and email. These methods
are error-prone and inefficient. Secondly, it requires a solution approach to har-
monises the conflicts of interests and enables collaborative planning. In hinter-
land barge transport, the terminal and the barge operators have different interests.
The terminal operator is most concerned about the resource utilisation while the
barge operator most concerned about total turn around time. Balancing the inter-
ests of multiple parties is critical to successful communication. Currently, barge
rotation plans are made without fully considering the objectives of each party.
As a result, the DM process is unsatisfactory.

• At the operational level, the challenge posed by reliability assessment has two
main requirements. First, it requires an information system to process and inter-
pret gathered information and deliver it to the right person at the right time. For
example, the traditional BCS monitoring presents the monitored data on a paper.
As a result, it is difficult for maintenance to interpret the information and take
proper maintenance actions. Second, it requires integration of information that
represents the state of components, sub-systems and systems. Mining and inte-
gration of large amounts data can be difficult. Currently,there is no DM systems
that can store the monitored data and corresponding knowledge and automate
the DM process. For example, in current BCS maintenance, a decision is mostly
made by human experts via visual inspection. This suffers low accuracy.

By examining the requirements, it can be found both challenges share the same re-
quirements from an ICT perspective. These requirements are summarised as follows:

• Provide an information platform for information exchange and sharing: An in-
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formation platform is needed to improve information exchange and sharing be-
tween multiple parties at a tactical level. Similarly, an information platform is
needed to assist information flow from ground measurement to end users so that
human-machine interaction is enhanced at the operational level.

• Provide an approach for integrated decision making: A collaborative planning
algorithm is required to harmonise the interest of all parties to ensure a global
optimum solution can be provided. Similarly, an approach for information in-
tegration and knowledge management is needed to enable integrated reliability
assessments of PL equipment.

Based on the requirements outlined above, two main elements are specified as follows:

• Middleware: a middleware is defined as a software layer or a set of sub-layer in-
terposed between the technological and the application levels. It forms a bridge
between the technology and its application. In this research, a middleware is
needed to support information integration, exchange, and sharing among differ-
ent entities in the PL system.

• Intelligent DM approaches: Ideally, the DM system should act autonomously
by gathering and processing information, proposing a possible course of action
and be capable of evaluating the consequences of that action. To achieve this,
intelligent approaches need to be designed and integrated with the middleware
to enable the DM system to behave intelligently. At the tactical level, a DM
approach is required to assist barge planning. At the operational level, a DM
approach is required to support information mining and equipment condition
assessment.

The selection of each element is presented in Chapter 3. In Chapter 4, an integrated
DM framework is proposed to integrated the selected elements into a generic frame-
work.

2.8 Conclusion

This chapter provides the answers to sub-question 1.1 listed in Chapter 1. First, it pre-
sented an overview of the PL system. The DM processes at the tactical and operational
levels were also outlined. Based on the review in this chapter, two DM challenges in
the current PL system were identified, hinterland barge transport planning and relia-
bility assessments of BCS. A discussion of tactical decision revealed that the lack of
coordinative planning is a challenge faced by PL actors. A case of hinterland barge
transport issues was used to illustrate this challenge. The discussion of operational
decision identifies a further challenge faced by the current PL system. This is the chal-
lenge posed by the maintenance of port equipment. A case of reliability assessment of
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large-scale belt conveyor system in bulk terminals was used to illustrate this challenge.
These challenges are caused by insufficient DM support. Therefore, a more effective
use of ICT solutions was suggested as a method to address these challenges.

Second, a review of ICT applications in the current PL system was presented. It was
concluded that ICT is applied extensively in practice to support different PL DM pro-
cesses. In contrast to other DM problems (e.g., DM problems in terminal), the two
challenges have so far not been fully solved by ICT solutions.

Finally, by assessing the requirements of both challenges, it can be concluded that two
elements are required. First, a middleware is required to support information exchange
and sharing between different entities. For example, this can be used to support inter-
action between terminal and barge operator for barge transport planning, support inter-
action between maintenance operation and machine for reliability assessment. Also,
an intelligent approach is required to support intelligent decision making. For example,
an approach is required to assist terminal and barge operator to create barge rotation
plans and to derive equipment conditions from measurements.

In Chapter 3, the middleware technology and the intelligent decision-making approaches
are selected. Chapter 4 initiates a new conceptual ICT architecture. In Chapter 5 and
6, the proposed framework will be instantiated and applied to address the decision-
making challenges discussed in this chapter.
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Chapter 3

Selections of middleware technology
and intelligent decision-making
approaches

Chapter 2 presented an overview of the PL system and identified the present DM chal-
lenges. This included challenges faced by hinterland barge transport planning and
reliability assessments of large-scale BCS. It was concluded that ICT has the poten-
tial to address both challenges. This can be done using a middleware and intelligent
decision-making (IDM) approaches. In this chapter, the middleware technology and
the intelligent DM approaches are selected. Figure 3.1 presents an overview of the
technology selection. A multi-agent system (MAS) will be selected for the middle-
ware technology. A detailed introduction of the MAS is given in section 3.2. The IDM
for each challenge is selected in sections 3.3 and 3.4. Section 3.3 outlines the choice
of meta-heuristics for supporting the barge transport planning. Section 3.4 introduces
the context-aware system and ontology for supporting the BCS reliability assessments.
Finally, a conclusion is drawn in section 3.6.

Figure 3.1: A summary of technology selection for each challenge. The green line
represents the tool selected for the tactical challenge and the purple line represents the
tool selected for the operational challenge

41
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3.1 Selection of middleware technology

In this section, the technology for implementing the middleware is selected. In section
3.1.1, both functional and non-functional requirements are proposed as the selection
criteria. Based on these requirements, Section 3.1.2 compares three major technolo-
gies. As a result of comparison, the agent based approach will be selected. In section
3.1.3, the applicability of using an agent-based system will be further discussed.

3.1.1 Requirements of middleware selection

The middleware is used to provide a platform to support interactions between different
entities. To select the appropriate technology for implementing the middleware, three
functional requirements should be fulfilled:

• Collaboration and coordination: Collaboration is an important criterion for ef-
ficient DM in the PL practice. For C11, the collaboration considers the goal
of working together in mutually defined ways in which participants are actively
sharing information and jointly making decisions in order to achieve global op-
timal solutions. For C22, the collaboration emphasises on joint DM among indi-
vidual monitoring/diagnosis system. Given the interdependency of the subsys-
tems in transport equipment, instead of focusing on single components or pro-
cesses, the reliability assessment considers the overall conditions of the system
requires the DM system to establish collaboration between components, func-
tions, and systems.

• Information exchange and sharing: Information exchange and sharing imply an
ability to interact with the environment and other entities. For C1, it concentrates
on the interactions between joined parties, such as terminal operators and barge
operators. C2 focuses on the interactions at functional, components, and sys-
tem level. Via information exchange and sharing, an integrated decision can be
made. To achieve information exchange and sharing effectively, a well-defined
and robust communication channel and a clear protocol are required.

• Autonomy: Autonomy emphasises on the control over individual responsibil-
ities without intervention from others. For C1, the core of collaboration is to
harmonise the potential conflicts of interest and reach a consensus via the DM
system. In the process of negotiation, the DM should be able to consider the
interests of each joined party and make decisions. Thus, autonomy can be pre-
served. For C2, each module (component, system, user) has its own specific
function which operated autonomously. To maintain autonomy, the DM system
is required to have control based on the modules state and conditions.

1C1: represents the collaborative planning challenge in this section
2C2: represents the reliability assessment challenge in this section
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Besides, several non-functional requirements should be considered for middleware se-
lection. These include usability, flexibility, adaptability, compatibility, modularity and
fault tolerance.

3.1.2 A comparison between available technologies

Three technologies can be found in the literature: object-based approach (D. Liu &
Stewart, 2004), the agent-based approach (Jennings, 2000) and the expert system
(Bohanec & Rajkovic, 1990). A brief introduction of each technology is presented
is presented as below.

• The object-based approach (OBA) uses an ’object’ to model an entity or a sys-
tem. Object-based application primarily focuses on services and functional mod-
ule design. The entity or system modelled by an object is normally passive rather
than proactive. The relationship between objects is static and cannot be changed
once deployed. In addition, the objects in the OBA are organised centrally under
the control of other components.

• The expert system (ES) can be defined as a software mechanism used to store
and represent knowledge acquired by experts. It consists of a knowledge base,
an inference engine, and an interpreter. The ES is typically isolated and self-
contained. Little attention is paid to support interactions with other ES or ex-
ternal systems. Besides, the design of ES largely relies on expert knowledge,
meaning the self-intelligence abilities of an ES are low. The knowledge stored
in ES cannot be evolved on its own.

• Agent-based approach (ABA)is defined as a component of software which is ca-
pable of acting exactly in order to accomplish tasks on behalf of its user. Com-
pared with OBA, the design of ABA is more flexible. The relationship between
agents is more complex and dynamic. The agent can adapt to the changing en-
vironment as a result of its higher level of self-intelligence. Besides, the agent
has control over its behaviour. Therefore, it is known as an autonomous system.
Compared with ES, the interactions in ABA are more emphasised.

To select the appropriate approach, the following section will examine these three ma-
jor functional requirements for each approach as follows.

Collaboration and coordination

The use of ES typically operates at symbolic and knowledge level. It is efficient in
solving individual DM issues but is normally isolated and self-contained (Guimaraes,
2007). This could be problematic in the development of collaboration mechanisms.
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The ABA is favorable in a situation where collaboration is required (Aylett et al.,
1998). For the ABA, agents actively cooperate by sharing information and knowledge.
A consensus is achieved via a collaboration mechanism embedded into the intelligent
agent. Concerning OBA, the entity or system modelled by an object is normally pas-
sive (Khozium et al., 2013). The relationship between objects is static. This means
they have been defined and fixed before the deployment. Consequently, enable collab-
oration in a dynamic and complex environment can be difficult by using this approach.

Information exchange and sharing

ES is recognised as isolated and self-contained software. The communication module
provided by an ES normally concentrates on the interactions between the system and
end users (e.g., human interface) (Gutierrez & Branch, 2011). Concerning OBA, the
messages exchanged among objects can be seen as a basic form of interactions (Aylett
et al., 1998). In a dynamic environment where complex and intensive communication
exists, a more complex degree of interactions is needed to enhance interoperability
and efficiency. Concerning ABA, communication among agents is supported by an
agent communication language (ACL). This enriches the level of exchanged messages
significantly. The messages exchanged or shared could range from a simple string
to complex content (e.g., information can be contained about both the sender and re-
ceiver).

Autonomy

The OBA and ES normally act directly to their environment. In this case, actions are
based on clear rules/explicit use of knowledge. They are effective in the sense that
they can complete individual tasks via pre-defined intelligence. However, the use of
ES and OBA lacks the dynamic intelligence to adapt to a changing environment. For
a fast-changing and complex environment, it is infeasible to enumerate all cases in the
design phase, and autonomy may not be guaranteed in such a complex environment
(Guimaraes, 2007). An advantage of using an ABA is that an agent can maximise
the preservation of autonomy. As a result of the changing environment, the agent can
choose appropriate actions based on its interpretation that maximise its interests and
profit. That is a primary reason for the widespread application of the ABA in a negoti-
ation intensive environment where conflicts of interests between the parties involved.
For example, this is often the case in such as supply chain negotiation (Hernández et
al., 2014).

Given the above discussion, the criteria for selecting the suitable DM approach is sum-
marised in Table 3.1. The result indicates that the properties of ABA are suitable to
meet the major requirements discussed previously.

From a system architecture design perspective, two types of system should be consid-
ered namely the centralised system (Duchessi & Chengalur-Smith, 1998) and the dis-
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Table 3.1: Summary of DM approaches

DM approaches F1: collaboration
F2: information
exchange and
sharing

F3: autonomy

OBA Fair Fair Fair
ES Poor Poor Fair
ABA Good Good Good

tributed system (Schneeweiss, 2012). Further, a server-client system and a multi-agent
system and are chosen to represent each type of system. Based on the non-functional
requirements, the suitability of these two types has been compared. This comparison
is summarised in Table 3.2.

Table 3.2: A comparison between MAS and client-server architecture (based on Aylett
et al. (1998); Weyns and Georgeff (2010))

MAS CS

Scalability
Highly scalable, agents can be
deployed in a physically
distributed environment

The scalability could be
achieved by adding more
servers.

Flexibility
Flexible to meet different
demands. Functions or services
can be added on demands

All services and functions are
implemented before deployment,
any on-demand changes could
be difficult to implement.

Modularity
Highly modular, Function or
logic can be spilt and modulated
by a single agent.

System functions are intensively
integrated. This can be achieved
by exposing functions as
services to end user.

Compatibility
Highly compatible with different
technologies. Can be seamlessly
integrated with a legacy system .

Serves to reach specific goals
and lacks compatibility to
integrate with other systems.

Adaptability

Goal-oriented, context-sensitive.
The workflow and individual
intelligence can be altered on
demand.

Difficulty in adapting to a
changing environment or new
business rules.

Usability
Distributed, autonomous and
highly dynamic environment

Distributed, autonomous and
highly dynamic environment

Fault tolerance Failures only take effect locally
System fails when a server goes
down. Require redundancy .

Combined with the above discussion above, the agent-based approach is selected as the
middleware technology in this thesis. In addition to the analysis above, the literature
also reflects similar results. Fischer et al. (1996) listed four reasons to explain why
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an agent-based approach is suitable for application in the domain of transport and lo-
gistics industry. First, this industry is inherently distributed for example, the physical
distribution of cargoes and the large-scale equipment. As a result, it is reasonable to
model as a MAS. Secondly, the process of transportation involves a high-level of coop-
eration and coordination between self-interested parties. This makes ABA extremely
suitable through means of negotiation, task decomposition and task allocation. Fur-
thermore, maintaining and persisting knowledge engaged in the transport and logistics
activity in a central location is a complex task. This becomes even more difficult when
partial knowledge is unavailable. Thus it is reasonable to treat the entities (i.e., people
and equipment) as an independent and autonomous agent. Similar findings also can be
found in Davidsson et al. (2005). The authors of this research claimed that most trans-
port logistics applications have the characteristics that make them most suited to the
application of ABA. These characteristics include modular, decentralised, changeable,
ill-structured, and complex.

3.1.3 The applicability of using ABA in PL system

As previously discussed, the current inefficiencies of C1 can be summarised in three
aspects: inefficient communication, lack of coordination, and self-interests. From an
architectural standpoint, the ABA is well suited to address these issues as actors can
be modelled as self-organised and locally interested agents. By using ABA, sensitive
information can be preserved, and the objective is achieved by agent intelligence. It
also provides a highly flexible and effortless solution that compatible with the existing
information system. Several works within the research literature confirm the poten-
tial use of ABA as the method for enhancing collaboration. For example, Sprenger
and Mönch (2014) described a decision support system for cooperative transportation
planning in the German food industry. The overall system was implemented with ABA
which provided a distributed hierarchical algorithm for collaborative decision making.
Hernández et al. (2014) proposed a multi-tier, negotiation-based MAS to promote the
service and profit level of supply chain members using CDM. Panzarasa et al. (2002)
presented a formal model for CDM in a multi-agent environment.

Similarly, the use of ABA in C2 is beneficial from several aspects. First, the agent
provides system modularity. Each agent can be responsible for each component or
condition. As such, the complexity of the BCS can be managed by refining the overall
system into subsystems based on BCS components and BCS functions. Second, due to
the autonomous nature of agents, agent-based architecture offers system mobility that
allows the system to add, modify or replace any module without affecting the rest of
the system (Pang, 2010). The use of ABA could be beneficial by providing intelligent
and integrated monitoring of the system conditions.
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3.2 Multi-agent system

In this section, the multi-agent system (MAS) will be introduced. In section 3.2.1,
the concepts of agent and MAS are defined. Following this, different architectures of
MAS are discussed in section 3.2.2. Issues associated with the development of MAS
such as communication, agent management and agent-based middleware are outlined
in section 3.2.3. Finally, a review of MAS applications is given in section 3.2.4.

3.2.1 Introduction of agent and multi-agent system

H. Nwana and Ndumu (1997) defined an agent as referring to a component of software
and hardware which is capable of following instructions exactly in order to accomplish
tasks on behalf of its users. A commonly accepted view of the agent is its three main
features: autonomy, adaptability, and coordination (Guo & Zhang, 2010).

• Autonomy: each agent acts without any control of human beings or other ob-
jects.

• Adaptability: an agent is capable of responding to unexpected events and adapt-
able to a changing environment.

• Coordination: an agent can communicate and coordinate with other agents or
entities in order to satisfy a set of the objectives.

An agent can display behaviours and properties. The level of intelligence and auton-
omy of an agent depends on the behaviours and properties it possesses. Based on
different purposes and uses, three types of agent are presented (Russell et al., 2003) as
follows:

• Reflex agent: this type of agent has a relatively simple level of intelligence in
that can react to different environmental changes based on defined rules. For
example, it works by finding a condition that matches the current external con-
ditions and performs the actions that are associated with the rule. This type of
agent is useful for the systems that require a fast time response.

• Goal-based agent: this type of agent has more advanced intelligence and com-
plex behaviour. It can combine the current conditions with goal-information (de-
sired actions) to make decisions in order to achieve the goal. The DM process
may invoke complex reasoning or space searching processes when the goal can-
not be derived from immediate actions. This type of agent is useful for complex
DM context.
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• Utility-based agent: when a goal can be achieved via multiple actions. This type
of agent includes a utility function that will map the action and state to a real
number. The agent can use this real number to generate corresponding actions.
Meanwhile, the utility function can provide explicit trade-offs which help the
agent to take appropriate actions when conflicting goals appear. Similar to the
goal-based agent, the utility agent is also suitable for a complex DM context.

A common goal when designing an agent-based system is to enable an agent to com-
municate and corporate with other agents to complete complex tasks. A system com-
prised of two or more agents are known as the multi-agent system (MAS). Based on
the definition proposed by Weiss (1999), a MAS is ’a system composed of a collec-
tion of autonomous and interacting entities called agents, evolving in an environment
where they can autonomously perceive and act to satisfy their needs and objectives’. In
general, a MAS can be categorised into two types, competitive and cooperative MAS.
In a cooperative system, the agents in MAS strive to obtain a global goal. For example,
when monitoring a large-scale network such as the power grid, each agent might repre-
sent a single infrastructure or asset. In this scenario, the goal of individual agents may
be to monitor a single parameter that is not relevant to the global goal. The only goal
that all agents are committed to reaching is to maximize the flexibility and reliability
of the network. In contrast, a competitive system may include agents with conflicting
goals. For instance, in a business negotiation scenario, each agent may represent one
business party to negotiate with other agents. Therefore maximising its benefits is the
goal for each agent.

3.2.2 MAS architecture

The architecture of a MAS defines how agents are organised. It describes the roles,
relationships, and authority structures that govern the agents’ behaviours (Horling &
Lesser, 2004). In general, there are two types of architectures, namely, the fully dis-
tributed architecture and the hierarchical architectures. In a fully distributed archi-
tecture (as shown in Figure 3.2 (A)), each agent represents an entity, a job, or a party.
Here, agents communicate with each other directly. This type of architecture is suitable
for solving problems which can be divided into several subtasks. Each task will be ex-
ecuted by an agent through communication and negotiation with other agents. Results
obtained from each agent will be aggregated together for operations management. The
hierarchical architecture (see Figure 3.2 (B)) introduces the mediator agent into the
MAS. This improves the robustness, stability, and optimality of the system. Maturana
and Norrie (1996) defined the mediator agent as a distributed decision-making sup-
port system for coordinating the activities of a MAS. Coordination tasks include sub-
tasking, the creation of virtual communities of agents and execution of the process
imposed by the tasks. In this type of architecture, the mediator is assumed to be the
system coordinators by promoting cooperation among intelligent agents and learning
from agents behaviour (Shen & Norrie, Nov,1997).
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Figure 3.2: A categorisation of the MAS architectures

Other types of architectures are also involved in the development of MAS. Figure 3.2
(C) depicts a tree-like hierarchical architecture where agents in the higher layer have a
more global view than those below them. The information generated by lower agents
travels upwards to the higher agents and the control command created at higher layers
flow downwards to provide directions to lower agents. This type of architecture is
suitable in the design of control systems design. In addition, Figure 3.2 (D) outlines
a federation. Each federation contains a mediator at the edge of the federate. The
federate mediator is responsible for communication and information exchange with
other federate. This type is suitable for controlling and monitoring large-scale and
complex environment such as manufacturing. A comprehensive review of different
types of architecture in the design of MAS, a paper Horling and Lesser (2004) was
referred to.

In general, no single type of architecture exists that is suitable for all situations and
contexts. The choice of architecture type is a trade-off between different factors such
as computation complexity, coordination rules, user acceptance, organisation rules,
communication overhead and so on. Thus, a deep understanding of the nature of the
problem defines the most suitable MAS architecture.
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3.2.3 MAS development

In this section, several key aspects related to MAS development are considered. This
includes agent oriented programming, communication and language, agent manage-
ment, and agent-based middleware.

Communication and language

Ensuring ambiguous communication between agents is an important task in the de-
velopment of a MAS. The foundation of intelligent physical agents (FIPA) 3 estab-
lished the standards of agent interactions and communication. A knowledge query
and manipulation language (KQML) have been widely used as the language of agent
communication language. More recently, however, this has been replaced by ACL
(agent communication language) established by FIPA. An ACL message normally con-
sists of several parts. This includes the content of the message, information about the
sender and receiver (e,g, name and address), the type of the message (e.g., performa-
tive and call-for-proposal), and the used language (e.g., protocol). For complex and
information-intensive communication among agents, ontology is applied to define the
vocabulary used during conversation. A more detailed explanation of agent communi-
cation and FIPA standards can be found in O’Brien and Nicol (1998).

Agents management

In addition to the communication between two agents, the way of how multiple agents
are managed is also important during the development phase of a MAS. Similarly,
FIPA has established a standard for the agent management. A reference model for
agent management is shown in Figure 3.3. The agent module corresponds to a specific
agent which defines the life cycle of an agent in five different states. These states in-
clude initiated, active, waiting, suspended, and in transit. On top of the agent module,
an agent management system is used to provide a run-time environment for agent de-
ployment. A directory facilitator is used to provide yellow page services to agents. In
other words, it stores a list of registered agents with their state and capabilities. A mes-
sage transport system provides the transport protocol for message transfers between
agents. The protocol describes the common rules that agent interactions should follow.
To enable complex interactions, FIPA has also defined several types of protocols. A
commonly used protocol is the contract-net protocol shown in Figure 3.3. Here, the
initiator starts an interaction by sending a call for proposal to participants and waits for
a response. The participator can either refuse the call or return the proposal. If a pro-
posal is returned by the participants, the initiators will evaluate the proposal and either
accept or refuse it.Except for the contract-net protocol, others like brokering, auctions,
request, query, and user-defined protocols are also widely applied.

3FIPA: http://www.fipa.org
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Figure 3.3: A FIPA agent management reference model, and communication protocol
specification, derived from F. Bellifemine et al. (2001)

Agent-based platform

An agent-based platform (ABP) provides a generic software infrastructure for the
implementation of a MAS. An advantage of adopting an ABP is that it is problem-
independent. This enables developers to focus on the core of agent behaviour and in-
telligence. The ABP considers several common issues during MAS development, such
as agent communication and management, and complies with the FIPA standards. Be-
cause most ABPs are developed using a popular language (e.g., Java), they also provide
rich application programming interfaces and third-party libraries for which the agent
capability can be extended and improved. There are numerous general-purposes ABPs
available in literature, such as JADE (F. Bellifemine et al., 2001), Cougaar (Snyder et
al., 2004), ZEUS (H. S. Nwana et al., 1999), and so on.

Each ABP has its scope of interests. To select the optimum ABP, four main require-
ments are considered. First, the language should be widely used. Second, it should
comply with the FIPA standards. Third, it should be an open source software and
been actively supported. Finally, it should be stable and scalable. Based on these re-
quirements, a comparison is performed between several popular ABPs. These include
JADE, ZEUS, JACK, and VOLTTRON.

The comparison is summarised in Table 3.3. In light of the comparison, the JADE
ABP has been selected as the tool for MAS development in this thesis. Chapters 5
and 6 will further illustrate the implementation details by using JADE. The JADE
is an open source agent development platform which is compliant with FIPA stan-
dards and fully implemented in Java (F. Bellifemine et al., 2001). It simplifies the
MAS implementation through a run-time middleware and a set of tools and libraries
that support application-dependent development. Another advantage of using JADE is
that it also includes built-in graphical tools that support the debugging and develop-
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Table 3.3: A comparison between different ABP platforms

Properties JADE ZEUS JACK VOLTTRON
Programming
language

Java Java Java
Language
independent

Standards FIPA-compliant
FIPA-
compliant

FIPA-
compliant

Not specified

Technical
support

Active Discontinued Active Active

Development
method

Command line,
IDE

GUI based GUI based Command line

Advantages

Stable, various
third party
adds-on, can be
implemented on
mobile devices

Easy for
development,
suitable for
rapid
prototyping

Full
components
for Java
development

Has hardware
driver support

Disadvantages
Challenging for
beginner

Weak
documentation

Weak
documentation

Limited usage
in industry

Free of use Open source Open source Not free Open source

ment tasks. Because JADE is fully implemented in Java, it also supports deployments
on different machines which do not need to have the same operating system. The
JADE agent platform has been applied in multiple domains such as power grid con-
trol (Kantamneni et al., 2015), business negotiation (Wang et al., 2014), transportation
scheduling (Narayanaswami & Rangaraj, 2015), and system monitoring (Dibley et al.,
2015).

3.2.4 A review of MAS applications

In previous sections, different aspects regarding MAS development have been dis-
cussed. In light of this discussion, this section conducts a review of MAS applications
in the engineering industry. There is a large number of research works whereby apply-
ing MAS the complex DM problems in various fields are solved. In response to the
scope of this thesis, two typical MAS applications are reviewed. It includes a review
of transport planning and a review of equipment control. The result is summarised in
Table 3.4. First of all, the MAS is well suited for solving planning scheduling problem,
especially in situations where quality decisions require intensive negotiation and infor-
mation exchange. Moreover, given the high modularity of a MAS, it is also recognised
as an important tool for coordination and control of a complex and geographically dis-
tributed equipment. A MAS can be designed to divide a complex system/task into sub-
parts where an agent or a group of agents handles each parts and the overall decision
is generated by merging all sub-decisions into a universal one with certain criterion.
This can potentially leads to improved solution quality or a reduction in the amount of
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time spent on computational time. A typical sub-part problem of an agent or a group
of agents includes a set of operations it should perform, a set of constrains it should
meet, a set of resources it should assign, a set of objectives it should achieve, and also
the current state of the agent.

In sum, the given characteristics of a MAS present potentials for improving the per-
formance of PL systems, specifically for the two addressed challenges. in Chapter 5,
a MAS will be implemented to assist the DM process of a barge transport planning.
in Chapter 6, a MAS will be implemented to support the DM process of reliability
assessments of a large-scale BCS.

3.3 Selection of IDM approach for collaborative plan-
ning

In section 2.3, the problem of hinterland barge transport was discussed. It was con-
cluded (in section 2.7) that a potential way is to implement an integrated DM system
using ICT technologies. For the HBT planning problem, an approach to support plan-
ning needs to be selected. Within the literature, there are mainly three types of ap-
proaches that can be used for solving a planning problem, namely an exact algorithm,
heuristics and meta-heuristics. In this section, three approaches are briefly reviewed,
and the choice of using meta-heuristics is justified.

3.3.1 Exact algorithm

The exact algorithm is widely used for finding optimal solutions to classical planning
problems. By formulating the problem into a standard model (e.g., integer linear pro-
gramming and mixed-integer programming), the exact methods can guarantee to find
an exact solution in a finite amount of time. Typical exact methods include branch and
bound, linear programming, dynamic programming and so on. Use of the exact algo-
rithm has a long history in the domain of operations research. However, its limitations
are evidenced by solving large-scale scheduling problem (Jourdan et al., 2009). For
example, for a problem that is categorised as NP-complete or NP-hard, the use of the
exact algorithm solvers cannot be applied to find the optimal solution within polyno-
mial time. In order To cope with the large-scale optimisation problems, especially for
the NP-hard and NP-complete ones, the use of heuristics is preferred.

3.3.2 Heuristics

Compared to the exact algorithm, heuristics is a problem-dependent algorithm which
can find an acceptable solution within a reasonable period compared to the exact al-
gorithm. The use of heuristics cannot guarantee an optimum solution. In general, the
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solutions are normally worse than the optimal one. The effectiveness of a heuristic
method depends upon its ability to adapt to a particular problem, avoid solutions been
trapped at local optima, and exploit the basic structure of the problem. Amen (2000)
proposed a priority rule heuristics to address the assembly line balancing problem.
Ruiz and Maroto (2005) surveyed the heuristics methods been applied to the problem
of floor shop scheduling. They compared the heuristics ranging from Johnsons algo-
rithm to dispatching rules on computation efficiency accuracy. Due to its problem-
dependent nature, there exists no framework exists that the use of heuristics can be
based on. In contrast, the meta-heuristics provides a high-level problem-independent
algorithmic framework which defines a set of guidelines or strategies to develop heuris-
tic optimisation algorithms.

3.3.3 Meta-heuristics

Osman and Laporte (1996) defined meta-heuristics as ’an iterative generation process
that guides a subordinate heuristic by combining intelligently different concepts for
exploring and exploiting the search space; learning strategies are used to structure in-
formation in order to find efficiently near-optimal solutions’. Meta-heuristics can be
used to solve NP-hard problems with a large number of variables and non-linear objec-
tives. Unlike heuristics, which requires significant efforts to customise the algorithm
to suit specific problems, meta-heuristics can be used to solve any optimisation prob-
lems. For a comprehensive review of meta-heuristics and its applications, the work of
Osman and Laporte (1996) was referred to. The meta-heuristics that considered in this
thesis are introduced below.

Simulated annealing (SA) algorithm is a generic probability method. It is inspired by
the process of annealing in metallurgy. This involves heating a substance and then
gradually cooling it to obtain a high-strength crystalline structure. The advantage of
using SA based optimisation is evidenced that any intermediate non-improving moves
can be accepted with a probability which takes the current best optimal away from
local maximum (Crossland et al., 2014). Kirkpatrick et al. (1983) first introduced the
SA in the optimisation domain. in 1983 Since then, the SA had been used extensively
for solving optimisation related engineering problems such as vehicle routing (BañOs
et al., 2013), job-shop scheduling (Faccio et al., 2015), terminal berth allocation Lin
and Ting (2014) and so on.

A genetic algorithm (GA) is an iterative stochastic algorithm in which natural evolution
is used to model a solution search process. It is inspired by population genetics (includ-
ing heredity and gene frequencies), and evolution at the population level, as well as the
Mendelian understanding of the structure (such as chromosomes, genes, alleles) and
mechanisms (such as recombination and mutation) (Brownlee, 2011). A GA normally
consists of three operators: (1) selections: individuals in the population are selected
as parents; (2) crossover: parents are crossbred to generate offerings; (3) mutation:
the offspring may be altered according to the mutation rules. For each generation, the
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objective is to improve the fitness of the individuals (the objective value). Such a result
is obtained by simulating the two principal mechanisms (the crossover and mutate op-
erators) which govern the evolution of living beings. The use of a GA-based approach
is applied to multiple engineering problems, such as vehicle scheduling (Zuo et al.,
2015), ship planning (Bruzzone & Signorile, 1998), parameters optimisation(Bäck &
Schwefel, 1993) and so on. In addition to the classic version, the core of GA is also
extended to cope with more complex problems, such as multi-objective optimisation
using a non-dominated sorting genetic algorithm (Deb et al., 2002).

Furthermore, in addition to the application of single meta-heuristics, the development
of hybrid meta-heuristics by combining two or more algorithms has also recently at-
tracted attention in different engineer industry. By integrating the advantages of differ-
ent approaches, the solution quality and computation efficiency can expect to improve.
For example, Junghans and Darde (2015) combined SA with GA for building optimi-
sation. Both computation time and solution quality were improved by applying the
hybrid approach compared with the single one. Hybrid meta-heuristics is also used in
multi-objective planning. For example, L. Zhang et al. (2013) integrated tabu search
with a GA to address a dynamic job shop scheduling problem.

3.3.4 Discussion

In this thesis, a hybrid algorithm combined with a simulated annealing and a genetic
algorithm will be used in Chapter 5 to assist the collaborative planning process. This
choice has been motivated by two main points as discussed below.

Firstly, the parties (i.e., terminal and barge companies) involved in the hinterland barge
transport have their interests. To enable collaborative planning in this context, different
interests need to be harmonised. This can lead to a multi-objective planning problem.
To solve a multi-objective bi-level problem, the main goal is to obtain the solutions that
comprising the Pareto front. Any solution of the Pareto set is optimal in the sense that
no improvement can be made on one objective without degradation of at least one other
objective. Within the literature, several existing meta-heuristics (e.g., evolutionary al-
gorithms and particle swarm optimisation) are population-based. This means that we
can aim to generate several elements of the Pareto optimal set in a single run. More-
over, meta-heuristics seem particularly suitable to solve multi-objective optimisation
problems. This is because they are less susceptible to the shape or continuity of the
Pareto front (e.g., they can easily deal with discontinuous or concave Pareto fronts),
whereas this is a real concern for mathematical programming techniques.

Secondly, the requirements for applying the exact method assumes all the informa-
tion is collected and aggregated at a single place which is available to process. As
discussed in section 2.3, one of the major issues of the HBT problem is the lack of
collaboration between terminals and barges party, the root cause is lack of information
sharing. Though both terminal and barge party aware of this issue (with discussion
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from industry expert from Port of Rotterdam), it appears difficult to achieve an ac-
ceptable solution because autonomy and privacy are their primary concern. In this
sense, centralised planning is not realistic, which means it is difficult to gather all the
information from both terminals and barges to the one single location for centralised
planning. For this thesis, the condition of adopting a commercial solver (e.g., Cplex)
when information is available. In other words, the planning board of all terminals from
the port region and all barge sailing plan are available.

3.4 Selection of IDM approach for reliability assess-
ments

As illustrated in section 2.5, the on-going challenges associated with reliability as-
sessment of equipment in PL system can be summarised in three main aspects; (1)
unreliable inspection and DM; (2) lack of a system of information integration; (3) un-
certainty of problem ownership. Given these deficiencies, the desired functions from
the intelligent DM approach are listed as follows:

• Inform users of on-going affairs.

• Determine the consequence that could be potentially induced by a disruption.

• Determine what method or algorithms that could assist in identifying and cor-
recting the condition.

• Proposing suitable actions.

• Identifying, listing and documenting the disruptions and the actions been taken.

The core of the desired functions can be summarised as delivering the right informa-
tion to the right person at the right time. It not only emphasis on designing specific
method to cope with specific faults, but also expects an integrated and intelligent sys-
tem that incorporates the user interests, system specifications, and expert knowledge.
To achieve this, the concept of context-awareness and the context-awareness system is
introduced below.

3.4.1 Context-aware system

A widely accepted definition of context is given as: ’any information that can be used
to characterise the situation of an entity. An entity is a person, place, or object that is
considered relevant to be the interaction between a user and an application, including
the user and applications themselves’ (Krummenacher & Strang, 2007). A system
is characterised as context-aware if ’it uses context to provide relevant information
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and services to the user, where relevancy depends on the user’s task’ (Dey, 2001). The
CAS has been applied extensively in the health care industry (Bricon Souf & Newman,
2007) and education (Rani et al., 2015). Recently, there has been a growing interest
in applying CAS to facilitate decision-making in a data-intensive context. Evchina et
al. (2015) designed a context-aware information management middleware to address
the problem of selective information delivery in data-intensive monitoring systems.
Nadoveza and Kiritsis (2014) also considered information delivery in the context of
the enterprise information system by context-modelling and reasoning. K. Kim et al.
(2015) developed a CAS to assist risk management in the cold chain logistics.

CAS in reliability assessments

To extend the applicability of CAS and fulfil the needs of equipment supervision,
several works have already been published. on the subject. For example Pistofidis
and Emmanouilidis (2012), introduced context-awareness in engineering asset man-
agement. The work delivers a context-aware e-maintenance framework for context
capturing and responding in a shop-floor environment. Similar work was conducted
by Galar et al. (2015) who proposed a CAS for decision-making associated with asset
wear and tear maintenance. Kumar et al. (2015) and Elhdad et al. (2013) attempted to
integrate a CAS into system monitoring and maintenance.

3.4.2 Selection of technological solutions of CAS

To implement a CAS, the first step is to choose an appropriate methodology for context
modelling. The context model should fulfill several requirements:

• Formal definition and access to knowledge, its storage, maintenance, use and
modification

• In-depth analysis, decision-making and control

• Capturing dependencies, relations, inference between components, subsystem,
systems, and users.

• Dealing with the complexity of risk identification, analysis, assessment, and
knowledge exploitation

• Ease of maintenance and re-use

In response to the requirements outlined above, three major technological solutions are
examined, namely complex event processing, linked stream data and ontology.
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• Complex event processing (CEP) is a method of analysing large streams of data
and inferring patterns and features with pre-defined rules. Its usages are found
in multi-sensor data fusions in cars (Terroso-Saenz et al., 2015), security moni-
toring in a visualised environment (Baumgartner et al. (2015)), and information
systems in logistics (Gaunitz et al. (2015)). Several limitations exist when apply-
ing CEP: First, the CEP concerns timely detection complex events with a stream
of context information which heavily rely on a large number of rules. These rules
require consistent checking (Anicic et al., 2010). Second, the given rule is ex-
pressed with engine-specific language which could impede the interoperability
of the system (Evchina et al., 2015).

• The linked stream data (LSA) approach is also recognised as a tool for context-
modelling. It offers a capability for deriving implicit knowledge from explicit
statements. It also supports continuous queries with query languages. However,
its limitation is given that it mainly focuses on temporal data processing and
reasoning over RDF models. This limits its scope of use.

• Ontology is defined as an explicit specification of a conceptualisation, which
has been used to describe a specific domain knowledge where concepts and re-
lationships are unambiguously defined and checked (Staab & Studer, 2010). As
such, it is perceived as a knowledge base where information can be extracted or
inferred from. Its advantages are given as (1) Genericity: the ontology model is
about knowledge and information integration which can be designed as an upper
model been applied across multiple domains. Therefore, it is considered to have
significant expressive power (Ejigu et al., 2007); (2) Reasoning: the reasoning
mechanism is considered to be an extraordinary property over other models. It
can infer and reason knowledge and new information based on the current con-
text. It is also used to evaluate the consistency and completeness of the current
model (Nadoveza & Kiritsis, 2014); (3) Granularity: the ontology model allows
concepts to be defined closely to related entities or contexts. This is known as
fine-grained ontology. It allows the application of ontology more applicable in
different domain either general or specific.

In sum, both methods can be used to model the context. The reasoning capability of
CEP relies extensively on the rules. This can be difficult to maintain in a complex
environment. Also, implicit knowledge cannot be inferred. Concerning LSD, it is
efficient in handling large streams of data and supports temporal reasoning. However,
its use is also limited to semantic reasoning. The ontology method provides ideal
properties concerning the requirements. Firstly, knowledge from a specific domain
can be structured based on taxonomies and relationships in the ontology. It provides
a standard and vocabulary on which to model a domain. This is easy to maintain
and use. Secondly, the ontology can capture and reason relationship and knowledge
through properties, rules and constraints. Thirdly, it is also able to reason new facts or
knowledge based on current context.
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In light of the discussion above, the selection of ontology as the CAS technological
solution is justified. A detailed introduction of the ontology will be provided in the
following section, and its use will be discussed in Chapter 6.

3.4.3 Ontology

In the previous section, ontology was selected as the context modelling tool. In this
section, an introduction of ontology is presented.

Definition

The term ontology is formally defined as an explicit specification of a conceptuali-
sation (Guarino et al., 2009). The definition originates from the domain of artificial
intelligence and computer science industry. To be more specific, ontology is a collec-
tion of (Ramos, 2015):

• a set of terms and vocabulary related to a certain domain.

• a set of relationships between terms.

• a set of axioms that define the intended vocabulary.

An ontology is used to describe, represent and model a domain knowledge. It uses a
set of concepts to describe the domain knowledge and uses relationships to represent
the dependency between concepts. A set of axioms is used to define the scope of
interpretation and inference. Every branch of science has its ontology (Hadzic et al.,
2009).

Logic for ontology representation

To interpret and represent an ontology in a generic form, formal logic is required. De-
scriptive logic (DL) is widely recognised as for describing and reasoning knowledge
with expressiveness and decidability (Baader, 2003). The DL is defined as a set of
knowledge representation languages that can be used to model or represent the knowl-
edge of an application domain in an organised, structured, and easy to understand way
(Staab & Studer, 2010). Assuming we want to express a concept of ”A man who
has three children, all of whom are students”, the concept can be described by DL as
follows:

Human�Male� (>= 3hasChild)�hasChild.Student
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A DL architecture is shown in Figure 3.4. It includes four parts.

• TBox: A terminological formalism, known as TBox, is used to define descrip-
tions of a complex concept. For example, the statement below represents that a
female is a human:

Female � Human

• ABox: An assertional formalism, known as ABox, is used to define the property
of individuals. For example, the statement of ”Tom has a child whose name is
Mary” can be expressed as:

hasChild(Tom,Mary)

• Reasoning: A DL provides a user with different reasoning capabilities which can
be used to infer implicit knowledge from explicitly represented knowledge. For
example, it can infer the relationship between concepts and individuals.

• Descriptive language: The DL, by definition, is a knowledge representation for-
malism. A language is needed in order to apply DL in practice. In the following
section, two major languages will be introduced.

TBox

ABox

Description  
Language

Reasoning

Figure 3.4: A Descriptive Language architecture, derived from Ramos (2015)

Descriptive language

In ontology development, the descriptive language is used to translate data into mean-
ingful representations. In other words, the descriptive language is used to give meaning
to data. The resource description framework (RDF) is the first established language to
describe the semantics to data. It provides a data model to present the semantics of
data. The data model is a triple which includes:

• Subject: the resource to be described.
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• Predicate: a predicate of the resource.

• Object: the value of the subject

The RDF is widely used on the internet to link data from different sources together,
and enable machines to interpret the data in a meaningful manner to end users.

For example, although RDF is widely used in ontology development, RDF is not ex-
pressive enough to provide information about its predicates and the relationship of its
predicates with other resources (Ramos, 2015). Consequently, other frameworks are
introduced such as RDFS and OWL( ontology web language) . Among these, the
OWL is the most used language in ontology development. In general, the OWL is
build based on RDF. This significantly improves its expressiveness. In RDF, the ex-
pression is straightforward. For example, ’A hasChild B’. In OWL, it can be added to
define properties and classes. For example, in OWL, the expression ’A hasChild B’
also implies that ’B isChild of A’. Similar to RDF, the OWL also contains three major
elements,

• Classes: a collection of individuals such as system and components.

• Individuals: belongs to classes, is related to other objects and data values via
properties.

• Properties: a collection of relationships between individuals. This includes data
properties (e.g., hasValue) and object properties (e.g., isChild).

Figure 3.5: An example of OWL elements , derived from Drummond et al. (2007)

An example of pizza ontology (Drummond et al., 2007) using OWL is shown in Figure
3.5. In this example, two core classes are identified, namely, a Pizza and a PizzaTop-
ping. The individuals of each class are defined under the scope of each class. For
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example, a ChessyPizza is an individual of a Pizza. The property defines the rela-
tionships between individuals. In this example, two properties are defined, namely
isToppingOf and hasTopping. If a ChessyPizza is an individual of Pizza, and Moz-
zarellaTopping is an individual of PizzaTopping, it is possible to link these two in-
stances by the property isToppingOf which can be written as:

isToppingO f (MozzarellaTopping,ChessyPizza)

The OWL is a language which is used to express descriptive logic. As discussed pre-
viously, a DL has two major components which are TBox and ABox. A TBox is a
schema that defines the core concept of a certain domain. An ABox includes a set of
instances asserting facts based on the concepts defined in TBox. Tables 3.5 and 3.6
presents the mapping between OWL and DL with respects to both TBox and ABox.

Table 3.5: An OWL semantics (TBox)

OWL syntax DL representation Example
subClassOf C1 �C2 Female � Human
equivalentClass C1 ≡C2 Man ≡ Human � Male
subPropertyOf P1 � P2 hasDaugther � hasChild
equivalentProperty P1 ≡ P2 cost ≡ price

Table 3.6: An OWL semantics (ABox)

OWL syntax DL representation Example
type a : C John : Male
property < a,b >: R < John,Mary >: hasChild

Ontology based reasoning

As previously discussed , a DL is used for ontology development. A DL is constructed
with four parts as shown in Figure 3.4. The definition of TBox, ABox and description
language have already been outlined. The last part is ontology reasoning.

The ontology reasoning is implemented via rule execution. The semantic web rule
language (SWRL) is well defined and extensively used in ontology reasoning devel-
opment. It is an extension of OWL language and serves to enrich expressiveness. A
general form of SWRL rules are given as follows:

antecedent ⇒ consequent
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Both antecedent and consequent are conjunctions of axioms which can be written by
a1∧ a2...∧ an. Each axioms is composed by variables and predicates. For example,
if we want to represent a rule which reasons that if ’a’ is the parent of ’b’ and ’a’ is
the brother of ’c’, then ’c’ is the uncle of ’b’. A SWRL representation is written as
follows:

parent(?a,?b)∧brother(?a,?c)⇒ uncle(?c,?b) .

Based on the examples presented above, it can be concluded that the use of rules en-
riches the expressiveness of ontology by enabling new knowledge generation via rea-
soning. In a plain ontology, the parent, brother and uncle properties should be defined
explicitly. By applying rules, the ontology is capable of reasoning the uncle property
based on the parent and brother properties.

Motivation for using an ontology for reliability assessment

In previous sections, the basics of ontology were introduced. To be concluded, ontol-
ogy is used to model a domain knowledge by defining its entities and specifying the
relationship between defined entities in an organised way using descriptive language
such as OWL. Ontology can be seen as a knowledge-based database. By using an on-
tology, the data source is linked together, and new knowledge or fact can be inferred
from the ontology. Several major advantages are listed as shown below:

• Structuring knowledge about a specific domain based on taxonomies and class
hierarchies

• Defining a standardised and common vocabulary for users and software

• Instantiating data, facts, and knowledge elements

• Capturing complex relationships between knowledge elements through proper-
ties, restrictions and rules

• Reasoning about facts and inferring new ones

The ontology has been successfully applied in multiple industries. It has been proven to
be effective in supporting information integration and mining in a data-intensive envi-
ronment. For example, Evchina et al. (2015) developed a context-aware middleware to
assist monitoring tasks in a data-intensive environment (e.g., building condition mon-
itoring) where the ontology is chosen as the primary tool for context modelling and
information integration. K. Kim et al. (2015) developed an intelligent risk manage-
ment system for logistics chain monitoring. The domain knowledge is structured by
the ontology. Different rules are incorporated in the ontology to support a real-time
assessment of potential risks. Different uses of ontology can also be found in dis-
ease diagnosis (Y. S. Chang et al., 2015), risk management in logistics (K. Kim et al.,
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2015), e-maintenance (Chioreanu et al., 2014), building automation (Evchina et al.,
2015), and enterprise management (Nadoveza & Kiritsis, 2014).

In section 2.7, several potential improvements regarding reliability assessments of
large-scale equipment were proposed. One improvement is evidenced via information
integration. Integration should not only emphasise on storing data in a central place but
more focus on how to transform data into useful information. It should provide a way
of linking different data sources and knowledge together. Given such requirements,
the ontology can be seen as a meaningful tool to fulfil the requirements as listed blow.

• Facilitate interoperability and communication between various ICTs;.

• Formalise knowledge about equipment assessment knowledge;

• Define, describe, and standardise vocabulary, concepts and relationships be-
tween system activities and components.

Currently, no available work has integrated the ontology technologies in the domain of
the PL systems to assist reliability assessment functions. In light of this,this research
attempts to introduce ontology to PL and discuss how it can be used, and investigate
its potential benefits. A detailed discussion will be given in Chapter 6.

Ontology design approach

According to Uschold and Gruninger (1996), there are three general approaches for
adopting an ontology design.

• Top-down approach: this approach begins with the most general concepts in the
considered domain and subsequently expands and specialise the concepts.

• Bottom-up approach: this approach begins with the most specific entities without
considering the hierarchy. Subsequently, it groups the defined entities into a
generalised concept.

• Middle-out approach: this approach is a combination of the previous approaches,
and it is more flexible compared with the top-down and bottom-up approaches.
This approach emphasises the balance of level of details, namely, entity, concept,
relationships, and individuals, only to be captured as necessary. Consequently,
the use of the middle-out approach allows for more application-specific ontol-
ogy.
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An ontology development tool: Protege

An ontology tool is needed for ontology development. In this research, the tools named
Protege has been chosen. A screen-shot of the Protege development interface is shown
in Figure 3.6. Protege is an ontology development tools developed by Stanford Univer-
sity. There are several features enabled Protege to become popular tools for ontology
development domain, they are outlined below. A comprehensive review of different
tools can be found in Youn and McLeod (2006).

• User interface: Building an ontology is a complex task which requires the engi-
neer to have specific knowledge to construct a complete ontology. The Protege
eases the development process by providing a user-friendly interface. The in-
terface allows the user to construct domain ontology, customize data entry and
import data.

• Rich built-in tools: Due to its popularity, the Protege is supported and developed
by a community of engineers. There are plenty of built-in tools that allow users
to design and verify the ontology efficiently. For example, a built-in reasoner al-
lows users to determine class inconsistencies and discover implicit information.
A UML visualisation tool allows end-users to visualize the overall ontology.

• Java language compatible: Another feature is its compatibility with Java. The
ontology created by Protege can be directly transformed to Java code. Conse-
quently, it allows the developed ontology to be further integrated with a Java-
Based software system. It enables any Java-based system to integrate and inter-
act with the ontology knowledge base easily.

Figure 3.6: A screen shot of Protege development interface. The right side shows
a class definition panel. The left side shows a SWRL panel used to define and run
SWRL rules.
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3.5 Discussion

It can be seen from previous sections that the following two technologies have been
selected:

• Middleware technology: a multi-agent system has been selected to support in-
formation exchange, coordination and collaboration, and preserve an entity au-
tonomy.

• IDM selection: a meta-heuristics has been selected to assist barge transport plan-
ning. An ontology has been selected as the tool to implement a context-aware
system and subsequently support reliability assessment.
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Figure 3.7: A summary of the technology selection and the open questions

However, at this stage , it is still unclear about how to apply the chosen technologies
to solve these problems (see Figure 3.7). The questions include how the agent system
should be organised and how to integrate the IDM with the agent system. As a result,
three steps should be taken:

• Step 1: Design a generic framework to integrate all the components of the sys-
tem. The first step relates to the design of an information system architecture.
The architecture is defined as defining and controlling the interfaces and the in-
tegration of all the components of the system (Zachman, 1987). As discussed in
section 2.6, different architectural types are available in the current PL ICT ap-
plications, e.g., a centralised architecture, a fully distributed architecture. Each
architectural type has its scope of applicability, and pros and cons. It is required
to generalize an architectural type based on the nature of the addressed problems.

• Step 2: Specify the scope and responsibility of each component. The second
step is a follow up of the architectural design. By specifying the architectural
type, the responsibility and the function of each component needs to be defined.
The connections and relationships between each component need to be defined
as well.
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• Step 3: Implement the functionalities of each component and assessing the per-
formance and results. The third step is the implementation stage where the ar-
chitectural type is initialized and adapted to the specific use case.

in Chapter 4, we will design an integrated architecture as described in steps 1 and 2.
The step 3 will be executed in Chapters 5 and 6.

3.6 Conclusion

This chapter provides answers to the sub-question 1.2, as listed in Chapter 1. It jus-
tified the choice of technologies to support the integrated DM system development.
Specifically, two elements have been selected namely the technology for middleware
development and the technology for IDM.

The multi-agent system has been selected as the primary tool for meeting the require-
ments of middleware development for the following reasons. First, a MAS system
enables information exchange in an open and dynamic distributed system. Second, a
MAS is capable of supporting iterative and hybrid behaviours. This means that agent
systems can handle, select and combine multiple behaviours to react appropriately to
any requirements. Third, the modularity of a MAS makes it a suitable candidate for
establishing monitoring tasks for a large-scale and complex system.

Intelligent DM approaches are selected in sections 3.3 and 3.4. Several theoretical
planning approaches are reviewed in section 3.3. As a result, meta-heuristics has been
selected as the main approach to support collaborative planning. To enhance reliabil-
ity assessments of large-scale equipment, the context-aware system was introduced in
section 3.4. This will be used to support tasks including knowledge management and
information integration. As a technological solution, the ontology is chosen to imple-
ment the CAS system to support equipment reliability assessments in a PL system.

The selection of specific technologies has now been determined. Therefore, it is es-
sential to explore how best to apply them to improve PL performance. In Chapter 4,
a framework will be proposed to integrate the technologies discussed in this chapter.
Based on the framework, intelligent DM systems will be developed to achieve efficient
collaborative planning and reliability assessment in Chapters 5 and 6 respectively.



Chapter 4

An integrated decision-making
framework

Chapter 3 selected different ICT technologies that could solve the DM challenges,
which were previously discussed. Two key elements were identified: middleware
technology and an intelligent DM approach. For middleware technology, the agent-
based system was chosen as it fulfils the requirements for collaboration, information
exchange, and autonomy. Likewise, concerning the intelligent DM approaches, meta-
heuristics and context-aware system were introduced, which addressed the collabora-
tive planning and reliability assessment challenges. It was also concluded in Chapter
3 that an architecture is required in order to integrate the selected tools.

Given this, this chapter explores how to integrate different ICT tools to address specific
challenges. Section 4.1 introduces the requirements and functionalities required with
regards to the architecture design. Section 4.2 provides a classification of different
architectural types and offers a comparison between them. Section 4.3 proposes an
integrated DM framework, based on which two technological frameworks are designed
to address the two challenges highlighted in section 4.4. The conclusion is drawn in
section 4.5.

4.1 Introduction

As discussed in Chapter 2, the PL system is facing two DM challenges: collaborative
planning of hinterland barge transport and the reliability assessments of large-scale
conveyor belt systems. The challenges are caused by two reasons: (1) insufficient
information exchange and sharing among different entities (2) insufficient decision-
making support. To address these DM challenges, an ICT system is required to meet
the following criterion:

69
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• Provide an information platform for efficient information exchange and sharing
between different PL entities. For example, communication between joined par-
ties and communication between systems and sub-systems.

• Provide intelligence to support the decision-making process. For example, to
achieve effective collaboration and coordination.

Based on these requirements, different ICT tools were introduced in Chapter three.
The goal is to use these ICT tools to provide functions that address the requirements.
The agent-based system was selected as the primary technology to support middleware
development, which is used to assist the exchange of information. The meta-heuristic
and ontology-based approaches were selected as tools to enable efficient intelligence.

To bridge the gap between these requirements and ICT technologies, an integrated DM
framework is required. The purpose of designing an integrated DM framework is to ad-
dress the requirements mentioned above and to implement the required functionalities,
which are summarised as follows:

• F1: Handle user requests and external environmental changes by providing a
platform for information sharing and processing. This function requires an inte-
grated DM system that provides information exchange and sharing environment
in order to respond to the challenges. As discussed in section 2.7, collaborative
planning involves different parties with different interests. An efficient planning
process is determined by the efficiency and the effectiveness of the way that in-
formation has been exchanged. For example, in the hinterland barge transport
case, the owner of the request (i.e., a barge operator) can indicate the receiver
of the information (i.e., a terminal operator). Similarly, the equipment used in a
PL system is normally complex and large-scale. In order To enable an efficient
reliability assessment, the components, processes, and systems should be inte-
grated. Such integration may require intensive information exchanges between
different functional blocks. For instance, the causes of a braking system failure
of a belt conveyor system may include pad abrasion and low hydraulic pressure
(Lodewijks, 2005). In order to make an accurate diagnosis, information about
the condition of the pads and hydraulic pressures should be shared and mined.

• F2: Control the information exchange process and provide positive guidance to
achieve a more efficient and optimum DM. Information exchange and sharing
are supported by F1. However, without certain controls, the information ex-
change process can be inefficient. Regarding the collaborative planning process,
coordination is required during the negotiations between self-interested parties
to ensure a satisfactory planning result. Similarly, interdependency may occur
during interactions. For example, diagnosing a braking system fault of BCS
may depend on the condition of a pad and the hydraulic pressure. An assess-
ment of the braking system can only take place if the dependent conditions are
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met. These type of information exchanges require coordination, which should
answer certain questions, such as when to send a message and to where. To
conclude, F2 focuses on regulating and controlling the way that information has
been exchanged.

• F3: Provide basic services to ensure effective communication and information
processing. This function is used to support internal processes, including in-
formation exchange and decision-making. It defines the negotiation protocol
between the sender and receiver of information.

4.2 A classification of DM systems

Lang et al. (2008) presented a framework to classify logistical planning systems based
on their information and decision-making capabilities. The classification spectrum,
which is given in Figure 4.1, is inspired by their work, but this research focuses on the
decision-making problems within a PL system. The classification is therefore based
on information availability and DM objectives. Information on PL systems can be
generated by global events and maintained globally, or it may pertain to a local event
and maintained locally. As discussed in Chapter 1, decision-making problems include
three levels: strategic, tactical, and operational. Based on the information and level
of DM, a spectrum of classification is presented, which includes a centralised, fully-
distributed, and hierarchical system. The advantages and disadvantages of each type
are discussed below.
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Figure 4.1: A classification of the DM systems based on the role of information avail-
ability and the DM objective, derived from Lang et al. (2008)
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Centralised system

As shown in Figure 4.1, a centralised system in PL systems is used to facilitate strate-
gic and partial tactical DM problems. In a centralised system, information is held or
pertained globally, and all decisions are made at a central level. An example of a strate-
gic level DM within a PL system is the port community system, which was discussed
in section 2.6.2. Information is maintained in a PCS and can be accessed by differ-
ent stakeholders. At a tactical level, a terminal operating system is also characterised
as a centralised system, which integrates different kinds of information, such as ves-
sel arrival times and the availability of resources, as well as creating decisions, such
as quay planning and yard space allocation. Based on a review of ICT systems in a
PL system (see section 2.6.2), most DMs are supported by a centralised ICT system.
However, centralised systems have various drawbacks. First, a centralised decision
may be infeasible due to a lack of availability of information at a certain point in time
(Moonen, 2009) . Second, a centralised DM may lack practicality as centrally integrat-
ing information may be limited due to difficulties with information sharing, costs, and
time. Third, a centralised system may lack flexibility. A rapidly changing environment
and the increasing complexity of operations mean that continuous upgrades and re-
configurations of DM systems are required, but such changes to a centralised system
may be prohibitive (Lang et al., 2008). Though, the use of distributed and hierarchical
systems can potentially overcome these drawbacks.

Fully distributed system

In the lower left part of Figure 4.1 there is a fully distributed system. In contrast to
a centralised system, fully distributed systems generate information that pertains to a
local entity. Each entity may have its objectives or goals to achieve. A complex and
large-scale DM problem decomposed into sub-problems, with each being solved lo-
cally and independently. The final DM results from the integration of sub-problem
solutions. A fully distributed system can be implemented by MAS, which enables au-
tonomous agent decision-making locally. The MAS has been used to solve several DM
problems within a PL system, such as operational alignment (A. M. Douma, 2008) and
equipment control (Van Dam et al., 2006). However, a fully distributed system also has
limitations. First, it may difficult to reach a universal solution because each agent is
only interested in its local preference, but the sum of local optimal decisions is some-
times unequal to the global optimum. Second, the DM process in an agent may depend
on its information and knowledge, as well as the output from another agent. Thus,
synchronisation between independent agents becomes a critical issue within fully dis-
tributed systems. The key is to improve control and coordination between agents, and
so a hierarchical system can be useful.
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Hierarchical system

A hierarchical system is in the middle of the spectrum (see Figure 4.1) . It is widely
used in situations where (1) the local agent is not independent, its DM relies on inter-
nal intelligence, and the outputs from other entities/agents; (2) a universal decision is
generated by mining the result from local entities/agents. The hierarchical system is
structured as a multi-layer system. The problem is decomposed into sub-problems and
passed to each layer where a decision is made locally. Based on Gershwin (1989), the
decomposition includes:

• Decomposition of a process into sub-processes;

• Decomposition of a physical system into sub-systems;

• Decomposition of a complex model (mathematical model) into sub-models.

Through decomposition, decisions are made locally. Depending on the interdepen-
dencies of the sub-problems, the interactions between local entities and agents can be
complex. To address these complexities, synchronous or asynchronous interactions
are required. These types of interactions require coordinated support, which is an
interactive process that involves continuous interactions between the local layer and
centralised layer until a consensus is achieved. As discussed by Lesser (1999), typical
coordination tasks include:

• Identifying which agents can solve a specific sub-problem;

• Determining when a consensus has been reached through the interactions be-
tween agents;

• Deciding how and when to solve a specific sub-problem.

Another essential task is to integrate the sub-decisions into a universal solution. The
integrations include

• Integrating sub-decisions into a unified solution;

• Integrating the conditions of sub-systems;

• Integrating the outputs from sub-models.

Compared with a centralised system, a hierarchical system can be used to cope with
problems that are in nature distribute. Decisions are made locally and integrated cen-
trally. Compared with a fully distributed system, a hierarchical system emphasises
control and the coordination of interactions between local entities, which can improve
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the decision quality. A hierarchical system can be treated as a hybrid distribution sys-
tem, which coordinates and controls distributed entities. As introduced in section 3.2,
a mediator-based MAS is a type of hierarchical system. In a PL system, its typical
usage includes operational policy evaluations in container terminals (Henesey et al.,
2006) , as well as terminal operational planning and scheduling (Yin et al., 2011).

Discussion

A hierarchical system is suitable for addressing the collaborative planning and relia-
bility assessment challenges facing PL systems for two reasons: (1) both challenges
can be decomposed into sub-problems; (2) final decisions rely upon coordination and
integration.

• Decomposition: the collaborative planning process can be decomposed into sub-
processes. Each sub-planning problem can be made locally. Sub-planning is
made based on local information and the information provided by other parties.
Similarly, large-scale equipment can be decomposed into sub-systems, compo-
nents, and sub-processes. To implement a reliability assessment, the condition
of each sub-system is assessed locally, and an overall assessment is achieved by
integrating the sub-systems conditions.

• Coordination and integration: in order to obtain a globally optimum solution
when collaborative planning, proper coordination is needed to align the inter-
ests between the self-interested parties involved in the planning process. Simi-
larly, reliability assessments of large-scale equipment require collaboration be-
tween sub-systems. Local decision-making depends on the results from other
sub-systems.

In this research, a mediator-based MAS is selected to implement the hierarchical sys-
tem. The meta-heuristic and ontology-knowledge base, which was discussed in Chap-
ter 3, are integrated with the mediator-based system. An integrated DM system will be
introduced in the following sections.

4.3 An integrated DM framework

An essential role of a framework is to describe subsystems and their components. Due
to the complexity of the addressed requirements and the heterogeneity of the functions,
it is difficult to structure all desired functionalities into a single, all-encompassing sys-
tem. Consequently, a layered approach is used to organise different sub-systems or
components. A layered architecture is a system approach aimed at dealing with com-
plexity (Stallings & Manna, 1997). It has the following characteristics:
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• Each layer performs a set of functions;

• The upper layer uses outputs/services provided by lower layers;

• Layers are loosely coupled to allow changes in one layer without affecting other
layers.

A layered integrated DM framework is proposed, as shown in Figure 4.2. It consists of
three parts represented by five layers: (1) a human-machine interface (HMI) module,
which is represented by a user interface layer; (2) an agent-based DM module, which is
represented by an agent model layer, an agent control layer, and an agent management
layer; (3) an information source module, which is represented by a data acquisition
layer.

Figure 4.2: A layered integrated framework (a dashed arrow indicates the bidirectional
information flow)

The relationship between each layer is also presented in Figure 4.2. The user is inter-
facing with the integrated DM system through the user interface layer. The requests
are executed by the agent-based DM module. Inside the agent-based DM module, the
agents are controlled by the agent control layer. The communication and informa-
tion exchange between different agents is supported by the agent management layer.
Additional information is acquired from the data acquisition layer. Therefore, the in-
formation flow between different layers is bi-directional.
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The functions of HMI and DAC are straightforward as they mainly concern the way
that integrated systems interact with the external environment, such as users and phys-
ical entities, and how data is persisted in the system. Agent-based DM module is at
the core of the system, and each layer implements one of the functions listed in section
4.1. The agent model layer is in charge of request handling through agent communi-
cation and interactions (F1). The interactions are controlled and coordinated by the
agent control layer (F2). Both agent model and control layer use services provided
by the agent management layer. This provides basic services that ensure the efficient
execution of the agent system (F3). The functionality of each layer will now be further
elaborated in the next section.

4.3.1 Agent-based DM layer

Agent model layer

The agent model layer handles user requests through agent communication and col-
laboration. In this layer, entities such as users and systems are modelled as the agent.
Decisions are made based upon the successful interactions between each agent. Figure
4.3 depicts an agent model and the interaction between two agents. For an agent model,
three engines are built to assist dynamic interactions. A computing engine is embed-
ded within an agent to perform the required calculations, such as its current utility. A
negotiation engine aims at guiding an agent to interpret incoming information. The
intelligent engine is designed to enable an agent with intelligence to make decisions.
Besides the three engines, two ontologies are developed to organise the interactions
between agents. Personal ontology abstracts the logic and strategic knowledge of an
agent. Mutual ontology ensures mutual understanding between agents. It is designed
for information sharing and reuse.
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Figure 4.3: Agent generic decision-making model

The user request can be handled by a single agent or a group of agents. When a
message is received, the agent will respond by executing its decision functions. The
execution is conducted by an agent. Depending on the purpose of the request, the
responsibility/functionality of a request can be decomposed into different sub-tasks,
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where each agent is in charge of one or more tasks. For collaborative planning, it
is reasonable to have each joined party modelled as an agent. The planning request
is performed by continuous information exchange between agents. Similarly, each
component, process, sub-system, and system that requires a reliability assessment can
be modelled as an agent. The interactions between each agent can lead to integrated
decision-making of the systems conditions.

Depending on the character of the problem, the interactions between agents can be
complicated, especially as the interactions at this layer may require a hybrid control
strategy to coordinate activities during problem-solving. For example, in the collab-
orative planning process, each agent may have self-interests, which may conflict with
the interests of other agents. Consequently, the output of the solution may not be able
to satisfy both parties. Similarly, the reliability assessment task executed by agent A
may need the result generated by agent B. Without specific coordination, the execution
of agent A may be delayed as the required information may not be delivered by agent
B on time.

Agent control layer

The agent control layer is responsible for controlling agent behaviours. It consists of
two parts. The first part is a mediator, which is considered to be the system coordi-
nator that controls agent actions in the agent model layer. The need for introducing a
mediator agent includes the following: (1) to decide whether an agreement has been
reached in a negotiation iterator; (2) to identify which agent can and should solve a
specific sub-problem. To perform the coordination task, the mediator agent keeps a list
of active agents. It decomposes the incoming tasks into sub-tasks and distributes them
to dedicated agents in the agent model layer. Also, it monitors the overall performance
of the agents, and coordinates and adjusts the agent strategy such that the final decision
is subject to the global optimum.

The second part is an intelligent DM (IDM) approach which provides intelligence
support to a mediator agent. The mediator agent interacts with the IDM to acquire
knowledge or suggestions. The knowledge or suggestions provided by an IDM can
be a choice of assigning which task to which agent, or a decision whether the current
negotiation leads to an optimum solution. The reason to set-up an independent IDM
rather than embedded with the mediator is to avoid hard-coding complex and dynamic
changing logic inside a mediator agent. Different to the agent deployed in the agent
model layer which has single responsibility (e.g., diagnosis of a single component), the
mediator agent is in charge of controlling all the agent actions. Consequently, its in-
telligence is complex and subject to change frequently to meet new requirements. The
use of an independent IDM can reduce the burden of a mediator agent and enhance
system flexibility. Thanks to the development of agent-based middleware (discussed
in section 3.2.3) which developed with popular language, i.e., Java , C++, it is possible
to achieve such integration from a software perspective. In this thesis, the ICT tools to
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implement IDM is varied depends on the addressed challenge. For the case of collab-
orative planning, the meta-heuristics approach are adopted. For the case of reliability
assessment, an ontology-based knowledge model is used. Its detailed implementation
will be elaborated in the following chapters.

Combined with the role of the mediator agent and IDM, in this research two categories
of coordination tasks will be considered at the agent control layer for each challenge:

• Collaborative planning: Resolve potential conflicts of interest by steering agent
interactions towards a mutual understanding;

• Reliability assessment: Enable a group of agents to solve a problem efficiently
by determining which agents should perform specific tasks and when and to
whom they should communicate the result.

Agent management layer

This layer provides fundamental support to the agent execution in the agent model
and control layer. For example, a yellow page service F. L. Bellifemine et al. (2007)
is used to manage all registered agents. A gateway service F. L. Bellifemine et al.
(2007) is designed to route data between different agents. A message transport protocol
defines how a message is transported. All of the functionalities as mentioned above
are provided by the agent management middleware discussed in section 3.2.3. In this
research, the JADE framework is chosen as the agent-based platform. Its usage will be
discussed in the following chapters.

4.4 The applicability of Integrated DM framework in
PL systems

In this section, the applicability of the proposed integrated DM framework in a PL
system will be discussed. The framework, which is shown in Fig 4.2, will be further
instantiated by two specific ones that correspond to the challenges discussed in Chapter
2.

4.4.1 An integrated DM framework for collaborative planning

Figure 4.4 depicts an integrated DM framework used to address the collaborative plan-
ning challenge, which was discussed in section 2.3. It will be used to solve a practical
problem raised by the Port of Rotterdam, namely the hinterland barge transport coor-
dination and planning problem. Figure 4.4 depicts the proposed framework and the
functionality of the agent based DM module is given as follows:
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Figure 4.4: An integrated DM framework to achieve collaborative planning: a case of
hinterland barge transport

• At the agent model layer, terminal and barge operators are modelled as au-
tonomous agents. A protocol is designed to enable information exchange at
this level. Moreover, decision-making algorithms are designed to support agent
DM, which aim at maximising agent utilities. Information, such as preferred
arrival times of a barge and the possible service time of a terminal, would be
continuously exchanged amongst the agents. Upon a successful interaction, a
feasible plan can be generated that contains the information, including the barge
visit sequence and the terminal service time. The plan will be further assessed
by the agent control layer to evaluate quality concerning waiting times and the
utilisation of resources.

• At the agent control layer, a mediator is in charge of controlling the negotiation
process between each self-interest party. A major role of the mediator agent is
to act as a coordinator that accesses and evaluates the plan generated at the agent
model layer. If the plan, which is created through agent interaction, does not
reach expectations, it generates a command to initiate another round of nego-
tiations. Evaluations and decision-making normally consider a multi-objective
problem, and a meta-heuristic optimisation algorithm is developed to resolve the
potential conflict of interest.

• At the agent management layer, services include agent message transport proto-
col and agent management, which are designed to ensure the efficient execution
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of an agent system.

The proposed framework will be implemented in Chapter 5. Several aspects will be
considered to apply the integrated framework. First, the problem will be formulated
as a leader-follower model. By analysing the nature and objective of the model, algo-
rithms will be designed. Then, the planning model in combination with the algorithm
will be embedded into the agent system. The agent architecture, communication pro-
tocol, and the negotiation process will be explained. Finally, the performance of the
proposed system will be evaluated, and comparative studies will be presented.

4.4.2 An integrated DM framework for reliability assessment

To address the reliability assessment challenge in a PL system (discussed in section
2.5), an integrated DM framework is proposed in Figure 4.5. It implements a context-
aware system, as discussed in section 3.4. The system will be used to facilitate reliabil-
ity assessments of large-scale equipment by delivering condition assessments, failure
predictions, and alarm notifications.

Figure 4.5: An integrated DM framework to achieve reliability assessment: a case of
reliability assessments of large scale equipment.
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• At the agent model layer, each agent can be designed to represent a process
or critical component. Diagnostic and prognostic knowledge is designed and
coupled with the agent in order to provide reliability assessment intelligence.
Moreover, a condition may relate to several components or processes. In such
a case, agents are actively interacting and collaborating to obtain an integrated
decision.

• At that agent control layer, a mediator agent is designed as the central coordi-
nator, which bridges the physical object to the agent group. Information is first
delivered to the mediator and is then distributed to a dedicated agent for pro-
cessing. Ontology is used to organise the knowledge that is anticipated in the
reliability assessment process. The knowledge base abstracts a specific domain
into a context, which is composed of agents and relationships. It connects var-
ious aspects, such as fault conditions, diagnosed methods, relevant data, agents
and the end-user. Meanwhile, it also possesses reasoning capabilities to facili-
tate the assessment process. In this research, the designed ontology serves as a
knowledge base to provide a common vocabulary of supervision definitions. It
is also in charge of controlling the behaviour of an independent agent. The me-
diator agent has access to the knowledge stored/reasoned from ontology in the
forms of data, rules, and restrictions.

• At the agent management layer, services include agent message transport proto-
col and agent management, which are designed to ensure the efficient execution
of an agent system.

In Chapter 6, the reliability assessment challenge is explored by developing a context-
aware supervision system based on that depicted in Figure 4.5. The proposed frame-
work will be applied to facilitate the reliability assessments of large-scale conveyor belt
systems, which are widely used in bulk terminals. There are four steps for implement-
ing the framework. First, a mediator-based MAS will be designed by decomposing the
system into different levels, such as components, sub-systems, and systems. Through
agent intelligence and collaboration, integrated decision-making can be achieved. Sec-
ond, an ontology knowledge base will be developed by considering the entities, rela-
tionships, and knowledge anticipated during the reliability assessment process. Third,
the ontology knowledge base and MAS should be integrated. Finally, the system eval-
uation will be achieved using several case studies.

4.5 Conclusion

This chapter answers sub-question 1.3, as listed in Chapter 1 It first assesses different
architecture types and concludes that both the centralised and fully distributed systems
have drawbacks. The centralised system lacks flexibility, while the fully distributed
system lacks the ability for information integration and coordination. A hierarchical
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system can be adapted to address these challenges, especially as collaborative plan-
ning and reliability assessment issues can both be decomposed into sub-problems.
Then, decisions can be made to establish the proper coordination and integration of
the decomposed sub-problem. Thus, a hierarchical system, namely an integrated DM
framework, is proposed.

A layered architecture is also designed to integrate the ICT technologies (introduced in
Chapter 3) into a unified framework. It implements a range of functions, including in-
formation sharing and exchange, coordination, control over communication processes,
as well as supporting decision-making. Specifically, an agent system is used as mid-
dleware to facilitate information exchange, negotiation, and collaboration. An agent is
represented by different entities in a PL system, such as joined parties and deployed
equipment. Different ICT tools are designed based on the nature of the problem, which
will assist with agent control and DM processes.

The framework is further instantiated by two specific ones that correspond to the col-
laborative planning and reliability assessment challenges. For the collaborative plan-
ning challenge, a meta-heuristic optimisation engine is developed to resolve planning
difficulties during the collaboration stage. For the reliability assessment challenge, an
ontology-based knowledge base is developed to assist with knowledge management
and the condition assessment process. The implementation details and potential bene-
fits will be further elaborated upon in Chapters 5 and 6.



Chapter 5

A case study of hinterland barge
transport planning ∗

To address the DM challenges in current PL systems, an integrated DM framework
was proposed in Chapter 4. In light of this, this chapter assesses the applicability
and effectiveness of the proposed framework. This is done by applying it to solve
a hinterland barge transport (HBT) planning problem. An introduction of the HBT
planning is given in section 5.1. An integrated DM framework is explained in section
5.2 and a decision model is explained in section 5.3. Following this, two collaboration
mechanisms are developed in section 5.4. A performance evaluation and comparative
study is performed in section 5.5. Section 5.6 presents the system implementation
process. A discussion of the contributions of this case study is reflected in section 5.7
and a conclusion is drawn in section 5.8.

5.1 Introduction

In section 2.3, the challenge of HBT planning was introduced. As summarised in
section 2.3, the HBT planning process suffers a low level of coordination due to a
lack of ICT support. This lead to an ineffective barge rotation plan which results in
a long barge waiting time and a low terminal utilization level. To further improve the
HBT planning performance, two requirements were identified in section 2.7. First,
an information sharing platform is required to enable automatic information exchange
and sharing between barge operators and terminal operators. Second, DM approaches
are required to support the planning process. The DM approaches should focus on
harmonizing the conflict of interests between barge operators and terminal operators.

Based on the requirements, the ICT technologies were selected in Chapter 3. In sec-
tion 3.1, the MAS technology was selected to support information exchange between

∗The content discussed in this chapter has been published in Feng et al. (2014); Feng, Pang, Lodewi-
jks, and Li (2015); Feng, Pang, and Lodewijks (2015a); Feng et al. (2017)
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terminal and barge operator. Section 3.3 selected the meta-heuristics as the DM ap-
proach to support rotation planning. Further, a hierarchical framework was proposed
in section 4.4.1 aims to integrate the selected technology.

Figure 5.1 depicts the integrated DM framework that generalised from the conceptual
design in Figure 4.4.

• In the agent model layer, barge and terminal operators are modelled as agents.
The agents model the interaction between barge and terminal operators. A sim-
ulated annealing algorithm is used by barge agents. It is used to explore the
available time windows and generate an optimum plan.

• In the agent control layer, a mediator agent is designed. It is responsible for
coordinating and controlling the interactions in the agent model layer, namely,
the interactions between barge and terminal agents. A non-dominant sorting
generic algorithms (NSGA) is used by the mediator agent. It is used to assess
the key performance indicators of the created plan and control the negotiations
accordingly.

• The agent management layer provides the facilities to support agent communica-
tion. In this case study, the open source software JADE is used. An introduction
of JADE has been given in 3.1.2.

Figure 5.1: The integrated DM framework for the HBT planning, a generalization of
the proposed framework depicted in Figure 4.4.



Chapter 5. A case study of hinterland barge transport planning 85

In the following sections, each element will be further discussed. First, the design of
the MAS and the meta-heuristics are elaborated in section 5.2. Second, a HBT plan-
ning model is presented in section 5.3. Based on the model, two collaboration mech-
anisms are proposed in section 5.4. The collaboration mechanisms define the way of
interaction between barge operators and terminal operators. They further define the
role and usage of the DM approach during the interaction. Third, the collaboration
mechanisms are integrated with the agent system. A simulation study is performed to
evaluate the performance of designed collaboration mechanisms. Finally, several im-
plementation details are explained, and a prototype system is implemented to demon-
strate its applicability.

5.2 Implementations of the integrated DM framework

5.2.1 Multi-agent system

Figure 5.2 illustrates a framework of how a mediator-based MAS is used in HBT plan-
ning problem. As depicted in the figure, there are three kinds of agent:

• Barge agent (BA): it represents the barge operator to communicate with the ter-
minal operator. The major behaviours include (1) communicate with terminal
operators for available service time windows; (2) assess plan performance; (3)
confirm the plan with the terminal operator.

• Terminal agent (TA): it is responsible for receiving and processing the request
from the barge agent. The primary behaviours include (1) find time slot and
communicate with barge agent; (2) assess current berth occupancy level; (3)
update its berth plan.

• mediator agent (MA): it is the mediator agent that responsible for monitoring
and coordinating the interactions between the barge and the terminal agent. The
primary behaviours include (1) collect information regards the barge and termi-
nal utilities which include barge turn around time and terminal occupancy level.
(2) evaluate the utilities; (3) determine whether the current plan reaches a satis-
factory level.

As shown in Figure 5.2, a barge operator prepares a rotation plan which includes sev-
eral terminal visits. A barge operator is in charge of communicating with terminal
agents for available time windows. A feasible plan is created by aggregating all time
windows in a sequence which no two visits are planned at the same period. The barge
operator continually assesses the quality of the plan concerning the feasibility and turn
around time. If necessary, the terminal visit sequence will be altered to enable bet-
ter performance. After a better plan is found, the plan will be sent to the coordinator
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where a higher level evaluation is performed. The coordinator will assess the barge
rotation plan from both barge and terminal perspective and may initiate a new round of
communication if the current plan is not satisfied, i.e., the plan has long rotation time
or low resource utilisation rate.

The purpose of use the agent system is to improve the communication between barge
and terminal operator by automating the information exchange process. On top of it,
the agent also provides an environment for decision-making. In the next section, the
algorithms which will be used to assist agent decision-making will be further intro-
duced.

5.2.2 Decision-making algorithms

In this section, two algorithms, a simulated annealing algorithm and a genetic algo-
rithm, will be introduced. These algorithms will be used to assist the decision-making
process. Detailed information about the use of these algorithms will be discussed in
section 5.4.

Simulated annealing algorithm

Metropolis et al. (1953) first introduced the simulated annealing process in 1953.
Kirkpatrick et al. (1983) further generalised the simulated annealing (SA) algorithm
in 1983. This algorithm is inspired by the process of annealing in metallurgy. This
involves heating a substance and then gradually cooling it to obtain a high-strength
crystalline structure. The SA algorithm is widely used to search for feasible solutions
that converge to optimal solutions. For example, it is often used to solve problems
associated with vehicle routing, shop flow scheduling, and crew scheduling.

Three terms need to be introduced in order to understand the mechanism of SA, namely,
the energy (E), the temperature (T ), and the cooling rate (CR).

• Energy: The energy E represents the fitness value or the objective of the prob-
lem. In our case, the energy E is the total rotation time of a barge.

• Temperature: The T is used to simulate the heating process. Initially, the T is set
high and allowed to slowly decrease or cool as the SA process runs. When T is
high, the algorithm is allowed or encouraged to accept less than optimal solutions
(compared with the current solution). This enables the algorithm to jump out of
local optimums. As the temperature decreases, the chances of accepting less
than optimal solutions also decreases. Consequently, it allows the algorithm to
focus on a potential search area where an optimum solution can be found.

• Cooling rate: The CR is used to control the convergence speed of running the
SA. When a state is generated, the temperature will be decreased based on the
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cooling rate. A sizeable cooling rate will lead to a quick convergence but may
become stuck at the local optimum. A small number will lead to a long running
time. Thus, finding the correct value of the cooling rate is vital for the successful
performance of the SA.

The three terms outlined above are summarised in Table 5.1. The energy E is a problem
specific value. The energy can be calculated based on the use case, for example, the
model for rotation time calculation. The temperature and the cooling rate are algorithm
settings variables. To find the best values of T and CR, a parameter tuning is required
(see section 5.5.2).

Table 5.1: The terminology for a simulated annealing algorithm

Terminology Definition Symbol

Temperature
The temperature is responsible for the correlation
between generated solutions and the original solution.

T

Cooling rate
A variable determine how fast the temperature decrease
during each iteration.

CR

Energy A variable represents the state. E

The process of the SA algorithm is presented as follows:

• Basic iterations: The running of the SA algorithm consists of a number of iter-
ations. The number of iteration is determined by a predefined condition (e.g.,
whether the system reaches the desired state) or a given time limit. At each it-
eration, the algorithm will decide to either move the system to a neighbouring
state or remain in the current state. The decision is based on the calculation of
an acceptance probability.

• Acceptance probability: The acceptance probability is the probability of making
the transition from the current state to a new state. The calculation depends on
the energy of the current best state E, the energy of the current state E �, and the
current temperature T . In general, if the energy of the current state is better than
the current optimum one (E � < E in a minimization problem), then the system
will remain in the current state. If E � ≥ E, the probability of accepting a worse
state is calculated by e(E

�−E)/T

• Neighbours generation: In order to change a system state from one to another, a
new state is required. This is called neighbours generation. The way of altering
the current state is termed ’move’. Different moves generate different neigh-
bouring states. The neighbours generation is problem specific. For example, in a
vehicle routing problem, the neighbour can be generated by randomly reordering
the sequence of two visited nodes.
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• Annealing: In SA, whenever a neighbour is generated, the temperature is de-
creased by a cooling rate. The cooling rate is a parameter which is used to con-
trol the annealing process. It is used to update the temperature in every iteration.
It can be a fixed value or change adaptively during algorithm runs.

Based on the explanation of the SA algorithm provided above, a schematic of SA is
given in Figure 5.3. The left figure shows the process of finding the global optimum by
mimicking the annealing process, and the right figure shows the temperature cooling
process. At an initial state, high temperature leads to a high acceptance probability. It
allows less than optimal solutions to be accepted. This is the state transition from state
one to state two as shown in the figure on the left. Alongside the cooling process, the
state moves towards the optimum state to eventually find the global optimum which is
state four.
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Figure 5.3: A schematic of the SA algorithm

In this case study, the SA will be developed to assist barge operators in finding an
optimum terminal visit sequence. It will be programmed as a DM engine that is used
by barge agents. The pseudo code of the SA is given in Algorithms 1. Its detailed
implementation will be elaborated in section 5.4.

Algorithm 1 Pseudo code of the SA algorithm
1: Let s = s0
2: if n < NumMax and e > emin and T < Tthreshold then
3: Update T
4: Pick a random neighbour, Snew ← neighbor(s)
5: eNew ← E(snew) ;//compute new sequence energy
6: if P(e,eNew,T )> random(0,1) then
7: s ← s1;e ← eNew; //accept and change state
8: end if
9: end if
10: Output: final state s;
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Non-dominant sorting Genetic algorithm II

As introduced in section 3.3, a genetic algorithm (GA) is another meta-heuristic widely
used in the optimisation field. The objective of a GA is to maximise or minimise the
payoffs of potential solutions in a population against a cost function from the addressed
problem (Brownlee, 2011). The general strategy for using a GA is to repeatedly recom-
bine and alternate the candidate solutions, in order to find the optimum fitness value or
cost.

In this case study, a specific type of GA, known as non-dominant sorting GA II (NSGA-
II), is used. The motivation for this, as discussed in section 2.3, is that the HBT plan-
ning problem is by nature a multi-objective problem. The terminal and barge operators
have their interests concerning the planning process. The terminal party desires high
resource utilisation while the barge party is most concerned about total rotation time.
To improve planning quality, both interests should be considered. The goal of a multi-
objective problem is to obtain solutions that comprise the Pareto front. The NSGA-II
is a multi-objective optimisation (MOO) algorithm that optimises several objectives
simultaneously by searching for a set of non-dominated solutions, or the Pareto opti-
mal set (Deb et al., 2002). It is a new version of a multi-objective evolution algorithm
(MOEA) which improves computational efficiency and enhances elitism and diver-
sity compared with the non-dominated sorting genetic algorithm (NSGA) proposed by
Srinivas and Deb (1994). Recently, the use of NSGA-II to solve MOO problems in
transport and logistics has attracted an increasing amount of attentions. For example,
Villegas et al. (2006) applied NSGA-II to minimise the cost and maximise coverage
for the uncapacitated facility location problem. Ding et al. (2006) applied NGSA-II to
assist the MO decision-making process in supporting the design of supply chain net-
works. Chan et al. (2016) introduced NSGA-II to solve the bi-level truck selection and
loading problem to improve company responsiveness.

Typical NSGA-II operations are specified as follows:

(1) Chromosome representation and decoding: The decision variables are encoded as
a chromosome which is a float number ranging between [0,1].

(2) Crossover: crossover operation is involved in creating offspring Qt by selecting
and crossing over individuals from parents Pt . In the implementation of NSGA-II, the
tournament selection (Madavan, 2002) is used to pick parent chromosome from Pt with
a tournament size of 5 and single point crossover is used to generate offspring. During
crossover, a random number between [0,1] is generated. If the number is smaller than
the predefined probability Pc, the genes from the first parent are copied. Otherwise, the
genes from parent 2 are copied.

(3) Mutation: mutation is another fundamental process for evolutionary algorithms.
It aims to enhance diversity by allowing a gene to change to a different value. If a
randomly generated number is less than the predefined probability Pm, the value of this
gene is replaced with a different feasible one. Afterwards, the mutation stops.
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(4) Fast-non-dominate sorting: The pseudo code of algorithm 2 explains the sorting
process. This is involved when the objectives have been calculated for each. The goal
is to set each individual to its corresponding front and assign rank value based on the
front which it belongs to. It is a fast sorting process compared with NSGA (Srinivas &
Deb, 1994) This is because the information about the set that an individual dominates
and the number of individuals that dominates the individual is properly utilised.

(5) Crowded-comparator-operation: In the process of creating new population Pt+1, a
special operation termed crowded-comparator (≺n) is used. As described in algorithm
3 line 10, when individuals come from the same rank, then the one with larger crowd-
distance will be selected. The method of calculating crowd-distance is described in the
work of (Deb et al., 2002) measures how close an individual is to its neighbours. A
large crowd distance leads to a better diversity in the population.

(6) Merge operation: A major differences between NSGA-II and other evolutionary
algorithms is its operations of recombination and selection. The generation of Pt+1 is
generated by combining Pt and its offspring Qt using Algorithm 3. The new genera-
tion is filled by each front from the combined population until the population size is
reached. If the size exceeds the limit by adding all the individuals from the current
front, then only partial individuals will be selected based on their crowding distance.
In doing so, the elitism and diversity of the population are ensured.

The pseudo of an NSGA-II algorithm is given in Algorithm 4. Initially, a population P1
with size of np individuals are randomly generated. After this, the SA algorithm will
be employed to find the route of each barge; (2) the objectives of each individual are
calculated; (3) the fast-non-dominate-sorting Algorithm 2 will be applied to sort P1 into
several fronts of non-dominated solutions. An offspring Q1 of P1 is generated through a
crossover and mutation operation; (4) After obtaining the objectives of each individual
in Q1, it will be sorted by algorithm 2; (5) Finally, the individuals in both P1 and Q1
will be merged together to generate the second generation P2 by using algorithm 3. The
given process will be executed iteratively until the predefined threshold is reached.
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Algorithm 2 Fast-non-dominant-sorting algorithm
1: Input: the population Pt ;
2: for each individual p in Pt do
3: initialise Sp = /0; np = 0 // Sp is the set which contains all individuals that are being dominated by p; np is the number of

individuals that dominate p)
4: for each individual q in Pt do
5: if p dominates q then
6: Sp = Sp ∪q;// add q to Sp
7: end if
8: if q dominates p then
9: np = np +1;
10: end if
11: end for
12: if np = 0 then
13: F1 = F1 ∪ p; //add p to the first Pareto front
14: end if
15: end for
16: initialise i = 1;
17: while Fi! = NULL do
18: initialise Q = /0; // the set for keeping the individuals in the ith front
19: for each individual p in Fi do
20: for each individual q in Sp do
21: nq = nq −1;
22: if nq = 0 then
23: Q = Q∪q; qrank = i+1;
24: end if
25: end for
26: i = i+1;
27: Fi = Q;
28: end for
29: end while

Algorithm 3 Merge algorithm
1: Input: population Pt and offspring Qt ;
2: initialise Pt+1 = /0; i = 1;
3: Rt = Pt ∪Qt ;
4: F = fast-non-dominate-sorting(Rt ) ;
5: while |Pt+1|+ |F |≤ N do
6: compute-crowding-distance(Fi);
7: Pt+1 = Pt+1 ∪Fi;
8: i = i+1;
9: end while
10: Sort(Fi,≺n);
11: Pt+1 = Pt+1 ∪Fi[1 : (N − |Pt+1|)]; //Fi[1 : (N − |Pt+1|) choose the first N elements in the front Fi.
12: return Pt+1;

Algorithm 4 NSGA-II Algorithm
1: initialise generation: t ← 0, t ∈ [0,k]// k the number of generations
2: generated initial population Pt ;
3: compute objective values for each individual i ∈ Pt ;
4: fast-non-dominate-sorting(Pt );//non-dominant sort of the generation Pt where t ∈ [0,k]
5: Qt = Evolve(Pt);//generate Qt by crossover and mutate Pt .
6: fast-non-dominate-sorting(Qt );//non-dominant sort of offspring Qt
7: merge(Pt ,Qt );//generate generation Pt+1 by merging Pt and Qt
8: if t +1 ≤ k then
9: t = t +1;
10: go to step 4;
11: else
12: Pareto front set has been found;
13: end if
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5.3 Planning model

In this section, the planning models incorporated in the HBT planning process will
be discussed. In section 5.3.1, the key performance indicators considered in the HBT
planning process are introduced. Some general terms will be defined in section 5.3.2.
A barge and terminal planning model will be presented in sections 5.3.3 and 5.3.4.
Finally, a discussion of the HBT planning models will be presented in section 5.3.5.

5.3.1 Key performance indicators of the HBT planning

To improve the performance of the HBT planning process, it is important to under-
stand the main objective of every participant. This case study considers the two most
important actors: the terminal operator and the barge operator.

For a barge operator, according to Groningen (2006), the key objective is to minimise
the total turn around time in the port region.

For a terminal operator, the key objective is to maximise the resource utilisation rate.
The terminal utilisation rate can be measured in different ways. It can be measured by
the average number of crane moves, the speed of a crane move, the number of crew
employed, and so on (A. M. Douma, 2008). In the context of HBT planning, how
barges are planned will have an impact on terminal resource utilisation. For instance,
if barge calls are planned in close succession, then the terminal resource utilisation
rate can be maximised for a certain period. In this case, however, a barge may suffer
long waiting times. Conversely, barge calls may be randomly distributed across a
terminals idle time, and this will reduce the terminal capacity rate. Consequently, how
to efficiently utilise a terminals idle time to plan barge calls would be significant for
the terminal resource utilisation rate.

Based on this, the two key performance indicators (KPI) considered in the HBT plan-
ning process are listed as follows:

• KPI1- Barge total turnaround time: This is the difference between the time a
barge enters the port region and the time a barge finishes its last terminal call. A
detailed calculation will be given in section 5.3.3.

• KPI2- Terminal resource utilisation: Terminal resource utilisation rate will affect
how barges are planned in a terminal plan board. A compactness value will be
used to measure how the terminals idle time is used in serving barge calls. A
detailed calculation will be discussed in section 5.3.4.
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5.3.2 Introduction of general terms in the HBT planing model

In this section, three general terms are defined as follows:

• Barge call profile (bcp): A barge call profile contains three elements: the arrival
time into the port region (AT i), the departure time from the port region (DTi), and
a set of terminal call profile (TCi, j| j ∈ Ni). This is constructed as a tuple. The
bcpi for barge i is represented by bcpi = {{TCi, j| j ∈ (1,2, ...,N)},ATi,DTi}.
Parameter Ni is the total number of terminals to be visited by the barge i and
Ni ∈ J. The terminal call profile TCi, j is also represented by a tuple structure
as TCi, j = {Li, j,ULi, j,ARi, j}. Parameter Li, j and ULi, j represent the number of
containers to be loaded and unloaded by barge i at terminal j . Parameter ARi, j
represents the arrival time of the barge i at the terminal j. An example of a
barge call profile is depicted in Table 5.2. Barge 1 has planned a rotation which
consisting of two terminal visits (terminal 1 and 2). The arrival time, expected
departure time, and terminal call profiles at terminal 1 and 2 are also defined in
the terminal call profile.

Table 5.2: An example of terminal call profile of a barge i

Element ConFigureuration
Arrival time (ARi) 5
Departure time (DTi) 20

Terminal Call profiles
TC1,2 (2,2, 10)
TC1,4 (1,5,30)

• Terminal service profile (tsp): A terminal service profile is defined as a tuple.
The format of a tsp is as : tspp = {αp,ORp}. Each terminal p has its own tspp.
The αp is the current berth occupancy level and the ORp is the operation time
needed for handling the loading and unloading of a container.

• Event profile: An event profile represents the event that has been planned in a
terminal plan board. Such an event can be a sea vessel call, a scheduled mainte-
nance, or a terminal close. For each event k in terminal p where k ∈ K, an event
profile (Ek,p) is defined as a tuple structure: Ek,p = OSp

k ,OF p
k where parameter

OSp
k is the start time of event k at terminal p and parameter OF p

k is the finish
time of the event k at terminal p.

In addition to the terms described above, two decision variables are defined as follows:

• Barge visiting sequence: a terminal visit sequence followed by a barge.

• Terminal service time window: a time window which provided by a terminal
operator, indicating the time to serve a vessel call.
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In light of the parameters and decision variables, the considered HBT planning process
is summarised in Table 5.3. Given a barge call profile and a terminal service profile,
decisions include a barge rotation sequence and service time window at each terminal
should be determined. The decisions should be made such that constraints, such as
terminal resource availability, are satisfied. In addition, objectives from both barge and
terminal operators should be fulfilled. In other words, it should minimise barge turn
around time and maximise of terminal resource utilisation.

Table 5.3: HBT planning problem specification

Planning model
Barge rotation planning process
Given
Planning periods
Barge call profiles
Terminal service profiles
Hard Constrains
Barge rotation constraints
Terminal resource availability
Determine
Barge rotation sequence
Terminal service time window
Objective
minimise barge turn around time
maximise terminal resource utilisation

5.3.3 Barge planning model

In this section, a barge planning model is discussed. Table 5.4 summarises the param-
eters used in the barge planning model. For a barge i, parameters include: the set of
terminals (Ni) to be visited, the number of container to be loaded (Li

p) and unloaded
(ULi

p) at each terminal p, and the sailing time (Si
q,p) between two different terminals p

and q. In addition, the arrival time of the barge i in the port region (AT i) and the latest
time they should leave the port region (DT i), are also given. Parameters ai

p and bi
p de-

fine the time window provided by terminal p for serving barge i. In the barge planning
model, the time window is presented as input. In this case study, it is assumed that
each terminal q will be visited by the barge i only once. The total rotation of a barge i
is considered to begin when the barge arrives at the at the first terminal, and considered
end when the barge leaves the last terminal.

Table 5.5 defines the decision variables that are used in the barge planning model. Vari-
able Xi

p,q decides whether the barge i visits terminal q after terminal p. It determines
the sequence of a barge rotation in a port region. Variable σi

p determines whether the
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Table 5.4: Parameters variables for the barge planning model

Variables Definitions
I a set of barges that are considered in a HBT planning model
Ni a set of terminals that the barge i has be visited
AT i arrival time of i
DT i latest departure time of i
Si

q,p sailing time of barge i from terminal p to q
Li

p container load number of i at p
ULi

p container unload number of i at p
M a very large number
ai

p operation start time of barge i at terminal q
bi

p operation end time of barge i at terminal q

terminal p is the first terminal to visit for the barge i. Variable ςi
p determines whether

the terminal p is the last terminal to visit for the barge i. In addition, the arrival time
(ARi

p), operation start time (OSi
p), and departure time ( Di

p) of the barge i at terminal p
needs to be determined.

Table 5.5: Decision variables used in the barge planning model

Variables Definitions
∂i turn around time of the barge i
ARi

p arrival time of barge i at terminal p
Di

p departure time of barge i at terminal p
OSi

p operation start time of barge i at terminal p

σi
p

binary variable determines if terminal p is the first terminal
to visit by barge i

ςi
p

binary variable determine if terminal p is the last terminal
to visit by barge i

Di departure time of barge i at last terminal.

Xi
p,q

binary variable that determine if barge i travel from terminal p
to terminal q

Given the parameters and variables, the complete barge planning model is defined as
follows:

minimise
|I|

∑
i=1

∂i; (5.1)

subject to.

∂i = Di −ATi,∀i ∈ I (5.2)

ARi
p +M(1−Xi

q,p)≥ Di
q +Si

q,p;∀p,q ∈ Ni;∀i ∈ I (5.3)



Chapter 5. A case study of hinterland barge transport planning 97

ARi
p ≤ M(1−Xi

q,p)+Di
q +Si

q,p,∀p,q ∈ Ni;∀i ∈ I (5.4)

ARi
p ≥ AT i −M(1−σi

p),∀p ∈ Ni;∀i ∈ I (5.5)

ARi
p ≤ M(1−σi

p)+AT i,∀p ∈ Ni;∀i ∈ I (5.6)

OSi
p ≥ ARi

p,∀p ∈ Ni;∀i ∈ I (5.7)

OSi
p ≥ ai

p,∀p ∈ Ni;∀i ∈ I (5.8)

Di
p = OSi

p +ORi(Li
p +ULi

p);∀p ∈ Ni,∀i ∈ I (5.9)

Di
p ≤ bi

p,∀p ∈ Ni;∀i ∈ I (5.10)

Di = ∑
p∈Ni

ςi
pDi

p;∀p ∈ Ni,∀i ∈ I (5.11)

Di ≤ DT i;∀i ∈ I (5.12)

Xi
p,q =

�
1 i f barge ivisit terminal qa f ter terminal p

0 otherwise
(5.13)

Xi
p,q +Xi

q,p ≤ 1,∀p,q ∈ Ni;∀i ∈ I (5.14)

1− ∑
p∈Ni

Xi
p,q = σi

q;∀q ∈ Ni,∀i ∈ I (5.15)

1− ∑
q∈Ni

Xi
p,q = ςi

p;∀p ∈ Ni,∀i ∈ I (5.16)

Constraints 5.3 and 5.4 define the arrival time of barge i at terminal q. If barge i
sails from terminal q to p, then the arrival time of barge i at terminal p equals the
departure time (Di

q) from terminal q plus the sailing time (Si
q,p) between terminal p

and q. Constraints 5.5 and 5.6 ensure that if the terminal p is the first terminal to visit
by i, then the arrival time equals to the time i arrives at the port region. Constraints
5.7 and 5.8 ensures that the operation start time of barge i at terminal p is large or
equal to the provided start time ai

p from p. Constraint 5.9 defines the departure time of
barge i from terminal p which takes into account the operation start time and operation
duration time. In addition, constraint 5.10 ensures that the departure time of barge i
from p is no later than the time slot bi

p provided by terminal p. Constraint 5.11 defines
the departure time of barge i at the final terminal call, and constrain 5.12 ensures the
departure time is no later than the pre-defined deadline (DT i).

Constraint 5.13 defines the decision variable Xi
p,q. If barge i travel from terminal p to q,

than Xi
p,q = 1 else Xi

p,q = 0. Constraint 5.14 ensures that each terminal will be visited
exactly once. Constraints 5.15 and 5.16 define the first and last terminals the barge i
will visit. Two auxiliary variables are introduced. Variable σi

q determines if terminal q
is the first terminal to visit. If ∑

p∈Ni
Xi

p,q = 0 , it implies that there is no terminal which is

connected with terminal q, and barge i cannot travel from any other terminals to q. As
a result, terminal q will be the first terminal to visit. Similarly, variable ςi

p determines
if terminal p is the last terminal to be visited by i. If ∑

q∈Ni
Xi

p,q = 0 which means there
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is no terminal that is connected with terminal p indicating that p is the last terminal to
visited.

To generate a barge visit sequence, the time window provided by a terminal operator
has to be determined. In this sense, the barge planning model depends on the ter-
minal planning model. In the following section, the terminal planning model will be
presented.

5.3.4 Terminal planning model

Table 5.6 summarises the parameters used in a terminal planning model. Parameter P
represents a set of terminals in a port region. Index p represents individual terminal of
which p ∈ P. Parameter ORp represents the operation rate of the terminal p. Parameter
E p represents a set of events that have been planned in a terminal plan board. The
events include a regular terminal close, scheduled maintenance, a sea-vessel call, and
a barge call. Parameters OSp

k and OF p
k represent the start and finish time of the event k

in the terminal p.

Table 5.6: Parameter variables in a terminal planning model

Variables Definitions
P a set of terminals in port region
K number of planned events in single terminal
ORp operation rate, time taken to load or unload a container
E p a set of events which have been planned in terminal p
OSp

k operation start time of event k in terminal p
OF p

k operation finish time of event k in terminal p

Table 5.7 summarises the decision variables used in a terminal planning model. Pa-
rameters ai

p and bi
p represent the time window provided by terminal p for the barge

call i. Variables Ap
k and Bp

k represent the available time slot of terminal i between event
k. Variable l p

k,k+1 represents the idle time between event k and k+1. The definitions of
variables αp, βp, and Cp are given as follows:

• terminal utilisation level αp: This is a floating number ranging between 0 and 1.
If α = 0, it indicates that the barge will be served immediately upon its arrival.
If α = 1, it indicates the barge operation will be delayed to a maximum amount
of time, while operations can still be done within [Ak

j,B
k
j].

• buffer time βp: This is a fixed amount of time that is added between planned
events.

• compactness Cp: This is an indicator that measures the terminal resource utilisa-
tion rate. A similar indicator is used in a class-teacher timetabling problem with
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Table 5.7: Decision variables in a terminal planning model

Variables Definitions
ai

p operation start time of barge i provided by terminal p
bi

p operation end time of barge i provided by terminal p
lp
k,k+1 idle time between event k and k+1 in terminal p

Ap
k kth available start time in terminal p

Bp
k kth available end time in terminal p

αp terminal utilisation level of p
βp buffer time of terminal p
Cp compactness of terminal p
φi

p waiting time of barge i at terminal p

compactness requirements (CTTPCR) (Dorneles, de Araújo, & Buriol, 2014).
For CTTPCR, a teacher is giving lectures in several schools. It is important to
compact the lessons in each school to allow the teacher presenting courses in
different schools. Furthermore, the solution also requires the reduction or elimi-
nation of idle periods between lessons in a teacher’s schedule in compliance with
pedagogical demands or personal preferences. A terminal operator is similar to
a teacher that is in charge of serving multiple vessels. For a daily terminal plan,
events like scheduled maintenance, closing, and sea vessel service are planned
days or even months before the actual date of execution. Consequently, only
a limited number of time slots are available for handling barge calls. It is de-
sirable to avoid planning the incoming barge calls where many isolated active
periods occurs in the idle period. In other words, a compact plan is desired. To
measure how the incoming barge calls are planned in a terminal plan board, a
compactness value is introduced. The calculation will be given below.

The primary task for a terminal operator is to determine time windows to serve in-
coming barge calls. Figure 5.4 presents a simplified schematic of a time window se-
lection process. The first step is to find all the idle periods ([Ak

j,B
k
j]) from the current

plan board. It is obtained by extracting the time gap between consecutive events (Ek,
Ek+1) which have already been planned. The event Ek could be a vessel call, mainte-
nance task or terminal closed. They usually have priority over barges, so they are non-
changeable. When the available time period ([Ak

j,B
k
j]) has been found, the next step is

to issue an available time window [ai, j,bi, j] and inform the barge operator. It should
be noted that a cluster of idle time periods may exist (k = 1...N) and that [ai, j,bi, j] is
a subset of ([Ak

j,B
k
j]). The remaining step is to formulate the relationship between the

idle period and the selected time window. Two scenarios are discussed as below:
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Figure 5.4: An explanation of a terminal operator time window selection

Scenario one

In this scenario, the barge i arrived during operation of event k. The earliest available
time is after the operation of event k if the time interval between event k and k+ 1 is
sufficient to serve the barge i, as demonstrated in Equation 5.17.

Ak
p > ARi

p

Bk
p ≥ Ak

p +ORp ∗ (Li
p +ULi

p) (5.17)

An example of scenario one is depicted in Figure 5.5. A terminal plan board is pre-
sented which has a fixed event planned in time slot [0,3]. Two barge calls are available
at different times. A call of barge 1 is available at tk which is expected to arrive on time
slot 2. Its operation duration is 1. A call of barge 2 is available at Tk+1 which is ex-
pected to arrive on time 1. Its operation duration is 4. The barges 1 and 2 arrive during
the operation of event k. Thus, the terminal operator would push both calls into a wait-
ing queue. The expected waiting time is 1 and 5 for barge 1 and 2 receptively. From a
terminal operator perspective, the resource utilisation rate is reaching an optimal level
because the resources are fully occupied in the period [0,7].

Based on the above discussion, the time window [ai
p,bi

p]for serving the barge i at ter-
minal p is calculated by Equation 5.18,

ai
p = OF p

k

bi
p = ai

p +ORp ∗ (Li
p +ULi

p) (5.18)

Scenario two

In this scenario, a barge is expected to arrive at a terminal in the middle of one idle
time period and the idle time window [Ak

p,Bk
p] is sufficient to serve the barge i. This is
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Figure 5.5: Time window selection scenario one

represented in Equation 5.19.

Ak
p ≤ ARi

p;

Bk
p > Ak

p +ORp ∗ (Li
p +ULi

p) (5.19)

In this scenario, decision-making becomes complex because multiple choices are avail-
able for the terminal operator. One option is to serve the barge upon its arrival which
will lead to a minimum waiting time. Alternatively, the terminal operator could also
postpone the service to a certain extent in order to improve the resource utilisation rate.
Both choices are explained in Figure 5.6.

As shown in Figure 5.6, a fixed event has been planned in time slot [5,8] on the terminal
plan board. Two barge calls are available at different times. A call of barge 1 is
available at tk which is expected to arrive at time 2 and has an operation time of 1. A
call of Barge 2 is available at Tk+1 which is expected to arrive at time 1 and has an
operation duration of 4. Two possible ways of issuing the time windows are discussed
below.

• Decision-1: With current terminal plan board, the barge operator 1 will have the
chance to immediately plan its call immediately after its arrival and leave the
terminal at time 3 (the operation will occupy the terminal in the period of [2,3]).
By evaluating the current plan board, the operation of barge 2 can be planned
to follow the event E, and it will occupy the terminal in the period [8,11]. As
such, the start time of barge operator 2 is delayed by 8 time units. The barge
operator 2 has a higher chance of cancelling the current call and seeking another
visit sequence that yields a shorter waiting time.

• Decision-2: The terminal operator prefers to keep its resource (e.g., equipment
and working crew) working during a period to increase its resource utilisation.
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Figure 5.6: Time window selection scenario two

A compact plan in which events are tightly planned is preferable. As presented
in Figure 5.6 (3), if the terminal operator postpones the operation of barge 1 for
3 time units and starts at 5, and postpones the operation of barge 2 for 1 time
unit which starts at time 2, then the call of barge 1 and 2 will be finished at time
5. Decision-2 yields a better result compared to decision-1 in which the call
of barge 1 and 2 finish at time 11. In addition, the resource utilisation of the
terminal in decision-2 is higher compared to decision-1. In the period of [1,8],
the decision-1 yields a resource utilisation rate of 50% whereas the decision-2
yields a resource utilisation of 87.5%. Moreover, as a result of the compact plan,
the remaining capacity of the terminal can be used to serve more vessel calls.
It can be seen from the Figure 5.6 that the period [8,11] is free compared to
decision -1.

Therefore, the time windows generated by decision-2 (i.e., [4,5] for barge 1 and [1,4]
for barge 2) is favourable to a terminal operator. On the one hand, it yields a better
resource utilisation rate in the period of [1,8]. On the other hand, it enables the terminal
operator to accept more vessels service requests. This means the period of [8,11] is free
compared with decision -1 which is occupied by a barge call. This is important for a
busy terminal with a number of service-requests during a specified period.

To generate an uniform decision, the control variable named berth occupancy level (α)
is used. Figure 5.7 gives a demonstration of how variable α controls the time window
selection process. Given a barge i arrives at a terminal j at ARi, j, an idle time window
(l p

k,k+1) between the barge and nearest event Ek+1 is calculated by Equation 5.20 . After
this, the φ� is updated to φ by multiplying the berth occupancy level α (see Equation
5.21). The φi

p is the waiting time of barge i at terminal p under current berth occupancy
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level αp. Following this, the time window is selected by applying Equation 5.22.

φi
p
�
= Bp

k −ARi
p −ORp ∗ (Li

p +ULi
p), (5.20)

φi
p = φi

p
� ∗αp (5.21)

ai
p = ARi

p +φi
p

bi
p = ai

p +ORp ∗ (Li
p +ULi

p) (5.22)
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Figure 5.7: The barge service postponement mechanism

Terminal objective

The remaining task is to quantify the terminal objective in these two different scenar-
ios. First, the concept of gap time GTk,k+1 is explained. This calculation is shown in
Equation 5.23. This is used to measure the time difference between two consecutive
events, Ek and Ek+1.

GTk,k+1 = OF p
k+1 −OSp

k ;∀k ∈ E p (5.23)
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To quantify the terminal utilisation rate, an indicator compactness value Cp is intro-
duced . The calculation can be found in Equation 5.24. This is obtained by taking the
reciprocal of gap time value and controlling it using variable βp. If the value is under
βp, it is treated as a buffer time added between two events. A relatively large value
could result in a waste of resources because no more events can be inserted in the gap.
As such, the smaller the Cp is, the better the terminal utilisation is.

Ck,k+1 =

�
1/GTk,k+1 i f GTk,k+1 > βp

0 otherwise
(5.24)

Finally, the objective of the terminal operator is to maximise the terminal resource
utilisation by keeping all planned activities as compact as possible. This can be trans-
lated to minimising the compactness value for all terminals in a port region. This is
calculated by Equation 5.25

minimise
P

∑
p=1

Cp (5.25)

where the compactness value is calculated in Equation 5.26,

Cp = ∑
k∈E p

Ck,k+1 (5.26)

5.3.5 Discussion

The barge and terminal planning models are presented in the sections 5.3.3 and 5.3.4.
In this section, a discussion on the model’s complexity is given. Following this, the
necessity of collaboration will be discussed.

Model complexity

The barge planning model, which is presented in section 5.3.3, is formulated as a
mixed integer linear programming (MILP) model. The objective is to determine a
barge visit sequence in order to minimise the total turnaround time. The turnaround
time of a barge is influenced by two decision variables: a visiting sequence and the time
windows provided by terminal operators. If the time windows ([ai

p,bi
p]) are fixed, the

MILP model can be treated as a vehicle routing problem with time windows (VRPTW).
In a VRPTW, a set of customers need to be visited by a set of vehicles to deliver pack-
ages. A time window is used to limit the time frame in which a vehicle arrives at each
customer location. A vehicle may arrive before the time window opens. However, the
customer cannot be serviced until the time window opens. By adding the time windows
constraints, a VRPTW is given. The similarity between the VRPTW and the HBT is
given that for any given number of barges (vehicles), and terminals (customers), routes
(the sequence of terminals to be visited) needs to be determined that result in the total
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turnaround time of barges, and the total capacity utilisation of terminals are optimised.
The VRPTW is categorised as NP-hard combinational optimisation problems (Lenstra
& Kan, 1981; Solomon, 1987). The HBT is more complex than the VRPTW because
the time window provided by terminals varies. In light of the planning model discussed
in section 5.3.4, it can be found that a time window provided by a terminal operator
depends on two factors: a barge call profile and its resource utilisation level. Conse-
quently, different barge call profile and preference of resource utilisation will impact
the time window. In other words, decisions made by a barge operator and a terminal
operator depends on each other.

The complexities of the HBT planning model make it difficult to apply an exact method
to solve the model and obtain an optimal solution (see section 3.3). For such a complex
problem, the use of meta-heuristics is more suitable (see discussion in section ). In
section 5.2.2, two meta-heuristics are introduced. In section 5.4, the details of applying
the methods will be elaborated on.

The necessity of collaboration

Both barge and terminal operators have their objectives and aim to have their interests
satisfied. However, these two objectives are difficult to improve simultaneously. This
is because the improvement of one objective could be obtained by sacrificing the other.

As discussed in section 5.3, a barge operator tends to aim to find a rotation plan in
which the turnaround time is minimal. This can be achieved by considering the min-
imum waiting time at each terminal. As presented in section 5.3.3, the objective of a
barge operator is influenced by the time window provided by terminal operators. If the
barge call at each terminal can be served immediately without any waiting time (e.g.
arrival at a terminal idle period), then the turnaround time can be optimised. However,
since the terminal plan board is not shared with the barge operator, the barge operator
has no control over the time window selections.

Moreover, as discussed in section 5.3.4, the goal of a terminal operator is to maximise
its resource utilisation rate. To achieve this goal, a compact plan is desirable. A com-
pact plan can be achieved by selecting a time window in which resources are kept busy
in a certain period. The consequence of this is that the barge call will be placed in a
queue, leading to long waiting times.

In order to improve the performance of the HBT planning process, collaboration mech-
anisms should be designed to enable a more efficient planning process. In the following
sections, two collaboration mechanisms are designed. The interaction between agents,
the coordination procedures, and the decision-making algorithms will be specified.
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5.4 Collaboration mechanisms

In the previous section, the necessity of collaboration between a terminal and a barge
operator was discussed. To achieve this, collaboration mechanisms are required. These
mechanisms should consider two aspects: information exchange and coordination. In
this section, two collaboration mechanisms are proposed. For each mechanism, a col-
laboration framework is proposed. Following this, the decision-making process will
be explained.

5.4.1 Collaboration mechanism 1

In collaboration mechanism 1, the interaction between a terminal and a barge oper-
ator is modelled on the leader-follower Stackelberg game. The Stackelberg game is
a two-person game proposed by economist Von Stackelberg (Von Stackelberg, 1952)
wherein one person (the leader) is able to impose his decision on the other person
(the follower(s)). It is a tool designed to analyse the interaction of strategic decision
makers. It has been extensively applied in economics, politics, computer science, and
biology. Recent research outputs reflect the potential use of the games theoretic ap-
proach to solving complex engineering problems, especially for decision-making and
multi-objective optimisation (Ohazulike & Brands, 2013; Y. Liu et al., 2013; Chu et
al., 2015). In general, several well-established two-player game models are available.
These include the Stackelberg, Cournot, and Bertrand models. The major difference
between the Stackelberg model and the other models is the timing properties (Bode &
Ferreira, 2014).

In a Stackelberg model, players make moves in a sequential manner. Different types of
competition are engaged in the Stackelberg game if one player has an advantage which
enables it to move first and force followers to take actions sequentially. In the HBT
planning process, the conflict of interests between terminal and barge operators is by
nature a leader-follower competition in which the terminal operator (leader) possess
an advantage by issuing time windows to barge operators (followers). Following this,
barge operators will obtain the time window and make decisions by sequencing the
best visit in order to obtain their objective. The two-stage decision-making process
best matches the Stackelberg model. Moreover, the sequential movement enables an
ideal information sharing structure for both players (Dai & Gao, 2014). This is an ideal
context for the negotiation between barge operators and terminal operators because
both players need the others’ decision variables to make a move. In contrast, decision-
making in the Cournot and Bertrand models are independent, and information sharing
depicts an incomplete structure. Based on this, it is reasonable to select the Stackelberg
model for this research.

Figure 5.8 presents a leader-follower interaction structure for the HBT planning pro-
cess. In the HBT planning process, a terminal operator is a leader, and a barge op-
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Figure 5.8: The framework of collaboration mechanism 1

erator is a follower. In the model, multiple terminal operators make decisions simul-
taneously. This leads to a multi-leader structure in the upper level. In the process
of decision-making, the terminal operator will first move by choosing decision vari-
ables in an attempt to guarantee the resource utilisation level. After they are provided
with time window constraints, the follower will respond by seeking a route to obtain
the best turnaround time. The generated route plan will be inserted on the terminal
plan board, thus imposing their influence on the terminal utilisation level concerning
compactness value (equation5.24). The smaller the compactness value, the better the
terminal berthing capacity utilisation. As a consequence, the leader can update its berth
occupancy rate, forcing the lower-level barges to respond again.

The fundamental of enabling an efficient leader-follower coordination is that the utility
value of each game player is transferable. To be exact, the one with a high utility value
can compensate the other one which has a low utility. In our case, the leader makes
a decision that results in an improved compactness condition which could lead to a
long turn rotation time for the follower. Thus, in the following negotiation round, the
leader can reduce its utility to compensate the follower’s interest. It should be noted
that this structure leads to a more complicated iterative negotiation. This is because
both leaders and followers have no guarantee of being able to find its best strategy to
ensure global optimality in one negotiation phase.
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To enable collaboration between the terminal and barge operator, the mediator-based
agent system (discussed in section 5.2) will be applied. In section 5.2, the responsibil-
ity of each agent is briefly explained. In the following sections, the agent intelligence
and decision-making process will be further elaborated on.

Barge Agent (BA)

BA is a type of agent type, and it stands for a barge operator. Figure 5.9 depicts an
activity diagram of a BA agent. It includes two building blocks:(1) negotiation; (2)
decision-making.

Dispatch terminal callIssue Barge Call Pro!le Receive responses
[send call for proposal to TA] [Process responses] 

Update call pro!le

[Terminal Calls are all considered] 

Completeness Check

SA evaluation

[generated plan is feasible] 
Find neighborhood sequence

[Termination condition is not reach]  

Notify coordinator

[Terminal Calls are not considered] 

[generated plan is not feasible] 

[Termination condition is reach] 

Decision Making

Negotiation

Figure 5.9: A barge agent activity diagram

Negotiation: As shown in Figure 5.9, a BA sends a terminal call profile to targeting
TAs one by one. A terminal call profile includes the expected arrival time at terminal
p, and the number of containers to be loaded and unloaded. The response from the TA
will include the available time window for the incoming barge call. This will be sent
back to the BA and aggregated and evaluated by BA. Negotiations will continue until
all terminal calls TCi, j are considered.

Decision-making: As shown in Figure5.9, the decision-making include two parts
namely feasibility check and solution evaluation.

• Feasibility check (FC): A rotation plan is checked to ensure: (1) the ”double-
booked” scenario is avoided; (2) the last terminal call finishes before the defined
deadline. The FC can be implemented by applying Algorithm 5.

• Solution evaluation (SE): The SE is used to assess the quality of the generated
rotation plan. The input is the current terminal visit sequence. By calculating
the current turn around time, the SE can decide whether a new negotiation is
required. If necessary, a new visit sequence is generated by alternating the pre-
vious one. In this research, the simulated annealing (SA) algorithm is used to
assist the SE process. The SA was introduced in section 5.2.2. Its design in
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Algorithm 5 Solution Evaluation and decision-making for bcpi (Simulated Annealing
Process)
1: Input: ;
2: for ALL p in P do
3: if ςi

p = 1 and Di
p > Di then

4: Return false;
5: end if
6: if Xp,q = 1 and ARi

q > Di
p then

7: Continue;
8: else
9: Return false;
10: end if
11: end for

SE is discussed in Algorithm 6. As discussed in section 5.2.2, the term energy E
represents the the turn around time of the current rotation plan. The total rotation
time of the newly generated plan (which is represented by eNew) is compared
with the best rotation time obtained so far and accepted as the best solution with
a probability p. An improved solution is obtained by considering the neigh-
bourhood of the current plan sequence s, namely, reordering the visit sequence
neighbourhood(s). The stop criterion is given when (1) the pre-defined control
variables (which is represented as temperature T ) reaches a pre-defined thresh-
old;(2) the best rotation time cannot be improved during a pre-defined iteration.
Upon the termination of evaluation, a decision regarding whether a re-plan is
needed will be made. If necessary, a new round of negotiation will be initiated.
The negotiation will continue until a suitable solution is found.

Algorithm 6 Solution Evaluation and decision-making for bcpi (Simulated Annealing)
1: Input: terminal visit plan for bcpi, denote as s1;
2: Output: Decision for rescheduling(reSchedulelDecision) and new visit sequence bcp�i ;
3: initialisation: s ← s0;e ← E(s) ;
4: T0 ← 100;n ← 0;coolingRate ← 0.01 //initial state and energy(turn around time for bcpi)
5: if n < NumMax and e > emin and T < Tthreshold then
6: // while counter not reach maximum and energy is not reaching minimum;
7: eNew ← E(s1) ;//compute new sequence energy
8: if P(e,eNew,T )> random() then
9: //calculate the probability of accept new solution
10: s ← s1;e ← eNew;

accept and change state
11: n ← n+1; //update iteration counter
12: end if
13: RePlanDecision ← true ;// reschedule is required
14: T ← temperatureU pdate(coolingRate) ;//update temperature by cooling rate
15: newSequence ← neighbour(s) ;//pick neighbourhood from input solution
16: else
17: RePlanDecision ← f alse; //solution is validated and optimised, negotiation ends
18: end if
19: Return RescPlanDecision and bcp�i with newSequence ;

Terminal Agent (Upper layer)

For the terminal agent (TA), its corresponding obligation is to assign resources and
periods for severing pick-up and delivery activities at minimum cost and maximum
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utilisation of resources. As shown in the activity diagram 5.10, the chosen actions
are related to the incoming message type. Typical activities include process BA calls,
evaluation of current berth capacity utilisation, and updates regarding its strategies.
This section will explain how the TA makes decisions to handle BA calls and how
berth capacity is evaluated.

Receive Barge Call request Serach Plan Board Calculate available time window

Reply with time window
Update berth occupancy level

Calculate tightness condition Notify Coordinator

Receive Message

[Message typs is Request]

[Message type is Update] 

[Message typs is call for proposal (CFP)] 

Figure 5.10: A terminal agent activity diagram

The decision-making process of a TA includes four phases:

• Find available time window: When the TA receives the barge call, the decision-
making process is activated. The first step is to calculate the corresponding idle
period from the current plan board.

• Find available time window for barge handling: A list of available time windows
created in phase 1 will be evaluated. It aims to target the appropriate windows
for the incoming request.

• Applying berth occupancy level: The given time window selected in phase 2
will be further processed by taking into consideration the berth occupancy level
α j. In doing so, the best-inserted position is found in favour of the terminal’s
objective. During the negotiation, the α j will be updated accordingly. This
update will be instructed by the mediator agent. Details of this will be covered
in a later section. The update procedure is shown as follows:

α�
j = α j ∗ (1−θ) (5.27)

where θ is constant value specify the step size of the update process.

• Issuing time window: The final step is to package the created information and
send it back to the corresponding BA.

Mediator Agent (MA)

The major task of an MA is to provide instructions to coordinate the generated plan
and achieve a globally optimal solution. In collaboration mechanism 1, the search for
the feasible space is controlled by the utilities of BA and TA. As shown in Figure 5.11
below, the red arrow represents the inner loop where the TA and BA interact to create
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Figure 5.11: The leader-Follower decision-making with a mediator coordination

a plan. The blue arrow represents the outer loop where mediation is introduced to
assess multiple objectives and provide guidance if the objective is not optimised. The
decision-making details are presented as follows:

x1 denotes as the strategy of the upper-level leader. This is referred to as the berth
occupancy level.
x2 denotes as the strategy of the lower-level follower and is referred to as the rotation
sequence of barges.
x1� denotes as the best strategy of the upper-level leader
x2� denotes as the best strategy of the lower-level follower
UL(x1,x2) denotes as the utility function of the leader by taking x1 and x2 into account.
This is calculated as follows:

UL(x1,x2) = (∑
p∈P

Cp)/|P| (5.28)

where |P| is the total number of terminals, Cp is obtained in Equation 5.24.

UF(x1,x2) denotes as the utility function of the follower by taken x1 and x2 into ac-
count, it is calculated as:

UF(x1,x2) = (∑
i∈I

∂i)/|I| (5.29)

where |I| is the total number of barge calls, ∂i is calculated in Eq 5.2.

DF(x1,x2) denotes the decision strategy chosen by the follower. This takes the deci-
sion of the leader into consideration, where x2 ⊆ DF(x1,x2).
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The optimal strategy of follower is obtained when:

DF(x1,x2) = {x�2|UF(x1,x�2)≥UF(x1,x2)

,x1 ⊆ DL(x1,x2)} (5.30)

DL(x1,x2) denotes the decision strategy chosen by leader which taken the decision of
follower into consideration, where x1 ⊆ DL(x1,x2).
The Stacklberg equilibrium is obtained as D� = (D�

L,D
�
F) when:

D�
L(x

�
1,x

�
2) = {x�1|UL(x�1,x

�
2)−UL(x1,x�2)≤ εL,

x2 ⊆ DF(x1,x2)} (5.31)
D�

F(x
�
1,x

�
2) = {x�2|UF(x�1,x

�
2)−UF(x�1,x2)≤ εF ,

x1 ⊆ DL(x1,x2)} (5.32)

where εF and εL is a small number to identify the convergence.

The strategies of the leader and follower will be converged to create an equilibrium
whereby neither the leaders nor the followers utility can be further improved by sacri-
ficing others. In other words, no strategy can dominate the decision-making process,
and the final solution is beneficial for both.

Integrated decision-making

In this section, the integrated decision-making process is outlined. During the process
of decision-making, a follower problem is linked to the leader via the berth occu-
pancy level (this will transfer to available time windows) and operation rate. Since the
operation rate is assumed to be a constant number, the interface will lead to a straight-
forward collaboration mechanism between the leader and the follower. The leader has
full knowledge of the response of the follower. Therefore, it can adjust its strategy
accordingly. As a result, by updating the berth occupancy level, the leader can guide
the followers to optimise their objectives. The decision-making process is summarised
in Algorithm 7. The algorithm includes four phases:

• Phase 1: After acquiring the information about barge call profiles and terminal
service profiles, an initial feasible plan can be generated for each bcpi. The
generated plan will include the decision variables of visit sequences and start
and departure times.

• Phase 2: In every iteration loop(lines 5-8), a feasible plan is generated. The
evaluation process is then activated. If the decision variable RePlanDecision is
true. then a newly created sequence will be attached to the decision, and a new
round of phase 1 will be initiated.

• Phase 3: When all followers in set BCP have found their best strategies (denoted
as the optimal strategy of followers under the current strategies of the leaders).
The global objectives are calculated in this phase.
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Algorithm 7 Solution algorithm
1: Input: BCP : a set of barge call profiles. bcpi: single barge call profile contains a set of terminal call TCj , where j ⊆ [1,2, ...,N]

and N is the total number of terminal calls of bcpi. εL and εL optimisation threshold; θ the step size of α.
2: Output: An ordered terminal visit sequence for each bcpi.
3: initialisation: α : berth occupancy level for terminals, m a game play stage counter, where start from 1;
4: for All bcpi in BCP do
5: for All TCj in bcpi do
6: //Phase 1: Find feasible visit sequence for each bcpi.
7: Find available time window from terminal j;
8: end for
9: //Phase 2: Evaluate the generated plan for each bspi using Algorithm 6.
10: Evaluate rotation plan performance, return decisions;
11: if RePlanDecision �= f alse then
12: acquire update call sequence bcpi to bcp�i and go to step 5;
13: else
14: plan is validated for bcpi, continue to step 4 with bcpi+1;
15: end if
16: end for
17: //Phase 3: Assess the global objective of the plan.
18: calculate average turn around time T R for BCP;
19: calculate average compactness value GT of terminals ;
20: //Phase 4: If necessary, update α and initiate a new game stage m = m+1, otherwise, plan complete for BCP
21: if conditions 5.31 and 5.32 holds then
22: Plan complete;
23: else
24: α�

j = α j ∗ (1−θ),m = m+1 , go to step 4 //Update berth occupancy level and game iterations
25: end if

• Phase 4: Every iteration m (lines 5-19, Algorithm 7) is one game stage wherein
all barges are seeking their best visit sequence with minimum turnaround time.
Their decisions (rotation plan) will influence the terminal resource utilisation in
Phase three (lines 17-20) and calculate the objectives of both barge and terminal
operators. In phase four, these two objectives are evaluated based on Equations
5.31 and 5.32. The variable εL and εF are used to control the number of game
stages and the degree of optimisation. If the condition at line 21 is met, it in-
dicates that performance improvement cannot be gained by further gained. As
a result, an equilibrium is reached. Alternatively, a new game stage is initiated,
and the corresponding strategy of the leader is modified.

5.4.2 Collaboration mechanism 2

To further explore the possible collaborations,another level of collaboration between
terminal and terminal is also added to the model. This is termed collaboration mecha-
nism 2. As discussed in collaboration mechanism 1, the terminals which reside at the
upper level, turn by turn, make decisions to achieve better resource utilisation. This is
obtained by selecting a suitable berth occupancy level. The overall compactness value
not only relies on the berth occupancy level of a single terminal, but it is also influ-
enced by other terminals choices. Therefore, selecting a suitable combination of berth
occupancy level is a critical issue. Collaboration mechanism 2 (shown in Figure5.12,
annotated by the red line) aims to identify the berth occupancy level for each termi-
nal so that the overall compactness value is minimised. A small compactness value
will yield a better terminal resource utilisation rate and allow terminals to serve more



114 5.4. Collaboration mechanisms

vessels within a certain period. In essence, each individual makes its own decisions
by alternating its berth occupancy level independently. Upon a successful negotiation
with the barges, the decision variable will be adjusted based on the evaluation.
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Figure 5.12: The framework of collaboration mechanism 2

Barge agents and terminal agents

In the collaboration mechanism 2, the design of the BA and TA are identical with the
those discussed in collaboration mechanism 1 (see the section 5.4.1).

Mediator agent (MA)

The major difference between collaboration mechanisms 1 and 2 is the coordination
strategy incorporated by the coordination agent. As shown in Figure 5.13, the intro-
duction of an MA leads to a double-negotiation loop structure.
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Figure 5.13: A coordinator agent control loop framework

The outer loop is controlled by an MA by executing the NSGA-II algorithm 4. At each
iteration, the MA first generates a population of individuals where each individual con-
tains berth occupancy level for each terminal. This will be distributed to each TA and
be converted to available time windows by the TA. Following this, negotiations take
place among BAs and TAs in order to obtain a feasible plan. This is done according to
the leader-follower structure (see Figure 5.12) described in the previous section. The
output of the inner loop is a feasible plan for each barge.

The MA will receive the barge turn-around time and terminal compactness value (Uf ,Ul).
The generations will be evolved under the principle of the NSGA-II framework. Such
iterations will continue until the exit condition is met.The MA plays the role of en-
abling the cooperation process. By participating in the implementation of NSGA-II,
it can establish the evolutionary environment and the authority to control the BA-TA
negotiations towards a win-win result.

The pseudo code is presented in Algorithm 4. The NSGA-II operations include:

• Initial population: In order to manipulate the genetic operations, the decision
variables vector has to be encoded as a chromosome. In our case, a gene repre-
sents the berth occupancy level of one terminal (see Figure 5.14).

• Fitness calculation: As a population of chromosomes is created, it will be inter-
preted as the available time window. The information will be assessed by the
followers. Each follower will set their sailing plan accordingly by incorporating
a simulated annealing algorithm. As the sailing plan is created, the solution vec-
tor is available. This is represented in Figure 5.15. Given the decision vector,
the fitness value is calculated.
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Figure 5.14: The individual chromosome representation in the genetic algorithm: α is
a float number ranging from 0 to 1
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Figure 5.15: A decision vector representation in the genetic algorithm

• Ranking and selection: To tackle the bi-level leader-follower negotiation and
find non-dominant solutions, the Pareto dominance criterion is used. When all
decision vectors are available, they will be ranked. The ranking procedure is
iterative where non-dominant solutions of the current generations ranked, and
the highest rank has been removed from the population. Then the non-dominant
solutions from the remaining part will be ranked as the second highest rank. This
process continues until every solution within the population has been considered.

• Evolving: The evolving process includes two operations: crossover and muta-
tion. They are used to reproduce new generations in order to obtain a better
fitness value. The tournament selection method is used to determine which indi-
viduals are selected to participate in the reproduction phases. The crossover and
mutation operations allow the exchange of existing genes so that new genetic
material can be generated. During the reproduction process, elitism is also ap-
plied to guarantee a better propagation of the chromosome of the non-dominant
solutions.
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Integrated decision-making

The overall structure of the hybrid algorithm is shown in Figure 5.16. In the upper
level, a genetic algorithm, specifically the NSGA-II, is applied to supervise the hor-
izontal collaboration process. It aims to search for a suitable berth occupancy level
that enhances its compactness value. At the same time, the simulated annealing (SA)
algorithm is adopted at the lower level to find the best rotation route for followers. This
facilitates vertical collaboration because it enables followers to find the best route by
considering the leaders’ decision.

Initial population(P_t)

Initialization
Time

windows

New Generation 
P_t+1

Leader DM
(NSGA-II) Follower DM

(Simulated annealing)
Model transform

Fitness values calculation

Fast-non-dominate 
sorting P_t

No

Fitness 
calculation

Acceptance

Stopping 
criterion

Satisfactory route 
has been found

Yes

Yes

Temperature 
cooling

No

Neighbourhood 
search

Route 
selection

No

Pareto Front set 
has been found   

Evolve P_t to o!spring Q_t 

Fast-non-dominate-
sorting Q_t

Merge P_t and Q_t

Exit condition Yes

Tournament 
selection

Single point 
crossover

mutation

Figure 5.16: NSGAII-SA decision-making structure

5.5 Evaluation

In this section, an evaluation of the proposed collaboration mechanisms will be given.
It aims to demonstrate the performance of the algorithm against the current practice.
First, a scenario design is presented in section 5.5.1. Second, two mechanisms will be
evaluated in sections 5.5.2 and 5.5.3 respectively.

5.5.1 Scenario design

In order to evaluate the performance of the system, test scenarios need to be defined.
within the literature, works related to hinterland barge planning problems all include
self-defined test scenarios (A. M. Douma, 2008; S. Li, 2016). Currently, there is no
available test instance to provide a benchmark for this study. Moreover, for privacy
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reasons, the involved parties are reluctant to provide information that can be used as a
test scenario. In light of this, the test scenario used in this thesis is defined below.

Port settings

Port settings include the parameters which are related to the port layout and the termi-
nal service profiles.

• Port layout: A port layout is defined as the physical position of terminals in a
port region. In this case study, the port layout is given as a linear structure which
mimics the shape of the Port of Rotterdam. A layout with eight terminals is
considered, and its geographical position is specified.

• Terminal service profile: The terminal service profile defines the parameters of
terminal operations. Each terminal has one quay for berthing vessels. The oper-
ation rate for each terminal is fixed. This indicates that the time for handling one
container is fixed.

Barge settings

Barge settings are the parameters of barge rotation planning. These include arrival time
into the port region, the latest departure time from the port region, the set of terminals
to be visited, and the number of containers to be loaded and unloaded at each terminal.
Besides, the sailing time of each barge is assumed to be identical for all considered
barges because the distance between two terminals means the sailing time is known.

Test scenario

Given the port and barge settings, the following scenarios are considered:

• Scenario 1 (S1): [2,4] barges, each visits [3,5] terminals;

• Scenario 2 (S2): [5,7] barges, each visits [4, 8] terminals;

• Scenario 2 (S3): [8,12] barges, each visits [6,10] terminals;

For each scenario, the number of containers to be loaded and unloaded at each terminal
varies between 5 and 20.

For the terminal settings, events are randomly inserted into the terminal plan board.
Such events can represent sea-vessel calls, terminal close, scheduled maintenance, and
so on.

To evaluate the performance of each collaboration mechanism, four different types of
solutions are compared. These are listed as follows:
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• Mechanism-1(M1): In M1, the primary goal is to find a solution which results
in a minimum turnaround time. It is assumed that the terminal operator will
be flexible to help satisfy barge calls without considering its resource utilisation
rate. The solution generated by M1 will be preferred by a barge operator.

• Mechanism-2 (M2): In M2, the terminal operator has more power in determining
the time slot. The solution generated by M2 is similar with current practice (see
discussion in section 2.3.2). As such, the M2 solution is preferred by the terminal
operator.

• Collaborative mechanism-1 (CM1): a CM1 is generated by applying collabora-
tion mechanism 1.

• Collaborative mechanism-2 (CM2): a CM2 is generated by applying collabora-
tion mechanism 2.

Simulation environment

Figure 5.17 depicts a framework of the simulation tool. It includes three main parts:
an agent system, a system logger, and a seeds generator. All building blocks are coded
using Java. The agent system is built on a JADE framework (see the section 3.2.3 for
an introduction). The system logger and the data seeds generator are also implemented
with Java. The seeds generator is used to generate test cases, and the system logger is
used to store the generated result.

Data Seeds
Generator

Barge Agent 
(JADE)

Terminal Agent 
(JADE)

Mediator Agent 
(JADE)

System Logger

Agent platform Controller 

Figure 5.17: The overall simulator framework
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5.5.2 Evaluation- collaboration mechanism 1

In this section, the performance of collaboration mechanism 1 is evaluated by the fol-
lowing three steps. First, a case study is presented. Second, a parameter tuning process
is performed. Third, an extensive performance comparison between two different hy-
brid algorithms is given.

A generated rotation plan

By applying CM1, the visiting sequence, arrival time, and departure time of each barge
i at each visited terminal p is determined. Figure 5.18 presents the rotation plan gener-
ated by applying collaboration mechanism 1 in a scenario where six barges visit eight
terminals. Figure 5.19 presents the objective value of both terminal and barge opera-
tors in each iteration. At the initial stage, the turnaround time of barges is high, and the
terminal compactness value is low. This indicates that the terminal operator is placing
the incoming barges into a queue to achieve a maximum resource utilisation rate. Thus,
the barge experiences a long waiting time. As the iteration continues, the collabora-
tion mechanism takes action to develop a compromise between these two objectives.
Consequently, the turnaround time is reduced and the compactness value is increased.
This means the terminal operator offers more flexibility to barge operators.
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Figure 5.18: An example of the generated plan with a Gantt chart representation. The
blue bar represents the planned events and the other colored bar represents the plan for
each barge call.
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Parameters tuning

Parameter tuning is used to tune the algorithm parameters so that the accuracy of algo-
rithm performance can be maximised. As discussed in section 5.2.2, two parameters
are considered in an SA. These include the initial temperature and the cooling rate. To
find the best values of the initial temperature and the cooling rate, a fractional factorial
experiment (FFE) method is used. An FFE is regarded as a tool that can be applied
to determine the main effect of factors and some of their interactions with a limited
number of experiments (Naderi et al., 2009). Among various FFE approaches, the
Taguchi method is proven to be effective in determining the appropriate parameters for
meta-heuristics (Sels & Vanhoucke, 2012; Sarrafha et al., 2014).

In the Taguchi method, two tools are used which are an orthogonal array and the signal-
to-noise-ratio (Sels & Vanhoucke, 2012). The orthogonal array is a fractional factorial
matrix where each row represents the level of the chosen parameters, and each column
represents a specific factor that can be tuned. According to the orthogonal array, dif-
ferent experiments are performed, and the obtained results are termed response value
and transformed into the signal-to-noise ration (S/N). The signal refers to the desired
value. The noise denotes the undesirable value. The objective of the Taguchi method is
to maximise the signal-to-noise ratio. In general, in order to minimise the problem, the
corresponding S/N ratio is represented in Equation 5.33 (Naderi et al., 2009), where O
is the objective value obtained in each run.

S/N =−10∗ logO2 (5.33)

The parameters to be tuned in SA is summarised in Table 5.8. The levels considered
are summarised in Table 5.8. The response value is calculated by considering two
factors: the computation time and the objective value. The computation time is the
time elapsed to obtain a solution. The objective value is the barge turn around time.
First, both values are normalised. The calculation of the response value can be found
in Equation 5.34 and the corresponding signal to noise ration is calculated in Equation
5.35.

r = ∑(Nt +Nob j) (5.34)

S/N =−10∗ logr2 (5.35)

Table 5.8: SA parameters level

Parameters range Range Low Medium High
Initial temperature 500-1500 500 1000 1500
Cooling rate 0.01-0.05 0.01 0.03 0.05

The numerical results are summarised in Table 5.9. Figure 5.20 depicts the signal
to noise ratio for each combination of parameters. As shown in the figure, it can be
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concluded that the best combination of parameters is given at the medium level. They
are 1000 for initial temperature and 0.03 for the cooling rate.

Table 5.9: A summary of experiment results for parameters tuning for CM1

Run T C Nt Nob j R S/N
1 1 1 0.66 1 0.7178 1.439965
2 1 2 0.7 0.976 0.721288 1.418913
3 1 3 0.71 0.931 0.685431 1.640366
4 2 1 0.705 0.887 0.641897 1.925347
5 2 2 0.71 0.851 0.614151 2.117252
6 2 3 0.73 0.84 0.61925 2.08134
7 3 1 0.951 0.832 0.798313 0.978271
8 3 2 0.987 0.811 0.815945 0.883391
9 3 3 1 0.903 0.907705 0.420555
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Figure 5.20: The parameters tuning result of SA

An extensive comparative study

To further evaluate the performance of CM1, an extensive comparative study is per-
formed in this section. The three strategies will be applied to three different scenarios
with a different number of barges and terminals. Each scenario is running five times,
and an average value is calculated as the final result. The result is normalised by di-
viding the objective value by the largest number among three strategies, followed by
Equation 5.36.

NOM1 =
OM1

max{Om1,Om2,OCM1}
(5.36)

A comparison of normalised results for each scenario are summarised in Figures 5.21,
5.22, and 5.23 respectively. For KPI-1, the solution generated by M1 yields the best
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quality. However, the terminal resource utilisation rate is low (a higher compactness
value indicates lower terminal utilisation level). This is because, in M1, the barge op-
erator has full control over its rotation planning process. The barge operator attempts
to find an available time in a terminal plan board which leaves a large amount of idle
time between consecutive events. For KPI-2, the M2 outperforms the others. This is
because the terminal operator has full control of the time window selection. Thus, its
objective can be fulfilled. The goal of applying a collaboration mechanism is to har-
monise the interests of both parties and reach a mutually beneficial solution. CM1 is
generated by applying collaboration mechanism 1. It attempts to achieve a mutually
beneficial solution for both terminal and barge operators. Comparing CM1 with M2,
the turnaround time was improved by 15 %, 30%, and 35% in each scenario. In addi-
tion, the compactness value obtained by CM1 outperforms those generated by M1 with
a 22%, 35%, and 38% improvement in each scenario. As a demonstration, the gener-
ated rotation plan for each strategy in scenario 2 (six barges visiting eight terminals) is
presented in Figure 5.24.
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Figure 5.21: S1: Comparison result for CM1
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Figure 5.22: S2: Comparison result for CM1
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Figure 5.23: S3: Comparison result for CM1
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Figure 5.24: Result comparison for CM1

5.5.3 Evaluation- collaboration mechanism 2

In this section, the performance of the proposed algorithm is evaluated by following
three steps. First, the system is applied to the benchmark system. Second, a parameter
tuning process is performed. Third, a comparative study is conducted to compare the
results with those obtained using different strategies.
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A generated rotation plan

Figure 5.25 presents the rotation plan generated by applying CM2 in a scenario where
seven barges visit eight terminals. As discussed in section 5.4.2, an NSGA-II algorithm
is applied to find a Pareto front. In each iteration, a number of solutions are generated
with different objective values. Figure 5.26 depicts some chosen Pareto frontiers (front
in the generation 10, 20, and 30). As a result, it can be easily recognised that the
obtained Pareto front has improved at each generation and the individual in the final
frontier is evenly spread which covers the extreme point for single objectives.
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Figure 5.25: An example of generated plan by applying collaboration mechanism 2
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Figure 5.26: The NSGA(II)-SA Pareto front (for 8 terminals and 7 barges)

The use of NSGA-II will generate a set of Pareto front solutions. Table 5.10 below
presents the objectives value of each individual in the Pareto frontier. Following this,
the task of the decision makers is to determine the best solution (Zio & Bazzo, 2012).
In our HBT problem, choosing the best solution from the Pareto front is a non-trivial
task because there is no party that could be in charge of both terminals and barges. Put
simply, both terminal and barge parties run their own business. The port authority or
the government could play a role, but this would be a long term policy (Feng, Pang, &
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Table 5.10: A summary of experiment results for NSGAII-SA

Oterminals Obarges NOterminals NObarges Wvalue

0.0023196 476.25 0 1 0.5
0.0024355 471.75 0.0039841 0.9808408 0.4924
0.0024606 471.625 0.0048449 0.9803086 0.4925
0.0025578 445.5 0.0081884 0.8690792 0.4386
0.0084945 436.375 0.2122586 0.8302288 0.5212
0.0086221 402.125 0.2166438 0.6844065 0.4505
0.0088391 387.375 0.2241055 0.6216072 0.4228
0.0105602 283.875 0.2832675 0.1809473 0.2321
0.0123068 279 0.3433063 0.1601915 0.2517
0.0188437 255.625 0.5680101 0.0606705 0.3143
0.0227303 254 0.7016101 0.0537519 0.3776
0.0232986 250.625 0.7211438 0.0393826 0.3802
0.0314109 241.375 1 0 0.5

Lodewijks, 2015b). Consequently, this study applied a weight-based approach (Harris
et al., 2014) to determine the best solution where the objectives of both barges and
terminals have equal importance. First, the solutions that appear in the final Pareto
front are normalised and the weighted value is obtained by adding the two objectives
and multiplying them by a factor of 0.5. The calculation is given in Equation 5.37:

Nm
fi =

fim− fmin
fmax− fmin

Wm =
2
∑
j=1

0.5∗Nf j

(5.37)

Where fi is the ith objective value of individual m, fmin is the lowest objective among
the Pareto front whereas fmax is the largest. Nfi is the normalised value for m and Wm
is the weighted value for m.

The result is given in Table 5.10 and the best solution is highlighted by red. Finally,
the option with the lowest weighted value is chosen as the best solution.

Parameters tuning

In this section, the parameters that are used in the NSGA-II algorithm will be tuned fol-
lowed by the Taguchi method (introduced in section 5.5.2). The parameters associated
with NSGA-II will be tuned which are the population number, the generation number,
the probability of crossover and the probability of mutation (see Table 5.11). Their
best combination is obtained by applying FFE to different combinations. In order to
obtain the S/N ratio, the response value for each test is calculated by considering three
factors, namely the number of individuals in the Pareto frontier and the two objectives
from the best solution obtained in each run. As shown in Table 5.12, before obtain-
ing the response value, the results of each run are normalised first. Then the response
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Table 5.11: The parameters levels of NSGA-II algorithm

Algorithm
Parameters

Parameters
Range

Low
(1)

Medium
(2)

High
(3)

Np 30-50 30 40 50
Pc 0.5-0.7 0.5 0.6 0.7
Pm 0.01-0.03 0.01 0.02 0.03
Ng 30-50 30 40 50

value is calculated by Equation 5.38 which considers the convergence and diversity of
the solution simultaneously. Finally, the S/N is given in Equation 5.39,

r = (
k

∑
i=1

wi ∗Noi)+Np f (5.38)

S/N =−10∗ logr2 (5.39)

where wi is the weight for each objective i, Noi is the normalised value of oi and Np f
is the normalised value of the number of individuals in Pareto front. r is the response
value of each run.

The results are summarised as in Table 5.12. For each combination, this study per-
formed 5 runs, and the mean value of the objective values are taken as the response
value. The number of the Pareto front is the largest number obtained during the five
runs. Figure 5.27 presents the mean S/N for each , and the highest S/N indicates the
optimal choice. The best combination is given as: Np is 50, Ng is 50, Pc is 0.6 and Pm
is 0.01.

Table 5.12: A summary of experiments results for parameters tuning for CM2
Run
order

NSGA-II Parameters Results normalised value
Response
value

S/N

Np Ng Pc Pm p f Ob j1 Ob j2 Np f Nob j1 Nob j2 R S/N
1 1 1 1 1 13 0.0105 283.9 0.542 0.7 0.976 1.38 2.789
2 1 2 2 2 12 0.0149 281.75 0.5 0.993 0.969 1.481 3.411
3 1 3 3 3 15 0.0147 250.875 0.625 0.98 0.863 1.564 3.784
4 2 1 2 3 14 0.0145 290.75 0.583 0.967 1.0 1.567 3.901
5 2 2 3 1 20 0.0104 273.015 0.833 0.693 0.939 1.649 4.344
6 2 3 1 2 18 0.0124 262.86 0.75 0.827 0.904 1.615 4.163
7 3 1 3 2 16 0.0133 265.13 0.667 0.887 0.912 1.567 3.901
8 3 2 1 3 15 0.0153 271.733 0.625 1.0 0.934 1.592 4.039
9 3 3 2 1 24 0.0142 260.87 1.0 0.933 0.897 1.915 5.643
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Figure 5.27: The mean S/N plot for different levels of NSGA-II parameters

Comparative study

In this section, the solution generated by CM2 is compared with CM1 and M2 for three
designed scenarios. The results of the comparative study can be found in Figures 5.28,
5.29, and 5.30.

The findings drawn are as follows. For KPI-1, both CM1 and CM2 outperform M2.
This indicates that the average turnaround time of barges was reduced by applying
the collaboration mechanism. Furthermore, CM2 yields a better result compared with
CM1, meaning the use of NSGA-II outperforms CM1.

For KPI-2, the M2 provides the best result because the terminal operator has full con-
trol. This is because M2 only considers the terminals objective while CM1 and CM2
consider both terminal and barge interests simultaneously. This study considered the
results of M2 as a starting point for the use of CM1 and CM2. By applying a collabora-
tion mechanism, the interests of both terminal and barge operators can be compromised
on. As a result, a shorter barge turnaround time is gained by a loss of the compactness
value. However, the compromise is relatively small and resulted in 4%, 5%, and 4%
loss when comparing M2 and CM2.

According to the simulation result, CM2 outperforms CM1. For KPI 1, the improve-
ments were 5%, 8%, and 5% for each scenario. For KPI 2, the improvements were
4%, 3%, and 3% for each scenario.

To demonstrate, the generated rotation plan for each strategy in scenario 2 (six barges
and eight terminals) is presented in Figures 5.31, 5.32 and 5.33.
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Figure 5.28: S1: Comparison result for CM2
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Figure 5.29: S2: Comparison result for CM2
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Figure 5.30: S3: Comparison result for CM2
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Figure 5.31: Solution generated by CP
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Figure 5.32: Solution generated by CM1
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Figure 5.33: Solution generated by CM2

5.6 Towards implementation

In section 4.1, it was mentioned that the use of an integrated DM system in a PL sys-
tem should support three major functions: handling of users and external requirements,
control of information flow, and an information sharing service. In previous sections,
efforts were taken to design DM algorithms that support the control of information
flow. It was also found that there is a gap in the implementation of the designed algo-
rithms in practical IT systems. In this section, issues associated with implementation
will be discussed. It will explain how agents communicate and collaborate and how
user requests are handled by the DM system.

5.6.1 Agent communication

Agent communication concerns how agents exchange messages. To handle message
exchanges, two aspects should be considered:

• The sender agent needs to convert its internal content to a corresponding message
that can be shared with other agents. The receiver agent needs to perform the
opposite operation to decipher useful information from the message.
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• Once the message has been received by an agent, the agent should be able to
check the message origin, unpack the message, and respond to the message by
activating specific actions.

As discussed in section 3.1.2, the JADE framework is used as the key technology for
implementing the proposed agent system. In JADE, communication between agents is
supported by an ontology. A general framework of the JADE agent message exchange
is shown in Figure 5.34. JADE provides mechanisms to perform the convention and
check operations automatically. The user needs to define the general rules for coding
and decoding the messages. In JADE, such rules are defined using ontology (F. L. Bel-
lifemine et al., 2007).

Figure 5.34: JADE agent message handling framework, adapted from F. L. Bellifemine
et al. (2007)

Two categories of ontology are developed to organise the agent negotiation, namely,
personal ontology and mutual ontology. Personal ontology abstracts the logic and
strategic knowledge of agent. It is developed to organise the agents local computing
logic and regulate agent intelligence. Mutual ontology ensures understanding between
multiple agents. It is designed for information sharing and re-use. The establishment of
mutual ontology guarantees no misunderstandings between different agents and there-
fore enhances the interoperability of the negotiation process. Besides, the use of shared
mutual ontology is vital for effective agent communication.

Table 5.13 lists several major negotiation processes. Senders and receivers are repre-
sented by assigning agents. Performative indicates the intention the sender wants to
achieve by sending the message. Item is the content included in the message. The
ontology is structured as a schema. The definition of each schema and typical use is
presented as follows:

• Concept schema: an entity with a complex structure that describes the content
elements and items. As shown in Table 5.13, the item NewCallSchedule is a
concept schema proposed by the TA to activate a new round of BA-TA negotia-
tion.
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• Predicate schema: this reflects the status of certain events or scenarios. As shown
in Table 5.13, the item CheckSchedule is a predicate schema that is sent from the
BA to the MA. It requires the MA to evaluate the value of the current schedule
with a status of OK or Not OK.

• Agent action schema: this concept defines specific actions that can be performed
by agents. As shown in Table 5.13, the itemUpdateTerminalSchedule is an agent
action sent from the MA to the TA. It requires the TA to act to update the terminal
schedule.

Table 5.13: The interoperability of mutual ontology (A:action; C:concept;
P:predicates)

Negotiation Agents Ontology
Sender Receiver Per formative Schema Items Purpose

BA TA CFP A NegotiationAction
Search time slot in
terminal schedule list

TA BA Proposal P Time-Infor Return available time slot

BA MA Inform P Check-Result
Return the schedule
evaluation Result

BA MA Request A Re-Schedule
Request MA to create
reschedule plan

MA BA Propose C New-Call-Schedule
Return to BA the new
terminal negotiation
sequence

MA TA Inform A
Update-Terminal-
Schedule

Negotiation end and
inform TA to update
terminal schedule list

5.6.2 Decision-making process

The whole DM process involves both horizontal and vertical communication. Hori-
zontal communication is conducted between agents in the agent model layer. Vertical
communication is conducted between agents and the mediator agent in the agent con-
trol layer. To better illustrate the DM process, a sequence diagram is shown in Figure
5.35. The DM process can be separated into three phases:

• Call dispatching: Normally, a barge call contains several elements. This includes
terminal visit sequences, the number of containers loaded and unloaded at each
terminal, and estimated arrival time for entering the port. Suppose we have
a call with three terminals and the sequence is (TA1, TA2, TA3). As shown
in Figure 5.35, the barge agent first decodes the call profile and forwards the
corresponding messages to dedicated terminal agents. The forward sequence
obeys the sequence provided by the barge agent.

• Terminal agent processing: The terminal agent keeps listening to the message
sent by the barge agent. Once they have received the request, this will activate
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the internal function and connect with the local schedule database. It will search
the terminal plan board and return a feasible time slot for the barge calls.

• Evaluation: A feasible plan is generated through negotiation between terminal
and barge agents. This will be buffered inside the mediator agent. To verify
the performance of the current plan, the mediator consults with the optimisation
engine. The engine will evaluate the quality of the plan concerning rotation time
and terminal resource utilisation. Decisions such as cancelling terminal calls or
re-planning terminal calls will be issued.

5.6.3 User-system interaction

To improve the applicability and usability of the integrated DM system, the integrated
DM system is further combined with service-oriented architecture. First, though the
use of agents is attractive in the context of intensive negotiation among different par-
ties, it appears that its use has not gone further than university laboratories. There-
fore its practical application is limited (Van Rijswijck & Davydenko, 2007). On the
other hand, SOA is considered a promising architecture for many practical applications
which are characterised as interoperable, heterogeneous and dynamic. The concept
of service is highly modularly and can be implemented using different programming
methods. Consequently, exposing agent functionalities and interactions as a service
under the umbrella of SOA could have potential value in making agent system applica-
ble in industry (Tapia et al., 2009; Dong & Srinivasan, 2013). Second, mutual benefits
can be gained by combining MAS with SOA. For instance, the SOA-based system does
not necessarily concern the properties of autonomy, social ability, reactivity and pro-
activeness. These are essential characteristics of the multi-agent system. Combining
these two could bring added values to industry (Marik & McFarlane, 2005).

To combine the SOA with the integrated DM system, a gateway agent and a blackboard
object are introduced. A gateway agent is used to interact with web services on one
side (service consumer) and for web service requests to be served by an agent (service
provider) on the other side. A blackboard data object holds all the status-related in-
formation. It is directly connected with the gateway agent. Status-related information
is initiated and updated by the MAS planning system. The web services initialise the
blackboard object which synchronises the data between MAS planner and the black-
board. A demonstration of the implemented system can be found in Appendix B.

A typical sequence is explained as follows:

• The barge operator requires the system to issue a plan. The terminal call profile
is given via a browser, which generated as a POST message.

• The servlet (a piece of software program) handles the message by invoking the
sent message actions.
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• Following this, a new Blackboard object is created. The proper content is ex-
tracted from the message and filled into the blackboard object.

1 BlackBoard b l a c k b o a r d = new BlackBoard ( ) ;
2 b l a c k b o a r d . s e t C o n t e n t ( ) ;
3 b l a c k B o a r d . s e t R e c e o v e r ( ) ;
4 t r y {
5 jadeGateway . e x e c u t e ( b l a c k b o a r d ) ;
6 } c a t c h ( E x c e p t i o n e ) {e . p r i n t S t a c k T r a c e ( ) ;}
7

• The gateway agent receives the blackboard object and extracts all the information
from it. The following actions involves data persistence and message forward-
ing.

1 p u b l i c vo id processCommand ( j a v a . l a n g . O b j e c t o b j ) {
2 i f ( o b j i n s t a n c e o f B l a c k B o a r d ) {
3 b l a c k b o a r d = ( BlackBoard ) o b j ;
4 ACLMessage msg = new ACLMessage ( ACLMessgae . CFP ) ;
5 msg . a d d R e c e i v e r ( ) ;
6 msg . s e t C o n t e n t ( ) ;
7 send ( msg ) ;}}
8

• Whenever a plan is issued by the MAS, the results will be aggregated and deliv-
ered to the gateway agent. The gateway agent initialises the blackboard object.
Then, the plan result is finally sent back to the servlet.

1 AddBehaviour ( new C y c l i c B e h a v i o u r ( t h i s ) ) {
2 p u b l i c vo id a c t i o n ( ) {
3 ACLMessage = r e c e i v e ( ) ;
4 i f ( msg != n u l l && b l a c k b o a r d != n u l l ) {
5 b l a c k b o a r d . s e t M e s s a g e ( msg . g e t c o n t e n t ( ) ) ;
6 releaseCommand ( b l a c k b o a r d ) ;
7 } e l s e {
8 b l o c k ( ) ;}}}
9

5.7 Discussion

This chapter aimed to present the design of the proposed integrated DM system, with
a goal to improve the coordination and planning of hinterland barge transport. The
contributions of this case study are summarised as follows:

• Improve collaboration between terminal and barge operator: Compared with the
previous studies (A. M. Douma et al., 2011; S. Li et al., 2014) which chosen the
barge rotation time as the primary goal to optimise, this case study considered
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the interests of both terminal and barge operators together. The interaction be-
tween the terminal and barge operators are first modelled as a leader-follower
bi-level model. Based on the interaction model, two collaboration mechanisms
are proposed aim at harmonizing the conflict of interests between barge opera-
tors and terminal operators. The mechanisms incorporated two meta-heuristics
algorithms, namely non-dominant genetic algorithms and simulated annealing
algorithms. From the simulation result, it can be concluded that the algorithm
optimize both barges turn around time and terminal resource utilisation at the
same time.

• Improvement of communication and information sharing: Compared with the
previous study, which proposed a distributed multi-agent system consists of two
types of agents (the barge and terminal agents) (A. M. Douma et al., 2011), a
mediator-based agent system was proposed in this research. By introducing a
mediator-based MAS structure, the interactions between the barge and terminal
agents are controlled and coordinated by a mediator agent. The interaction of the
mediator-based agent system includes two phases. In the first phase, terminal
agents allocate their available time slots. A barge agent determines its rotation
route by collecting available time windows from terminal agents. In the second
phase, a mediator is involved to assess the performance of the rotation plan re-
garding the average waiting time and the terminal utilization level. During barge
and terminal agent interaction, the mediator agent can judge the performance by
considering both the interests of barges and terminals. In case there is a room for
further improvement, a new interaction is initiated. For example, a new round
of negotiation can be initiated by the mediator if the terminal utilization can
be further increased by adjusting the route of barges. The multi-agent system
proposed in this research allows, in contrast with the distributed agent system,
for balancing the interests of the barge and terminal operators through a high
level of coordination. On the one hand, it allows barge and terminal operators
to optimise their operations with limited information. On the other hand, the
mediator agent takes the role of coordinator to adjust the interaction between the
barge and terminal agents, thus guarantee better global performance. A mediator
agent system was designed and implemented to assist information exchange and
sharing. The model of the agent,the intelligence of the agent, and the communi-
cation protocol of the agent were defined.

• The issue was solved from an ICT architectural point of view: In this research,
an integrated DM framework was designed before directly addressing the DM
problems. Guided by this framework, each component was then specified and
implemented. The proposed framework works effectively to solve HBT planning
problems. Moreover, the designed framework can be extended and adapted to
other similar challenges in PL.
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5.8 Conclusion

The content of this chapter answers sub-question 2.1 as listed in Chapter 1. It inves-
tigated how the integrated DM framework proposed in Chapter 4 can be used to im-
prove the performance of PL further, specifically concerning tactical decision-making
problems in a PL system. A case study of hinterland barge planning was performed.
More specifically, the proposed integrated DM framework was applied to achieve two
goals: (1) to enhance the communication and coordination between barge operators
and terminal operators; (2) to improve planning performance for barge rotation time
and terminal resource utilisation. Each self-interested party was able to maintain its
own objectives. At the same time, a centralised coordination platform assisted the
negotiation process in order to promote a global optimum solution. The mechanisms
considered the inputs and outputs from both terminal and barge parties in order to
incorporate both contexts into the global interests optimisation process.

To enhance collaboration, two different strategies were developed in section 5.4. In
collaboration mechanism 1 (CM1), the interactions between terminal and barge op-
erators were modelled as leaders and followers according to the Stackelberg game.
To assist decision-making, a hierarchical meta-heuristics was developed to assist the
equilibrium searching process. According to the simulation results, the results obtained
from CM1 were better than M1 (the mechanism in which the barge operators interests
are dominant) and M2 (the mechanism in which the terminal operators interests are
dominant). Comparing CM1 with M2, the turnaround time (KPI-1) improved by 15
%, 30%, and 35% for each scenario respectively. In addition, the terminal resource
utilisation rate (KPI-2) obtained by CM1 outperformed those generated by M1 with a
22%, 35%, and 38% improvement for each scenario respectively.

In collaboration mechanism 2 (CM2), decision-making was further improved by iden-
tifying the berth occupancy level for each terminal in order to improve the overall
terminal resource utilization rate by minimising the average compactness value. Com-
pared with collaboration mechanism 1, it extended the space search by allowing termi-
nal operators to alternate its own berth occupancy level. A hierarchical algorithm with
NSGA-II and simulated annealing was designed to assist the Pareto front searching
process. The solution generated by CM2 was compared with CM1 for three designed
scenarios. According to the simulation result, CM2 out performed CM1. For KPI-1,
the improvements were 5%, 8%, and 5% for each scenario. For KPI-2, the improve-
ments were 4%, 3%, and 3% for each scenario.

On top of the designed collaboration mechanisms, a mediator-based multi-agent sys-
tem is designed to assist the information exchange and sharing process where agents
are developed, deployed, and linked to the decision-making process.
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Chapter 6

A case study of reliability assessments
of belt conveyor systems ∗

This chapter investigates how the ICT technology and framework proposed in Chap-
ters 3 and 4 can be applied to improve the reliability assessments of equipment in PL
systems. A case study of reliability assessments of belt conveyor systems is conducted
in this chapter. An introduction to reliability assessments of large-scale belt conveyor
systems is presented in section 6.1. An integrated DM framework and the applied ICT
technology is explained in section 6.2 and 6.3. To demonstrate how the framework
works, a case study concerning belt tear condition supervision will be given in section
6.4. Section 6.5 reflects the contribution of this research. Finally, a conclusion will be
drawn in section 6.6.

6.1 Introduction

In section 2.5, the challenge of current reliability assessments practice of belt conveyor
systems was introduced. The current reliability assessments have several challenges.
First, there is no ICT system to support automated reliability assessment, decisions
were still made manually which can lead to inconsistent and error-prone results . Sec-
ond, the available reliability assessment approaches are applied only on component
levels. There is currently no integrated system that can combine and integrate different
measurements and system conditions. To enable an in-depth assessments of a complex
system like the BCS, an integrated DM system is essential. Third, BCS is a complex
system which generates large amounts of data. Different categories of data need to be
associated with each other in order to support integrated decision-making. No such
support is currently available.

To further improve the reliability assessment of a large-scale BCS, Section 2.7 pro-
posed two requirements. First, an information system is required to process and inter-

∗The content discussed in this chapter has been published in (Feng et al., 2016, 2018)
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pret gathered information and deliver it to the right person at the right time. Second, an
integration approach is needed to mine and integrate of different data sources generated
from the BCS.

Based on the requirements, the ICT technologies were selected in Chapter 3. In section
3.1, the MAS technology was selected to support information sharing between differ-
ent components. Section 3.3 selected the ontology as the DM approach to achieve
context-awareness via information integration and data mining. Further, a hierarchical
framework was proposed in section 4.4.2 aims to integrate the selected technology.

Figure 6.1 depicts the integrated DM framework that generalised from the conceptual
design in Figure 4.5. The integrated DM system is implemented to support context-
aware supervision of BCS. Specifically, the supervision tasks are executed by the
multi-agent system. The context-modelling is performed by the ontology. The func-
tionalities of each layer are briefly discussed below.

Figure 6.1: The integrated DM framework for the BCS reliability assessments, a gen-
eralization of the proposed framework depicted in Figure 4.5.
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• In the agent model layer, agents are grouped into different sections based on
how they are used and what their capabilities are. Different supervision meth-
ods, such as the model-based approaches and knowledge-based approaches are
designed into for the purposes of decision-making. A complex reliability as-
sessment task is partitioned into sub-tasks. These can be solved among different
agents, and the partial results can be consolidated into a final decision.

• In the agent control layer, a mediator agents is designed. The mediator agent is
used to coordinate the actions of the agents in the model layer. The goal is to
collect and provide appropriate decisions for system monitoring and supervision.
In addition, an ontology model named ontoSupervision has been designed and
incorporated. It models the relevant information of the system supervision pro-
cess. The inference engine allows ontoSupervision to derive hidden knowledge
such as classes and relationships. The query engine provides an interface which
enables external systems and functions to interact with the ontology model to
perform information manipulations.

• The agent management layer provides the facilities to support agent communica-
tion. In this case study, the open source software JADE is used. The introduction
of JADE has been given in 3.1.2.

In the following sections, each element will be further discussed. First, the design of
the MAS and the ontology are elaborated in section 6.2. Second, the integration of the
MAS and the ontology are discussed in section 6.3.2. A protocol named knowledge
filtering template is developed to support a new way of integration. To demonstrate
the applicability of the developed system, a case study of belt tear condition supervi-
sion is performed in section 6.4. Several implementation details are explained, and a
prototype system is implemented.

6.2 Implementations of the integrated DM framework

6.2.1 Multi-agent system

The topology of the MAS is shown in Figure 6.2. Three major groups of agents can be
identified: the information facilitator agent (IFA), the system supervision agent (SSA),
and the user agent (UA). The IFA serves as an information portal for all distributed
agents to interact with. It is responsible for delivering relevant information to agents.
It is also in charge of coordinating collaborations among agents. The SSA contains
two groups, the healthiness condition related agent (HCRA) group and the operational
condition related agent (OCRA) group. A HCRA agent is designed for fault diagnosis
at different levels of system granularity. An OCRA agent is designed for operational
abnormalities. Either a model-based or knowledge-based supervision method could be



142 6.2. Implementations of the integrated DM framework

Figure 6.2: The interaction protocol of the MAS

embedded into the agent. The UA contains an agent that corresponds to different end
users with different interests. It maintains connections with a mediator agent. This
means the diagnosis and supervision results can be acquired in real time.

The agent communication follows a subscription interaction protocol. The initiator
(e.g., supervision agent and user agent) send subscription requests to the participa-
tor (in formation mediator agent) indicating its desired information. If this action is
successful, a permanent communication channel is established between the initiator
and participator. The advantage of adapting the subscription protocol is that only the
necessary information is delivered to the target agent.

Agent communication and coordination

Figure 6.3 presents an example of how agents communicate with each other and how
different components are linked together. A belt tear condition supervision process
was selected for illustrative purposes (a detailed case study will be given in section
6.4). To supervise the belt tear condition, three agents are considered. First, an IFA
is considered. This is the central coordinator. Second, a belt tear supervision agent is
in charge of the main assessment task. Third, a maintenance agent describes the user
of the supervision result. In addition to the agents, there are two important compo-
nents involved, a belt tear supervision method and an ontology. A belt tear supervision
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Figure 6.3: An sequence diagram of agent communication

method includes intelligence to assess the tear condition. An ontology stores and or-
ganises all relevant context information.

A belt tear supervision agent sends the subscription to an IFA to subscribe the tear
measurements. The IFA will continuously communicate with the ontology to query
the tear measurement. As soon as the measurement is available, it will forward the
information to the belt tear supervision agent. Subsequently, the belt tear agent will call
the tear supervision method for assessment. The assessed result will then be returned
to the IFA. Following this, the IFA will forward the tear condition to the ontology for
further processing. At this time, the maintenance agent will also receive information
about the tear condition.

The following section will elaborate on the ontology design and the integration of agent
and the ontology.

6.2.2 Ontology

This section introduces details about the implementation of ontology. This includes
the design of ontology class, the design of ontology object property, and the design of
ontology data property.
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Ontology design method

As introduced in section 3.4.3, an ontology is a tool used to capture and specify do-
main knowledge into a machine understandable format. In an ontology, the domain
knowledge is modelled by concept, relationships, and individuals. In principle, any
concepts, relationships, and individuals can be defined in an ontology. It is up to an
ontology engineer to determine the most critical and important concepts. As suggest
by Evchina et al. (2015), two factors should be considered in line with the construction
of a domain ontology: (1) The concepts. These are defined in an ontology and should
have enough expressiveness to the application; (2) It should be simple and available
for further extension.

To design an ontology for a domain, a common approach suggested within the liter-
ature is to adapt the existing ontology and possibly extend or refine it to suit specific
needs. However, with respect to the reliability assessments of large scale equipment,
particularly in a PL system, no suitable ontology exists to fit the scope. Therefore, it
was necessary to define the ontology from scratch. In section 3.4.3, three approaches
are introduced. First, the top-down approach requires a systematic view of the domain.
Second, the bottom-up approach enables fast development without considering the hi-
erarchical structure of the domain. This can capture dynamic features more quickly
but lacks generality. Third, according to Uschold and Gruninger (1996), the use of the
middle-out approach is a suitable method. This is because it captures the concept in
the middle which is more descriptive and application-specific. In the following section,
the middle-out approach is adapted to develop the ontoSupervision.

Scope of ontology

The definition of context-aware supervision is given in the section 3.4.1. Based on this
definition, the scope of interests are as follows:

• System related concept: this defines the object that needs to be monitored and
supervised. Concepts under this scope include components, processes, and de-
vices.

• Condition supervision related concept: this captures the main concept of su-
pervision. Concepts under this scope include system conditions, system state,
supervision agent and method.

• User related concept: this incorporates user interests into consideration. Con-
cepts under this scope include the type of users, and the interests of users.

In light of this, the classes hierarchy of ontoSupervision is presented in following
section.
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ontoSupervision class hierarchy

In this section, the main classes in the ontoSupervision are designed. First, the most
important concepts will be identified and further expanded.

(I) System: context-aware supervision is to improve the reliability assessment of the
large-scale material handling system in a PL system. Consequently, the equipment is
the core object. To capture the knowledge of a piece of equipment, the concept of sys-
tem is introduced. This is understood as the core class and contains individuals to be
supervised. As discussed in Pang (2010)), a large-scale belt conveyor system consists
of different components, processes, and devices. Consequently, several concepts are
also categorised under the scope of system. These include system components, system
processes, and system devices. Put simply, it structures a description regarding differ-
ent aspects of a system. The hierarchy of concept System is outlined in Figure 6.4.

Figure 6.4: ontoSupervision: A hierarchy structure of concept System

Figure 6.5 depicts a partial tree-like structure of the concepts under the scope of Sys-
tem. It should be noted that the link between each class (concept) represent a ”is-
a” relationship. For instance, a BrakingProcess is a SystemProcess and a Belt is a
SystemComponent. By categorising more concepts, a more concrete description of
system can be given.

(II) Condition: The goal of a reliability assessment is to determine the system condi-
tions. As such, another core concept is defined which is Condition. This incorporates
a hierarchy of different system conditions. It basically represents the supervision re-
sults of the systems. Sub classes include component conditions, operation conditions,
and condition partitions. Figure 6.6 depicts the level of Condition class.

The component condition presents the conditions at component level. As shown in
Figure 6.6, a BeltTearCondition is a ComponentCondition. Since a large-scale sys-
tem can be represented by any piece of equipment or a group of equipment, thus the
component condition is applied to any level of system hierarchy. Not only does this
consider the condition of system itself but also the condition of any peripheral devices.
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Figure 6.5: ontoSupervision: A sub-level structure of concept System

Figure 6.6: ontoSupervision: A hierarchy structure of concept Condition

The operational condition concerns the abnormality introduced during system opera-
tions. It is not necessarily induced by any fault in the components but may be caused by
misuse or incorrect configuration of the system. Eventually, this triggers catastrophic
conditions if not handled correctly. As shown in Figure 6.6, an OverLoadingCondi-
tion is an OperationCondition.
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Finally, a ConditionPartition is presented. This adopts the design pattern in ontology
engineering to refine descriptions for certain classes. In our case, the ConditionPar-
tition consists of three subclasses namely NormalCondition, (expected behavior in
given state), AntiHealthCondition (deviations from normal behaviour. This requires
attention before failure happens), and FaultCondition( instant actions are required and
it normally leads to system shut down). This is used to describe the damage levels for
both the component conditions and the operation conditions.

(III) State: The concept of state is important for a system supervision task. It de-
fines the possible state that a system could be in at certain point in time. In essence,
each supervision method has a scope of applicability, indicating that different result
can be generated under different states. Figure 6.7 depicts the class hierarchy of class
State. It includes four different subClasses: SteadyState, MaintenanceState, Oper-
atingState, and TransientState.

Figure 6.7: ontoSupervision: A hierarchy structure of concept State

(IV) Resources: In order to determine the system condition, the first step is to collect
relevant information. The concept of resources class represents system information
that the supervision methods need to access. As an upper concept, it does not intend
to specify any specific information but rather it concerns the type of information. In
the ontoSupervision, two types of resources are specified, namely, static resources and
dynamic resources. Figure 6.8 depicts a hierarchy of class Resources. The differ-
ence between them refers to how it retrieves information and the temporal properties
it possesses. StaticResoures represent the resources that do not change over time. For
example, this includes system specific data and historical log information. Conversely,
DynamicResources are acquired in real-time. For example, this includes the sensor
data retrieved in run-time. Both resources will be valuable in determining the system
conditions. Therefore, they are crucial for a reliability assessment.

(V) SystemSupervisionAgent and SystemSupervisionMethod: The concept of sys-
temSupervisionAgent and its method serves as a bridge to connect the agent system
and ontology model. The agent system is responsible for executing supervision tasks.
By instantiating the concept, each deployed agent together with its attached informa-
tion are firmly registered with the ontology. This allows the ontology model to monitor
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Figure 6.8: ontoSupervision: A hierarchy structure of concept Resource

and manage the agent system. The concept of SystemSupervisionMethod represents
methods that actually perform condition identification, monitoring, diagnosis, and risk
assessment tasks.

Figure 6.9 depicts a class hierarchy of SystemSupervisionAgent. It can be seen that
each Condition defined previously has a corresponding SystemSupervisionAgent. A
class of OperationSupervisionAgent is a SystemSupervisionAgent which is dedi-
cated to OperationCondidition. For example, an OverLoadingSupervisionAgent is
responsible for supervising an OverLoadingCondition. The same principle applies
to ComponentSupervisionAgent. The class UserAgent represents end-user interests
which can be treated as a supervision result consumer.

Figure 6.9: ontoSupervision: A hierarchy structure of concept SupervisionAgent
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Figure 6.10 depicts a class hierarchy of SystemSupervisionMethod. A general prin-
ciple is that for each SystemSupervisionAgent, a SystemSupervisionMethod is de-
fined and associated. For example, class PulleyWornSupervisionMethod is a method
that used to determine the pulley conditions. This will be associated together with the
PulleyWornSupervisionAgent. The semantic meaning is that each supervision agent
will use the supervision method to perform the supervision task.

Figure 6.10: ontoSupervision: A hierarchy structure of concept SupervisionMethod

(VI) Alarm: This presents a category of different levels of alarm triggered by on-
going conditions in the system. It should be designed according to the domain of
applications and the activation of alarm could be reasoned through ontology with the
support of commercial reasoners.

(VII) Users: This concept represents the users that are actually using the system as
end users. Individuals are further specified by data properties such as roles, areas
of interest, areas of responsibility, and status. The final information delivered then
relies on individual responsibility. As shown in Figure 6.11,three users have been
identified: MainteanceOperator, SystemEngineer, and ContractManufactor. The
MainteanceOperator represents the user who uses the supervision result to perform
maintenance work. The SystemEngineer represents the user who determines which
condition needs to be supervised based on which method. The ContractManufactor
represents the user who provides system information.

ontoSupervision object property

In the previous section, the primary classes of the ontoSupervision were explained.
In total, seven categories of concept were identified. However, the class and its sub-
classes defined in ontoSupervision alone cannot provide sufficient information to fully
understand the domain. Consequently, the properties of the classes must be defined in
the ontoSupervision ontology. There are two kinds of properties include object prop-
erty and data property. The object property is used to define the relationship between
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Figure 6.11: ontoSupervision: A hierarchy structure of concept User

classes. The data property determines the data values each class should have. In this
section, the object property will be discussed. The data property will be addressed in
next section.

Figure 6.12 depicts the ontology which consists of fundamental classes and relation-
ships that model the contexts and necessary entities. This consists eight main classes
and each class also contains sub-Classes. Classes are interrelated via the object prop-
erty. The primary object properties will be discussed as follows.
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Figure 6.12: ontoSupervision: the definition of classes and relationships

(1) Resource isParameterOf Systems

The class Resource contains data that is used to describe system conditions. This can
be a measured data, a system specification, or a historical data. Thus any individuals
that belongs to Resource has a relationship of isParametersOf with class System.

(2) State isStateOf Systems
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The class State describes different system states. This includes static state or transient
state. Thus, it is intuitive to define the relationship isStateOf between classes State
and Systems.

(3) Systems hasConditionOf Conditions The goal of designing ontoSupervision is
to support reliability assessment. In another words, it determines the condition of a
system. The class Systems is the core class in which to model the supervised equip-
ment and the class Condition is the core class in which to represent the supervised
condition. Thus, it is important to connect the class Systems and Condition with a
relationship of hasConditionOf.

(4) Condition isDeterminedBy SupervisionMethod

Each condition is determined by applying specific method. Such methods can be a
model-based approach or a knowledge-based approach. Depending on the nature of
the condition, the method is selected. The object property isDeterminedBy is used to
link the class Condition and SupervisionMethod.

(5) SupervisionMethod isAssociatedWith SupervisionAgent

As discussed in previous section, each SupervisionMethod is associated with a Su-
pervisionAgent. The SupervisionAgent provides a running environment in which
the supervision method can be executed. As such, a relationship isAssocatedWith is
established.

(6) SupervisionAgentSubscribes Resources

To execute supervision method, data needs to be provided. Different supervision meth-
ods rely on different data source. For example, a belt tear supervision method needs
the tear shape measurement in order to quantify the level of damage. A belt energy
supervision method needs the belt speed as the input. Consequently, a relationship is
required to specify the data source and supervision condition. Since the Supervision-
Agent provides the environment for method execution, each agent should subscribes
data from Resources. The agent will then provide the data to its associated method for
supervision.

(7) Condition isTriggeredBy Condition

The condition is not independent. This means that a condition may be induced or
triggered by another condition. For example, a belt brake pad abrasion condition or a
low brake hydraulic pressure condition may lead to a longer braking time. Therefore,
if a long braking time condition is supervised, it can be triggered by either a low brake
hydraulic pressure condition or a belt brake pad abrasion condition. To reveal the
intrinsic relationship of different conditions, the object property isTriggeredBy is used.

(8) Condition Activates Alarm

When a Condition is supervised, it should reflect the severity level to the end user.
In ontoSuerpvision, the class Alarm is used to quantify the level. The class Alarm
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presents a hierarchy of on-going events from the system, and should be linked with the
supervised condition. Thus, the object property Activates is used to link Condition
and Alarm.

(9) User ResponsibleFor Condition

The class User models different stakeholders that have interests in the supervised con-
ditions. For example, maintenance workers need to understand the condition and take
the proper action. Thus, a relationship ResponsibleFor is used to link the User and
Condition.

To better illustrates the use of object properties, an example is given as shown in Fig-
ure 6.13. The semantic meaning of the example is given as: Belt is a subclass of Sys-
tem, it has a condition of BeltTearCondition. The BeltTearCondition can be deter-
mined by a method BeltTearSupervisionMethod. The BeltTearSupervisionMethod
is associated with a BeltTearSUpervisionAgent which subscribes the parameter Tear-
Shape. The parameter TearShape is the input data for tear condition supervision.
Upon successful supervision, the BeltTearCondition will activate an Alarm and the
corresponding MaintenanceOperator will be notified.

Despite the nature of different conditions, the above semantic meaning is generic and
can be applied to any conditions that exists in the system. It provides a mechanism to
link different concepts together which makes information context-aware. For exam-
ple, if a measurement is available (e.g., tear shape on the belt), the ontoSupervision
is capable of finding all the relevant information linked with the measurement. For
example, the ontoSupervision knows which parameter is linked to which component,
which method to apply to determine which condition, which condition activate which
alarm, and so on.

Figure 6.13: ontoSupervision: An example of object properties
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ontoSupervision data property

In the previous section, the object property of ontoSupervision was discussed. The
object property expresses the relationships between classes. In this section, another
property termed data property is discussed. The data property describes the relation-
ship between individuals and data values. The data property does not describe the
relationship between classes, rather it provides properties within single classes. Via
data property, each individual from a class can be described using numerical values.

As discussed, the data property is used to describe the single class. In other words, it is
class-specific. Different classes have different data properties. To give a demonstration
of how data property is used, an example is given below.

The data property of individuals from the class Condition: When a condition is su-
pervised, a description is required to describe the condition property. The condition
property should contain the supervised result, the action needed, and other useful in-
formation that could help end users to take proper actions. An example of a supervision
result of a BeltTearCondition is given in Figure 6.14, a belt tear condition can be fully
described by the following properties: the belt width, the broken cable percentage, the
diameter, and the extension factor. By filling the value of each data property, a com-
plete description of the belt tear condition can be determined.

Figure 6.14: ontoSupervision: an example of data property

Applicability of ontoSupervision

The most important aspects of designing the ontoSupervision have been discussed.
These include class, object property, and data property. In general, the ontoSupervi-
sion can be used in two ways. First, it can be used passively as a database. In this case,
users can use ontology to query data and domain knowledge. Second, the ontology
can be used actively. In this case, ontology is integrated as part of the decision-making
engine to integrate information and infer new knowledge. It can also control and coor-
dinate other modules in the system. In this section, we will discuss three ways of using
ontoSupervision to support the reliability assessment of a belt conveyor system.
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• Knowledge sharing: A straightforward way of using ontology is to enable knowl-
edge sharing of a domain. This is because ontology contains the domain knowl-
edge in a well-structured hierarchy. Users can view the structure of a class, find
the associated class via the object property, and check the attributes of a class
via data property. For example, a user can use ontoSupervision to explore in-
formation about the conditions that are currently being supervised. As shown in
Figure 6.15, the user can view the conditions related to components by zoom-
ing into the category of ComponentCondition. Furthermore, by zooming into
each condition, such as BeltTearCondition, the associated classes can be found
and accessed via the object properties. For example, via object property isDeter-
minedBy, the user can easily find the methods that are currently used to supervise
the condition.

Figure 6.15: ontoSupervision: A zoom-in view of class Condition, its subClasses and
annotations

• Knowledge query: Knowledge queries enable a user to acquire information from
ontology by using meaningful query language. As discussed previously, domain
knowledge is modeled as concepts and related via property. The user can use the
defined properties to acquire information via a certain reasoners (e.g., Fact++ in
protege). An example is given as shown in Figure 6.16. The semantic meaning
of the query is which condition can be determined by means of belt tear supervi-
sion method?. The query result suggests that the BeltTearCondition is one that
currently supervised by BeltTearSupervisionMethod.

Figure 6.16: ontoSupervision: an example of ontology query
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• Knowledge inferring: the two features provided above are passive. This means
the user should take action to decipher information from the ontology. As dis-
cussed, the ontology can also be used actively. One aspect is to infer new knowl-
edge in real-time. This property is supported by built-in rules in ontology.

• Agent system control: In section 6.3.2, a discussion on integrating ontology and
agent system is discussed. In light of this discussion, ontology will be assessed
not only as a stand-alone tool for knowledge management, but also for focus-
ing on how to integrate ontology with different tools to enable more advanced
decision-making capabilities.

6.3 Ontology-agent Integration

In section 6.2.1, the MAS system was chosen as the tool to support system supervi-
sion. In section 6.2.2, the ontology was chosen as the tool to support context aware
modelling. In this section, how to integrate the multi-agent system and the ontology
will be discussed.

6.3.1 Potential way of integration for context-aware supervision

Hadzic et al. (2009) claimed that an ontology and an agent-based system can com-
plement one other, and that their integration could bring benefits at different levels.
The benefits which include: problem decomposition, information retrieval and locat-
ing, agent communication, information manipulation and information presentation.
Natarajan et al. (2012) developed an ontology (ontoSafe) that provides operational
abnormality management of a large chemical plants using a multi-agent system (EN-
CORE) to facilitate the information retrieval and decision-making tasks. Dibley et al.
(2012) used three different ontologies (sensor ontology, building ontology, and sup-
porting ontology) to capture the semantics of a building environment where the mon-
itoring and decision-making is supported by MAS. Mahdavi et al. (2013) developed
a monitoring and control system for the fault identification in the cement production
system using the agent system. Agent communication is coordinated by means of
ontology.

In sum, current research regards the agent-ontology integration mainly focuses on two
aspects: (1) using ontology to guarantee coherent communication among agents; (2)
using ontology as a hybrid database for information and knowledge retrieval and loca-
tion. An ontology behaves passively in an ontology-agent platform. Potential aspects
such as information analysis and problem decomposition is rarely addressed. To en-
able context-aware supervision of large-scale equipment in a PL system, a potential
method is to enable ontology to behave pro-actively. Two potential aspects of this are
discussed as follows
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• Agent coordination: The ontology will be treated as a controller of the agent sys-
tem. Firstly, the ontology will continuously integrate the data and transform it
into context information. Secondly, based on the context information, the ontol-
ogy will determine the responsible agent. The responsible agent will be assigned
to process certain context information. Moreover, the ontology could activate
multiple agents to collaborate together for complex condition supervision.

• Information mining: The ontology will serve as a knowledge hub. The super-
vision results generated by the agent will be sent back to ontology for further
processing. The processing include s storing of supervision results , reasoning
new knowledge , and activating a new supervision thread if needed.

To achieve these two aspects, a specific integration scheme between agent and ontology
will be defined and explained in following section.

6.3.2 Ontology-agent integration in ontoSupervision

As discussed in the previous section, the goal of an agent and ontology integration is
to enable agent coordination and information mining. To achieve this goal, a specific
interaction schema needs to be defined. The scheme can be viewed as a communication
protocol between the ontology and agent system. In this section, a scheme called
knowledge filtering template (KFT), as shown in Figure 6.17, is introduced. It defines
patterns that the agent can use to acquire knowledge from the ontology. The use of the
term knowledge instead of information is used because not only can ontology provide
information by running certain queries, but is also able to yield inferred or reasoned
facts dynamically, and such statements are helpful in coordinating agent behaviour. In
detail, the design of KFT uses high level abstractions referring to the elements in the
knowledge base. When certain conditions are fulfilled, or executable events are ready,
the high-level abstraction terms are dynamically substituted with parameters defined
in the ontology.

Figure 6.17: The general process of the Agent-Ontology integration



Chapter 6. A case study of reliability assessments of belt conveyor systems 157

SPARQL language

The KFT is implemented via the SPARQL language 1. The SPARQL language is a
semantic query language which is able to retrieve and manipulate data stored in an
ontology. The reasons for implementing KFT by SPARQL are two-fold: (1) first, the
SPARQL language can be used to interact with ontology to retrieve data and knowl-
edge. (2) second, the SPARQL query can be implemented via different programming
languages, which gives it more power to adapt SPARQL in different software envi-
ronments. It provides opportunities to embed SPARQL in a software agent and thus
achieve the goal of agent-ontology integration. The basic format of a SPARQL query
is given as follows:

[prefix declarations] SELECT <variable list> WHERE <graph pattern> .

The variable list in a SPARQL outlines the variables to be retrieved from the ontology.
The graph pattern defines several predicates or constraints on the variables. These
predicates or constrains should be satisfied.

Agent-ontology interaction via KFT

In this section, five KFTs are introduced. Each KFT is implemented via one SPARQL
query. A sequence diagram is shown in Figure 6.18. As shown in the figure, the in-
formation facilitator (IF) agent serves the hub between the agent system and ontology.
The KFT is initiated and executed in IF. For each KFT, the purpose and detailed use
will be given as follows.

The use of KFT1 is considered as a configuration process that prepares all relevant
information to set up the agent execution environment. The KFT1 executes inside a
ticker behaviour which is activated periodically. The KFT1 is shown in Figure 6.19.
The semantic meaning is given as: if data (e.g. a new sensor measurement) becomes
available, the ontology should collect relevant knowledge in order to proceed with
supervision. This includes the system state, the supervision agent that subscribes the
data, the method associated with the agent, and the device that is used to acquire the
data. For example, if more than one method is associated with the agent, the result of
KFT1 will specify the most effective method and guide the agent to link with it. While
it is initialised, the onto:AgentName will be replaced by the registered agent name.

1SPARQL: https://www.w3.org/2007/03/VLDB/
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Figure 6.18: Sequence diagram: agent-agent & agent-ontology interaction

SELECT ?par ?agent ?system ?method ?timeStamp 
?state ?measurement
WHERE { 

?par onto:isSubscribedBy ?agent.
?par onto:isParametersOf ?system.
?agent rdf:type onto:AgentName.
?method onto:isAssociatedWith ?agent.
?system onto:hasState ?state.
?par onto:hasTimeStamp ?timeStamp.
?par onto:isMeasuredBy ?measurement.}

Figure 6.19: An example of knowledge filtering template 1
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If the returned result set of the KFT1 is not empty, the KFT2 (see Figure 6.20) is
activated. This aims to retrieve detailed data properties of the available measurement.
For demonstration purposes, the query of a belt speed is given below. It queries the
data properties of a belt speed that has been used for slip condition supervision of a
belt conveyor system. As shown in the KFT2, the part marked in red can be replaced
with any domain specific data properties.

SELECT ?par ?agent ?bs ?ps ?ts ?agentName
WHERE { 

?par onto:isSubscribedBy ?agent.
?agent rdf:type ?agentName.
?par onto:hasBeltSpeed ?bs.
?par onto:hasTimeStamp ?ts.
?par onto:hasPulleySpeed ?ps.
FILTER(?par=onto:currentMeasurement)}

Figure 6.20: An example of knowledge filtering template 2

Upon completion of KFT1 and 2, the supervision process is ready to begin. As shown
in Figure 6.18, the IF agent will deliver information to relevant SA where a dedicated
method will be invoked for condition supervision. Such a process is executed via an
agents simple behaviour. The identified condition and specifications will be sent to IF
and further populated into ontoSupervision by running a SPARQL update clause (see
figure Figure 6.21). The template given below presents a partial template for updating
a belt tear condition to ontology, the detailed illustration of the context will be given in
section 6.4.

SELECT ?cond ?condtype ?alarm ?desc ?rootCause ?user ?agent
WHERE{

?cond rdf:type ?condtype.
?condtype rdfs:subClassOf onto:ConditionPartition.
?cond onto:activates ?alarm.
?cond onto:hasDescription ?desc.
?cond onto:isTriggeredBy ?rootCause.
?cond onto:isHandledBy ?user.
?cond onto:isRepresentedBy ?agent.
FILTER(?cond=onto:conditionName)}

INSERT DATA
{

onto:conditionName rdf:type onto:BeltTearCondition
onto:conditionName onto:hasWearIndex onto:wearIndexValue
onto:conditionName onto:hasDescription onto:description
�…..}

Figure 6.21: An example of update template

Following this, the IF can apply KFT3 (see Figure 6.22). The use of KFT3 is to reason
the relationship between different conditions. In case a relationship isCausedBy was
defined between two conditions. If one condition is supervised, the running of KFT3
will return the associated condition that might cause this supervised condition. In
addition, the KFT3 will also return information include the activated alarm and relevant
component associated with the condition.



160 6.3. Ontology-agent Integration

SELECT ?cond ?cause ?alarm ?comp
WHERE{

?cond onto:isConditionOf ?comp.
?cond onto:causedBy ?cause.
?cond onto:activates ?alarm.
FILTER(?cond=onto:condition)}

Figure 6.22: An example knowledge filtering template 3

The use of KFT4 (see Figure 6.23) is to discover intrinsic relationships between rele-
vant conditions. Namely, when a condition is confirmed, the ontology should be able
to identify the root cause and consequences associated with such condition if any ex-
ist. If the returned result set is not null, it indicates that the agents equivalent to the
inferred condition should be activated and the supervision process should be activated.
For example, a belt slip condition is identified when there is a difference between belt
speed and pulley speed. However, the root cause could vary from improper power
supply synchronisation between master and slave drive to inadequate tensions. The
consequences could be a temperature increase in the belt. In this scenario, the ontol-
ogy is required to infer such knowledge and activate the relevant supervision process
to enable an in-depth evaluation alongside agent supervision and collaboration.

SELECT   ?Condition ?property ?confirmedCon  ?agent ?method ?agentInd
WHERE {   

?condition rdfs:subClassOf ?restriction.
?condition rdfs:subClassOf ?restriction1.
?restriction owl:onProperty ?property.
?restriction owl:someValuesFrom  ?confirmedCon  .
?restriction1 owl:onProperty onto:isDeterminedBy.
?restriction1 owl:someValuesFrom  ?method.
?agent rdfs:subClassOf ?restriction2.
?restriction2 owl:onProperty onto:hasAssociateMethod.
?restriction2 owl:someValuesFrom ?method.
?agentInd rdf:type ?agent
FILTER(?restrictionValue=onto:conditionType)
FILTER(?property=onto:triggers||?property=onto:isTriggeredBy)}

Figure 6.23: An example of knowledge filtering template 4

Finally, through KFT5 (see Figure 6.24), the condition specification together with its
root cause and consequences will be composed and become available to the person in
charge.

In sum, the use of KFT leads to a semantic-rich processing engine, it makes the agent
aware what reactions and/or behaviour it should/can invoke and furthermore which
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SELECT ?cond ?condtype ?alarm ?desc ?rootCause ?user ?agent
WHERE{

?cond rdf:type ?condtype.
?condtype rdfs:subClassOf onto:ConditionPartition.
?cond onto:activates ?alarm.
?cond onto:hasDescription ?desc.
?cond onto:isTriggeredBy ?rootCause.
?cond onto:isHandledBy ?user.
?cond onto:isRepresentedBy ?agent.
FILTER(?cond=onto:conditionName)}

Figure 6.24: An example of knowledge filtering template 5

new behaviour it should trigger. As such, the defined knowledge and reasoning facts
from ontology are applied to control and manage the operation of the agent system.

6.3.3 Context rules

It should noted that the use of KFT intends to extract information from the ontology
model by a well-defined template through query language (SPARQL in our case). In
terms of context-awareness, it also requires a system capable of inferring new knowl-
edge and facts based on current context. Such requirements can be fulfilled by enrich-
ing the ontology model with context rules. With respect to system supervision, fun-
damental tasks include triggering different levels of alarms and generating decisions
based on incoming conditions. For instance, if the temperature of a critical component
rises above a certain threshold, a fire alarm should be issued. If a component wear
condition has been expanded significantly, then an immediate replacement should be
activated. Such context rules are domain and application dependent, their pattern de-
sign and configuration should be done along with the design of application ontology.
Some typical uses of context rules are discussed in section 6.4.

6.4 Cases study: A belt tear condition supervision

In this section, a case study of belt tear condition supervision is given. In section 6.4.1,
an introduction of the case presented. In section 6.4.1, a fuzzy-logic based approach
will be designed as the supervision method. In section 6.4.3 the context-aware super-
vision framework is applied to assist the belt tear condition supervision. The agent
intelligence, context modelling, and decision-making process will be elaborated on.

6.4.1 Introduction of belt tear condition

In a PL system, a BCS is normally deployed in an open and hash environment. Conse-
quently, critical components such as belts, idlers, and pulles are expected to deteriorate
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as the system ages. Among the various component fault conditions, four damages are
reported including breadth tears, punctures, tongue-tears, and longitudinal tears. These
account for 85 % of all damages (Lodewijks & Ottjes, 2005a). They have been cate-
gorised as the belt tear condition which could rapidly develop into a major problem if
not handled properly.

In order to perform an accurate and timely assessment of a belt tear condition, three
aspects need to be considered:

• Condition measurement: An inspection method is required to enable timely and
accurate measurement of the tear conditions. The measurement includes the
properties of a tear shape. It includes the length and width of the shape, and the
position of a tear on the belt.

• Data mining: For a proper identification of the tear condition, the historical data
(the measurement in the past) and the knowledge are required to understand the
physical process that influences the damage growth. To link all the relevant
information and knowledge together, a proper data mining process is required.

• Decision-making: When all required information and knowledge is available, a
decision is made available. With respect to belt tear condition, a decision can be
made on whether the tear condition on the belt should be fixed (e.g., replace the
fault belt instantly) or the next inspection interval should be determined.

In current belt tear condition supervision practice, the mentioned aspects outlined
above are not executed properly.

• Condition measurement: Currently, belt inspection largely relies on human vi-
sual inspection. This is unreliable and error-prone.

• Data mining: There is no proper data mining process. Systematic gathering
and use of measurement, historical information, and knowledge for reliability
assessment purposes is not well developed.

• Decision-making: The identification of a tear condition is executed by human
experts. There is no intelligent decision-making system available that can per-
form decision-making automatically. Moreover, the current assessment heavily
relies on human experts, meaning knowledge sharing and reuse can be difficult.

To improve the current practice of belt tear condition supervision, the above three
aspects can be improved. In this case study, data mining and decision-making will be
focused on.
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6.4.2 Supervision method: a fuzzylogic-based approach

A supervision method is needed to support reliability assessment. Such method can be
a model-based approach or a knowledge-based approach depending on the property of
the supervised condition. To support the belt tear condition supervision, a fuzzy-logic
based method is adopted as the supervision method. This was introduced in the work
of Lodewijks and Ottjes (2005a).

The goal of using fuzzy-logic is to create straightforward advice on the maintenance
actions of a belt tear condition. A simple membership function could be used to
demonstrate a membership function between the tear measurement on the belt and
to a scalar value which is used to indicate the severity of the crack. However, it is not
applicable in practice. On the one hand, to quantify the degree of damage there are
several factors that need to be considered. These include, for example, the shape, lo-
cation, and size of the crack. Moreover, in order to outline proper maintenance action,
the historical information is required to assess the propagation of the given crack.

Figure 6.25: The factors that associated with the belt tear condition,derived from
Lodewijks and Ottjes (2005a)

Figure 6.25 depicts the possible factors that are relevant to a belt tear condition. To
quantitatively identify a tear shape, two indexes are defined, namely, a belt wear index
(WI) and an inspection frequency index (FI). The WI is used to quantify the level of
damage of a tear condition and the FI is used to determine the inspection interval of the
tear condition. The WI and FI is determined by different factors and each factor is a
mapped from an input measurement. A brief introduction of the developed fuzzy-logic
method and the explanation of the belt wear index and belt frequency inspection index
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can be found in Appendix A. A detailed explanation of the WI and FI can be found
in Lodewijks and Ottjes (2005a). In the following sections, how these two factors are
calculated and how the maintenance action is made will be outlined.

6.4.3 Context-aware supervision

This section applies the proposed framework to supervise a belt tear condition. The
focus of this section is to specify the work flow of the whole system. Firstly, a belt tear
condition is simulated. Secondly, the whole supervision process will be divided in to
three parts: context identification, context supervision and response action. For each
part, the integration of ontology and agent system will be elaborated on.

Two inspections of a tear condition at distinctive time stamp 5 and 7 are considered.
It assumes that a new tear shape was found on time stamp 5 and the next inspection is
scheduled for time stamp 7. The supervision process should be able to identify the tear
shape propagation pace and its potential damage during this period (time stamp 5 to 7)
and eventually create a proposition for future activity (immediate repair or reduce the
inspection intervals). The process can be divided into three steps as shown in Figure
6.26, namely the context identification, context supervision and response actions. The
partial ontology presented in Figure 6.26 also shows how context information is organ-
ised and presented in ontoSupervision. The following sections will further elaborate
on each process.
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Figure 6.26: Ontology-MAS context aware supervision: a case study of belt tear con-
dition supervision
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Context Identification

The purpose of context identification is to extract context information from measure-
ments. When a belt tear measurement is available, it will populate to the ontoSuper-
vision. Inside the ontology, a SWRL rule will be activated as shown below:

TearShape(?par), BeltTearSupervisionAgent(?agent)
->isSubscribedBy(?par, ?agent)

By running the above rule, the tear measurement is associated with the belt tear su-
pervision agent. Afterwards, all the context associated with the measurement can be
located. Such contexts include which agent is responsible for this measurement, which
method should be used, what was the system state when the measurement was taken,
and so on. To achieve this, KFT 1 will be activated inside the supervision agent. As
discussed in section 6.3.2, KFT 1 is used to collect all relevant information for context
supervision. By initialising the KFT 1 template, the KFT 1 for a belt tear condition is
show in Figure 6.27.

SELECT ?par ?agent ?system ?method ?timeStamp 
?state ?measurement
WHERE { 

?par onto:isSubscribedBy ?agent.
?par onto:isParametersOf ?system.
?agent rdf:type onto: .
?method onto:isAssociatedWith ?agent.
?system onto:hasState ?state.
?par onto:hasTimeStamp ?timeStamp.
?par onto:isMeasuredBy ?measurement.}

Figure 6.27: KFT1 for belt tear condition

The belt tear supervision agent will run the above query to get the belt tear measure-
ment conditions. The semantic meaning of the query is return any measurement that
is subscribed by a belt tear agent. As discussed above, the SWRL rule ensures that the
tear measurement is associated with the belt tear agent. As such, by running KFT 1, the
belt tear agent is able to acquire the recent tear measurement from ontoSupervision.

The belt tear supervision agent will run the KFT1 to query the belt tear measurement
conditions. The semantic meaning of the query is ”return any measurement that is
subscribed by a belt tear agent”. As discussed above, the SWRL rule ensures that the
tear measurement is associated with the belt tear agent. As such, by running KFT 1, the
belt tear agent is able to acquire the recent tear measurement from ontoSupervision.

Followed by KFT1, a KFT 2 is executed by the belt tear agent. The purpose of running
KFT 2 is to extract all relevant data properties related to a tear measurements. The
extracted data properties will be used fro the supervision method. The KFT 2 for a belt
tear condition is shown in Figure 6.28:
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Figure 6.28: KFT2 for belt tear condition

The context identification process is supported by executing KFT 1 and KFT2. The
results obtained from KFT 1 and KFT 2 are summarised in Tables 6.1 and 6.2.

Table 6.1: KFT1 result
Parameter Agent System Method Time
tearShape5 BTSA BeltSection01 BTSM 5
tearShape7 BTSA BeltSection01 BTSM 7

Table 6.2: KFT 2 result
IF d rwp bcp bw ts uri
”irregular” 50mm 250mm 5% 1000mm 5 1
”irregular” 75mm 220mm 7% 1000mm 7 1

Context Supervision

Upon completion of identification, context information is ready for further process-
ing. The data properties of a tear shape will be sent to the belt tear supervision agent
(BSTA). Supported by the fuzzy-logic based method (see in Appendix A), a tear condi-
tion can be determined inside BSTA. The supervision result of a belt tear will generates
a belt wear index. By running the KFT 3 which is shown in Figure 6.29, the ontology
is able to identify the condition type and determine the alarm level. The result is sum-
marized in Table 6.3.

Table 6.3: supervision result obtained by KFT3

Condition System Cause Wear Index Type
BTC5 BeltSection01 tearShape5 0.55 AntiHealth
BTC7 BeltSection02 tearShape7 0.74 Fault
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Figure 6.29: KFT3 for belt tear condition

The final step in this phase is to check if the given condition has relationship isTrig-
geredBy or Triggers with any other conditions. In the case of a tear condition, as
discussed, this is generated as the system ages. It is also common for most belt con-
veyor systems to continue functioning with tears on belt for a considerable amount of
time. Thus, no server conditions could be triggered by a tear condition instantly. As a
result, the execution of KFT4 would return an empty result.

Response Actions

When a condition is supervised, the final step is to create response actions.

• Fault identification: As explained in Lodewijks and Ottjes (2005a), a defuzzyfi-
cation process is required to translate the result (e.g., belt wear index, inspection
frequency index) to a proper maintenance actions. In this case, we use the on-
tology rule inference to implement the defuzzyfication process. If the belt wear
index is below 0.55, then the repair index is 0 (no repair needed) where if the
value large than 0.55 then the repair index is 1 (repaired needed). The rule is
shown in the block below:

BeltTearCondition(?condition), greaterThan(?level, 0),
hasWearIndex(?condition, ?level), lessThanOrEqual
(?level, 0.55)->AntiHealthCondition(?condition)

BeltTearCondition(?condition), greaterThan(?level, 0),
hasWearIndex(?condition, ?level), greaterThanOrEqual
(?level, 0.55)->Fault(?condition)

• Alarm generation:Based on the inferred condition type, a different alarm level
is generated. The rules are shown in the block below: if the belt wear index is
below 0.55, then an anti-health condition is identified and an alarm level 2 is
activated. Otherwise, an alarm level 3 is activated.

• Identify responsible worker: Given the supervised conditions, a work force needs
to be assigned to perform the corresponding maintenance work. In the ontoSu-
pervision, all available work forces (e.g., maintenance workers) are registered.
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AntiHealthCondition(?condition)-> activates
(?condition, AlarmLevel2)

FaultCondition(?condition)->activates
(?condition, AlarmLevel3)

The rule (shown in the block below) is used to determine which maintenance
worker should be assigned. The semantic meaning is ”Given a belt tear condi-
tion which activates alarm level 3, if a maintenance worker is available and is
responsible for the belt tear condition, then the maintenance worker is responsi-
ble for the supervised condition”.

ComponentCondition(?condition), isConditionOf(?condition, ?comp),
Belt(?comp), activates(?condition, ?alarmLevel), Alarm(?alarmLevel),
MaintenanceOperator(?MO), hasAreaOfResponsibility(?MO, ?aoi),
equal(?aoi, "BeltFault")
->responsibleFor(?MO, ?condition)

A complete supervision result for a single belt tear condition is can be acquired by
running KFT5 as shown in Fig 6.30 and the results are summarised in Table 6.4. The
supervision at time stamp 5 throws an anti-health condition and suggests a normal
inspection. The second inspection at time stamp 7 discovers that the tear condition has
been significantly expanded and an immediate repair has been suggested.

Figure 6.30: KFT5 for belt tear condition

Table 6.4: Supervision condition summary by running KFT5

Condition Type Alarm Description User Agent

BTC5 AntiHealth Level 2
No immediate
action

Operator 1 MOA

BTC7 Fault Level 3
Immediate action
Requires

Operator 1 MOA
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6.4.4 Towards implementations

The overall implementation framework with the software tools is shown in Figure ??.
The ontoSupervision ontology is created using open-source project Protege 2 which
provides a user-friendly interface for creating, modifying and updating ontology. The
ontology inference is implemented with a commercial reasoner pallet, other reasoners
like HermiT and KAON2 are also applicable. In order to access data and knowledge
from ontology, a query language is required. As discussed previously, a knowledge
filtering template is used with a SPARQL language. Another fundamental part is the
agent system. a FIPA compliant multi agent framework JADE 3 has been applied to set
up the agent system. All supervision methods are implemented and packaged with in
agent behaviour. The communication between JADE agents is supported by build-in
ACL messages. To manage ontology-agent interaction, the Apache Jena 4 framework
is utilised. It is a Java-based open source framework for constructing semantic web
applications that allow any Java based systems to interact with ontology. The prototype
system implementations can be found in Appendix B.

6.5 Discussion

This chapter aimed to implement the integrated DM system proposed in Chapter 4, to
support reliability assessments of large-scale BCS. The contributions of this case study
can be summarised as follows:

(1) Proposed and developed an ontology to support information integration and data
mining: By developing the ontoSupervision ontology, the domain of equipment reli-
ability assessment is modelled in terms of the concepts involved along with their re-
lationships to each other. The ontoSupervision has eight classes. This includes Con-
dition, State, Systems, Resources, SupervisionMethod, SupervisionAgent, Alarm,
and Users. Each class can be decomposed into sub-classes in a hierarchical structure.
Furthermore, the classes are interconnected with each other via specific properties (i.e.,
data property and object property). The ontoSuypervision is used to support informa-
tion integration and mining from two perspectives:

• Automatic data categorisation: When a data is inserted to the ontology, it is
represented as an instance of a class/sub-class. The ontology automatically links
the asserted instance with its related instances based on the defined relationship.
For example, when a TearShape instance is inserted, the ontoSupervision is
able to find the instance of BeltTearSupervisionAgent this is subscribed to this
instance. Furthermore the logic reasoner (in this case Protege) can reconstruct

2Protege: http://protege.stanford.edu/
3JADE: http://jade.tilab.com/
4Jena: https://jena.apache.org/
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the ontology hierarchical structure by inferring/discovering new relationships
based on the asserted instances.

• Querying and answering: The ontoSupervision can help to analyse reliabil-
ity assessment related knowledge by answering domain queries. The domain
objects (classes or instances) in ontoSupervision are specified with attributes.
A number of queries based on those attributes can be posed by external mod-
ules/users. These queries can be answered by the ontology with the assistance
of a software platform (e.g. in this case study, Protege was used). In this case
study, a knowledge filtering template (KFT) is developed (see Section 6.3.2) and
used to query ontology to obtain knowledge and information.

(2) Proposed and implemented a context-aware supervision system to support auto-
matic decision making: The context-aware supervision system is used to enable au-
tomatic decision making. The system integrates the multi agent system and ontology
into a hierarchical framework. In this system, the role of the multi agent system and
ontology is given as follows:

• The multi agent system is used to execute BCS condition supervision tasks
through agent intelligence and agent commutations. Each agent is responsi-
ble for one BCS condition (e.g., a healthiness or an operational related condi-
tion). Agents have distinct tasks but share a common goal. Periodically or on
demand, they execute supervision algorithms and deliver condition supervision
result. Firstly, the execution requirements are defined. For example, agent intel-
ligence and required parameters . The information about the execution is stored
in the knowledge-base (in this case, the ontology) or is requested by another
agent of the system.

• The ontology presents the knowledge representation mechanism used by agents.
For example, the ontoSupervision defines all the parameters that are required
by an agent. It also has a registration of the available supervision method an
agent can use. The agent can obtain this knowledge by querying ontoSupervi-
sion through the KFT. Furthermore, the ontoSupervision has a common under-
standing of the problem domain. It is able to track the supervised conditions of
a BCS and possibly initiate a new agent task. For example, a low pressure in
braking hydraulic unit condition may cause a long braking time of a BCS. As
soon as a low pressure is supervised, the ontoSupervision may trigger the belt
braking agent afterwards. In this sense, the ontoSupervision is also responsible
for coordinating and controlling the execution of the MAS system. The benefit
is to allow end-users to change the agent behaviour through ontology without
interfering with the internal agent system.

Compared with the relevant studies (see section 2.5), this research explores the reli-
ability assessment of a large-scale BCS from different perspectives. First, instead of
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focusing on a specific component condition assessment, this study aimed to develop
a generic system suitable for integrating different condition assessments. As a result,
it can be applied to different condition supervisions. This was accomplished by de-
veloping a context-aware supervision system. Tasks, such as condition supervision,
are performed by agents, while end users have control over their execution through
manipulation of ontology. Second, instead of developing a new condition measure-
ment/supervision method, this study aimed to provide a method to achieve data min-
ing, namely, categorising and linking heterogeneous data together and improving the
decision-making process. This was accomplished by developing an ontology which
captures the main entities, relationships, and knowledge in the reliability assessment.
Third, this research also contributes the literature by proposing a new method of inte-
grating a MAS with an ontology. It can be noted that in most fields, the agent technol-
ogy is mainly used as a simulation and modelling tool for analysing their respective
domain. The agent technology is rarely used as an enabler in the system implemen-
tation phase. As a result, applicability is limited. In this research, a prototype of the
proposed integrated DM system was implemented by using open source technologies.
For example, JADE was used to implement the agent system and Protege was used to
develop ontology. Consequently, the applicability of the proposed ICT technology is
demonstrated.

6.6 Conclusion

The content of this chapter provided answers to the sub-question 2.2, as listed in Chap-
ter 1. Concerning the application and implementation of the proposed ICT framework,
a context aware system was designed, implemented, and applied in a PL system. It is
used to support the reliability assessment of a large scale belt conveyor system which
is deployed in a dry bulk terminal. In the implementation,

• Equipment condition data can be (properly) transformed to context and further
the context information which are associated with each other to enable an inte-
grated decision-making by means of ontology.

• The reliability assessment (of components/equipment) can be made by an intel-
ligent agent. The assessment algorithms are implemented and associated with
the agent. By means of the agent intelligence and the agent communication, a
reliability assessment support can be provided.

Given the case study, the advantages of using the implemented integrated DM system
include:

• Supports automatic decision-making: This case study addresses the reliability
assessment of a belt tear condition. Based on the measurement, the system can
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collect all the necessary resources (e.g. tear sharp measurement, historical as-
sessment, responsible agent, and end user), and trigger the assessment process.
The supervised result can be delivered to relevant users through a user interface
with concrete maintenance actions. As such, the goal of automatic decision-
making has been achieved.

• Supports information integration: Information integration is supported on two
levels. On the condition supervision level, when the supervision process is trig-
gered, heterogeneous data will be integrated within the ontology. This means the
agent does not have to find all the necessary information. On the system level,
the ontology provides a container where different kind of data sources can be
injected and proceeded for the supervision purposes.

• Supports data association: The data association is mainly realised in the ontol-
ogy. Each relevant entity in the reliability assessment process is modelled as
a class. For example, the condition is a class and the measurements are also a
class. Entities are associated with each other through object property. For exam-
ple, a condition isConditionOf a component. During the supervision process, the
agent can obtain all the context information by running the reasoner or SWRL
rules. For example, when a new tear measurement is available, the historical
measurements will also be automatically found and sent to the agent for assess-
ment. Furthermore, by means of data association, the relevant entities involved
in the supervision process are automatically bundled together.



Chapter 7

Conclusions and recommendations

The main goal of this thesis was to investigate methods for improving the performance
of a port logistics system through effective use of ICT technologies. To achieve this
goal, an integrated ICT framework has been designed and assessed through its imple-
mentation in two case studies. Section 7.1 presents the main conclusions of this thesis
and provides answers to the research questions presented in Chapter 1. In section 7.2,
recommendations for future research will be put forward.

7.1 Conclusions

Two research questions were proposed in the introduction of this thesis. In order to
answer these research questions, the thesis was divided into two main parts. Part one
includes Chapters 2 to 4. These chapters aimed to answer research question one. Part
two includes Chapters 5 and 6. These chapters aimed to answer research question two.
The answers provided are summarised as follows:

Research question 1. How can a new ICT framework be implemented and integrated
into a Port Logistics system?

1.1 What is the research status of decision-making problems and the development sta-
tus of ICT applications in a PL system?

Chapter 2 conducted a review of the most current research. This included an outline
of the status of different levels of decision-making problems and the use of ICT in
PL systems. As a result of this literature review, it was concluded that there are two
challenges at two decision-making levels within a PL system, namely, collaborative
hinterland barge transport planning at a tactical level and reliability assessments of
large-scale belt conveyor systems at an operational level. Both challenges share the
same root causes: (1) they lack an adequate platform for effective information sharing
and integration; (2) they lack an effective decision-making approach. The literature
review further revealed that ICT had been extensively applied in the PL system. How-
ever, the two challenges identified are currently not satisfactorily addressed by ICT.

173
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Therefore, a new ICT framework in the PL system is required. The review also put
forward two requirements:(1) support information exchange and sharing;(2) support
intelligent decision making.

1.2 What are the potential ICT technologies that can be used to address decision-
making problems

In order to solve the decision-making challenges, an ICT platform is required to pro-
vide support to information integration and intelligent decision-making. From an ICT
perspective, implementation of an effective ICT platform can be broken down into
two major elements: a middleware and an intelligent decision-making approach. In
chapter 3, these two elements were selected. The middleware was used to support in-
formation integration and sharing. By comparing the three available middleware tech-
nologies (the object-based approach, the expert system, and the agent-based approach),
the agent-based approach was chosen due to its advantages of effective collaboration
and coordination, information exchange and sharing, and autonomy. These factors
are suitable for the identified decision-making challenges. Concerning an intelligent
DM approach, the choice was made according to the context in which the identified
problems arise. For the collaborative planning challenge, a planning algorithm was re-
quired. By examining the available technological solutions (an exact method, a heuris-
tics method, and a meta-heuristic method), a meta-heuristics approach was chosen as
a result of consideration of its applicability. For the reliability assessment challenge, a
context-aware system was chosen, and an ontology was selected as the technological
solution for context modelling.

1.3 How can ICT technologies be integrated in a PL system?

In order to combine the proposed ICT technologies, an appropriate framework is re-
quired. In Chapter 4, an integrated ICT framework was proposed. Three architecture
types were compared. These were centralised, distributed, and hierarchical architec-
tures. It was concluded that both the centralised and the fully distributed system have
disadvantages. The centralised system lacks flexibility, while the fully distributed sys-
tem lacks the ability to integrate and coordinate information. A hierarchy architecture
is a layered architecture that is designed to integrate the proposed ICT technologies
into a generic framework. It can be adapted to address different challenges. This
is because both the collaborative planning and reliability assessment issues can be
decomposed into sub-problems, meaning decisions can be made by establishing ef-
fective coordination and integration of the decomposed sub-problems. It implements
functions including information sharing and exchange, coordination and control, and
supports decision-making.

Research question 2. What are the benefits of using a new ICT framework in a Port
logistics system?

To answer research question two, two case studies were presented in Chapters 5 and
6. The goal was to apply the proposed ICT framework to address practical challenges
in a PL system and investigate the potential for performance improvement. The results
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of the case studies showed that the benefits of integrating the ICT framework in a PL
system include:

• improved information sharing and coordination between human-to-human and
human-to-machine interactions in a PL system.

• improved decision-making at a tactical and an operational level in a PL system.

2.1 What are the benefits of using a new ICT framework at the tactical decision-making
level in a PL system?

To answer this sub-question, a tactical level decision-making challenge in a container
terminal was addressed in Chapter 5. More specifically, it focused on the hinterland
barge transport planning problem. This case study concluded that the designed ICT
framework is a useful tool for improving the coordination between the barge and ter-
minal operators. Three main achievements can be highlighted.

• First, the multi-agent system supports information sharing and decision-making
between the barge and terminal operators. Compared with the previous study,
which proposed a distributed multi-agent system consists of two types of agents
(the barge and terminal agents) (A. M. Douma et al., 2011), a mediator-based
agent system was proposed in this research. By introducing a mediator-based
MAS structure, the interactions between the barge and terminal agents are con-
trolled and coordinated by a mediator agent. The interaction of the mediator-
based agent system includes two phases. In the first phase, terminal agents al-
locate their available time slots. A barge agent determines its rotation route by
collecting available time windows from terminal agents. In the second phase,
a mediator is involved to assess the performance of the rotation plan regard-
ing the average waiting time and the terminal utilization level. During barge
and terminal agent interaction, the mediator agent can judge the performance by
considering both the interests of barges and terminals. In case there is a room for
further improvement, a new interaction is initiated. For example, a new round
of negotiation can be initiated by the mediator if the terminal utilization can be
further increased by adjusting the route of barges. The multi-agent system pro-
posed in this research allows, in contrast with the distributed agent system, for
balancing the interests of the barge and terminal operators through a high level
of coordination. On the one hand, it allows barge and terminal operators to opti-
mise their operations with limited information. On the other hand, the mediator
agent takes the role of coordinator to adjust the interaction between the barge
and terminal agents, thus guarantee better global performance.

• Second, to optimise the planning process, intelligent DM approaches are re-
quired. In this research, two meta-heuristics approaches, namely, a simulated
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annealing and a non-dominant sorting genetic algorithm are selected and imple-
mented. Further two different types of collaboration mechanisms are designed.
In collaboration mechanism 1 (CM1), a leader-follower model is proposed. The
barge agent (the follower) using a simulated annealing algorithm to explore the
possible routes with a goal of minimising its waiting time in the port, where
the terminal agents (the leader) generate the available time windows aims to
improve its resource utilization. Given the barge rotation sequences and termi-
nal time windows, the mediator agent tries to find an equilibrium of which the
competing influences are balanced, namely, the global performance cannot be
improved by either compromising barges or terminals interests. In collaboration
mechanism 2 (CM2), the planning model is further extended by allowing each
terminal has its occupancy level. A non-dominant genetic algorithm is devel-
oped to assist the mediator agent. The goal is to find the Pareto front of the
results. To evaluate the performance of the proposed algorithms, a simulation
study was performed. Section 5.5 proposed three scenarios, and each scenario
has different settings, such as a different number of barges and number of ter-
minals. Section 5.5 also compared the proposed collaboration mechanisms with
two other strategies (M1 and M2, see section 5.5). Comparing CM1 with M2,
the turnaround time (KPI-1) improved by 15 %, 30%, and 35% for each scenario
respectively. In addition, the terminal resource utilisation rate (KPI-2) obtained
by CM1 outperformed those generated by M1 with a 22%, 35%, and 38% im-
provement for each scenario respectively. The solution generated by CM2 was
compared with CM1 for three designed scenarios. According to the simulation
result, CM2 outperformed CM1. For KPI 1, the improvements were 5%, 8%,
and 5% for each scenario. For KPI 2, the improvements were 4%, 3%, and 3%
for each scenario.

• Finally, in this research, besides simulation studies, a prototype system was im-
plemented which is based on the proposed integrated framework. The JADE was
used as the agent management platform. A web-based user interface was imple-
mented to support user interactions with the DM system. Compared with the
studies related to the HBT planning problem which stayed on a simulation level
with limited applicability (S. Li et al., 2014), the implementations discussed in
this case study can be easily extended and implemented in practice.

2.2 What are the benefits of using a new ICT framework at the operational decision-
making level in a PL system?

To answer this sub-question, an operational decision-making challenge in a dry bulk
terminal was addressed in Chapter 6. This consisted of the problem associated with
the reliability assessment of large-scale belt conveyors. This case study demonstrated
that the proposed ICT framework is able to enhance the interoperability of human-
to-machine interaction in a PL system. More specifically, it was able to transfer a
machines status into meaningful information to end users for the purposes of reliability
assessment. The main achievements can be highlighted as follows:
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• First, the design of the multi-agent system aims to support condition supervision
through agent communication and intelligence. This support is concerned with
several tasks which include detection of disruptions, identification of condition,
and suggestion of reaction decisions. A mediator-based multi-agent system is
designed. It decomposed the reliability assessment of BCS into sub-tasks, and
each agent is responsible for a single condition-supervision task such as a com-
ponent condition and operational condition supervision. Using a subscription
protocol, each agent subscribes one condition and the parameters related to the
condition. The mediator agent provides coordination at a higher level. It is used
to integrate the agents skills and knowledge, and supervision results.

• Second, to support knowledge management and information integration, an on-
tology (ontoSupervision) is implemented. The ontoSupervision developed in
this study is a context-model which captures the reliability assessment related
knowledge in the form of objects, concepts, and relationships that exist among
them. The information contained in the ontology is linked with other related in-
formation. It provides an overview of a specific concept and helps in exploring
the domain knowledge in a systematic way. The ontoSupervision defines all the
parameters that are required by an agent. It also has a registration of the available
supervision method used by an agent. The agent can obtain this knowledge by
querying ontoSupervision through the proposed protocol (knowledge filtering
template). Furthermore, the ontoSupervision has a common understanding of
the problem domain. It can track the supervised conditions of BCS and trig-
ger a new agent task. In light of this, the ontoSupervision is also responsible
for coordinating and controlling the execution of the MAS system. Moreover,
by implementing an agent-ontology integration, it allows end-users changing or
modifying the agent behaviour through the ontology without interfering with the
internal agent system.

• Finally, it can be noted that in most fields, the agent technology is mainly used as
a simulation and modelling tool for analysing their respective domain (Moonen,
2009). The agent technology is rarely used as an enabler in the system im-
plementation phase. As a result, applicability is limited. In this research, a
prototype of an agent-ontology integrated DM system was implemented by us-
ing open source technologies. For example, JADE was used to implement the
agent system, and Protege was used to develop an ontology. Consequently, the
applicability of the proposed ICT technology is demonstrated.

7.2 Recommendations

The rapid growth of the PL system and the continuous development of ICT technolo-
gies provide opportunities for further integrating ICTs in the PL system. In light of
this, several recommendations are made in the following section.
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7.2.1 Recommendations for the future researches of the two case
studies

This section outlines the research directions for the two case studies presented in this
thesis.

For the HBT planning:

• Extension of the coordination model: The case study outlined in Chapter 5
mainly considered the planning activity at sea. For example, it considered the
time a barge should arrive at a terminal. The coordination model could be fur-
ther extended by considering the decision factors on land. For example, the
availability of truck transport and storage areas, the location of containers, and
the availability of crew on land could be considered. The integration of these
factors could expect to result in a more reliable barge rotation plan and a more
efficient terminal operation.

• Integration of tactical level planning with operational level control: In this the-
sis, the hinterland barge transport planning was considered as a tactical level
decision-making problem. However, several operational level controls may also
be integrated. The potential operational-level controls include ship speed control
and ship collision avoidance in a congested port. By considering these factors,
it is expected to result in a more reliable, energy-efficient barge transportation
system.

For the reliability assessment of a large-scale BCS:

• Improvement to interoperability of equipment control: This case study concerns
the reliability control of a belt conveyor system. An ontology was developed
to improve the interoperability of human-machine interactions by integrating a
domain concept and domain knowledge. However, the developed ontology was
designed at a specific level. It only considered one type of equipment in the PL
system. Extending the ontology model to incorporate more general knowledge
about equipment reliability assessments in a PL system can be recommended for
further research. Furthermore, research could be extended to include different
equipment in order to verify the applicability of the framework.

• Integration of equipment control with tactical level decision making: By apply-
ing the framework, meaningful information regarding system conditions can be
obtained. This category of information is important for maintenance work at an
operational level. It can also be a valuable resource for risk management and
resource planning at a tactical and strategic level. In light of this, future research
could consider investigating how to integrate operational level information to
the tactical and strategic level to enable more robust and efficient operations in a
port.
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7.2.2 Recommendations for ICT developments in future PL

This section proposes the potential future research direction with respect to ICT devel-
opments in future PL systems.

• Improvement of interoperability of the overall port logistics chain: By examining
the recent developments of a PL system, the interoperability is expected to be fur-
ther improved. Kalogeraki et al. (2018) argued that the growing complexity and
the heterogeneity of critical infrastructures challenge the existing approaches and
tools to respond to the frequent change of information dynamically. This results
in a research gap named semantic gap. It reveals a lack of efficient knowledge
sharing approach in the current maritime logistics chain, and this gap can po-
tentially result in issues such as information security. Meanwhile, Glöckner and
Ludwig (2017) also emphasised the challenge of the semantic gap in cloud lo-
gistics, when all the information from different logistics service providers need
to be integrated. The challenge is caused by different descriptions offered by
different providers.

This thesis proposed an integrated DM system which integrates a MAS and on-
tology to improve the reliability assessment of equipment in a PL system. It
aimed to improve the interoperability between human-machine interactions by
addressing a specific case. To overcome the semantic gap and improve interop-
erability in a broader scope, two potential research directions are suggested: (1)
a proposal of the theoretical and methodological approach of ontology-design in
the PL domain with a focus on precision, time-efficiency, flexibility, and scala-
bility. (2) enhancement of the decision-making capability of ontology reasoning
by incorporating artificial intelligence. For example, introducing randomness
into the ontology model with the assistance of the fuzzy logic approach (Bobillo
& Straccia, 2016).

• ICT system architecture design: With respect to future ICT developments, in-
creased attention should be paid on the design of the logistics information system
architecture. In a recent position paper by Grefen et al. (2018), the need of an IT
system design that supports integrated logistics service was emphasised. Chal-
lenges include the integration of different ICT technologies, and the informa-
tion sharing and communication standards on a generic platform. In the review
paper by Heilig and Voß (2016), a review of existing IT developments in con-
tainer terminals was presented. The authors also suggested that interdisciplinary
researches were required to further understand the requirements and implica-
tions of integrated electronic logistics platforms. In line with these challenges,
a design-science related research is recommended to explore the requirements
and needs of developing a more generic information system architecture in Port
Logistics system. The proposed research should be able to examine whether, or
to what extent and how, the design principles can be transferred or adapted to the
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Port Logistics system. In other words, it should assess how to best apply differ-
ent ICT technologies together with the architecture. Evaluation should focus on
system feasibility, flexibility, scalability, and user acceptance.

7.2.3 Recommendations for applying emerging ICT technologies

This section proposes research directions in order to enable the application of emerging
ICT technologies to improve the performance of a PL system further. This includes
three major aspects which are presented in the section below.

Adapt the concept of the Internet of Things (IoT) to a PL system

In a PL system, a quality decision-making process relies on an accurate and timely
acquisition of data. This includes container data, position-specific data, equipment
specific data, and gate related data. Currently, not all data can be acquired in a timely
manner. This is because current data collection methods lack a data-centric platform.
A potential method to address this challenge is to adapt the concept of the Internet of
Things (IoT). The concept of the IoT is to develop a network of devices by deploy-
ing smart sensors on a machine. This enables more efficient machine-to-machine and
machine-to-human communication. The use of the IoT can enable smarter decision-
making by utilising an immense amount of data collected from different contexts. For
example, using sensor data acquired from machines can result in preventative main-
tenance once the right application is designed, such as the ICT framework designed
in Chapter 6. The use of the IOT in port logistics is not as widespread compared to
other industries. To bring the IOT into daily PL practice, several issues require fur-
ther investigation. This includes research into smarter sensor design, wireless network
infrastructure support, and data security.

Introduction of the concept of Machine learning and Big Data in the context of a
PL system

Alongside increased digitisation, data-driven management and planning processes are
expected to become more widespread in future PL practice. The core of a data-driven
process includes two parts: (1) to enable a distributed and scalable data collection net-
work (e.g. use of the IoT); (2) to develop an intelligent model to study the data and
derive decisions out of the data. For the second aspect, machine learning techniques
can be useful. Machine learning is an emerging methodology used to study and analyse
historical data and derive data patterns. Put simply, the derived patterns are a valuable
resource which helps decision makers to make decisions. Machine learning techniques
have been well developed in different domains such as market demand predictions and
facial recognition. More recently, there has been a demand from industry to investi-
gate the potential benefits of applying machine learning techniques in a PL system.
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In light of this demand, three topics at three decision levels are recommended for fu-
ture research: (1) at a strategic level, research could consider investigating how best to
apply ML techniques to predict the risks and uncertainties in the market; (2) at a tac-
tical level, research could consider investigating how best to apply ML techniques to
resource planning and reaching maximum capacity by predicting the possible factors
such as customer demand and traffic volume; (3) at an operational level, research could
consider investigating how best to apply ML techniques to predict machine conditions
and create accurate preventive maintenance plans.

Investigation of the benefits of migrating from a legacy ICT system to a cloud-
based system

In recent decades, different types of ICT systems have been developed and integrated
to support the daily operations of a PL system. This includes, for example, in terminal
operation systems and gate management systems. To cope with increasing customer
demands and a highly competitive market, the existing ICT systems are expected to be
updated. The goal is to fulfil the requirements, such as handling an increasing amount
of data, enable timely and accurate information integration, and incorporate a more
advanced and intelligent model. Therefore, a possible research direction is to develop
a new ICT infrastructure that could enable this migration. One possible solution is to
use cloud technology. It is recommended that an investigation into the possibility of
migrating an existing legacy ICT system to a cloud-based system be conducted. Issues
such as security, usability, and scalability require further exploration.
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Bäck, T., & Schwefel, H. P. (1993). An overview of evolutionary algorithms for
parameter optimization. Evolutionary computation, 1(1), 1–23.
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Appendix A

The basis of a fuzzy-logic method

The basis of fuzzy-logic method

A unique feature of a fuzzy-logic method is its ability to transform a subjective or
linguistic knowledge into a mathematics model (Ramot et al., 2003). A set of rules is
defined to transform the input data to a scalar output. The basic flow of the fuzzy-logic
method is illustrated in Figure A.1.

Figure A.1: A fuzzy logic method framework

A set of input data is transformed to a fuzzy set by applying a mapping function.
This process is also called fuzzification and the mapping function is called fuzzifier.
Afterward, a set of rules is applied to the fuzzy set. Finally, the fuzzy set is converted
to a set of output in a defuzzification process. Given a set of input X , the fuzzy set A
of X is given in Equation A.1:

A : X ⇒ [0,1] (A.1)

The A(x) is defined as the membership degree of input element x in fuzzy set A for
each x ∈ X . The value 0 indicates a non-membership and value 1 indicates a com-
plete membership. The value between 0 and 1 indicates the intermediate degree of
membership.

To illustrate the application of the fuzzy logic method, a simple example is given. Sup-
pose the condition of a tear on the belt surface is measured. Based on the measurement,
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the condition needs to be evaluated and the decision is needed for maintenance or re-
placement based on the condition. A simple application of fuzzy logic can be used to
mapping the input data to the scale of [0,1] where 0 indicates a non-relevant tear shape
and 1 indicates a server crack that needs immediate actions. The complete membership
function can be roughly given in Figure A.2

Figure A.2: An simple membership function of belt tear condition

Belt wear index

Belt wear index is a reliability indicator. It is used to quantify the damage level of wear
(e.g., a tear on the belt surface) on the belt, and determine the proper maintenance
actions: plan a subsequent inspection, immediate repair of the system (e.g., replace
the fault belt section). Based on (Lodewijks & Ottjes, 2005a), the belt wear index is
determined by three factors: a location factor, an intensity factor, and an extension
factor.

• Location Factor (LF): assess the location factor that could contribute to the dam-
age. For instance, the tear found at the edge of the belt is more likely lead to
significant damage than the one in the center. The membership function is de-
picted in the left graph in Figure A.3. The horizontal axis represents the relative
position to the center of the belt. It can be seen from the plot that the closer the
damage to the center (where x equal to 0.5), the less damage it creates.

• Intensity Factor (IF): represents the type of damage. The membership function
of IF is given in Table A.1. It is based on the damage type of the tear on the belt.
The more irregular and heavy damage, the higher the degree is given.

• Extension Factor (EF): assess the size of a damage. The EF is determined based
on the broken cables inside the belt. The membership function can be seen on
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Figure A.3: Membership functions: location factor

Table A.1: Memberships of IF

Type Slight Smooth Irregular Uneven Broken
IF 0.2 0.4 0.6 0.8 1

the right plot in Figure A.4. The x represents the percentages of broken cables.
If more than 10 % of cables are broken, then the EF is given as 1 which indicate
an server damage is developed for the tear condition.

Combine above-defined factors, the belt wear index is given in Equation A.2. The
calculation of WI is given in Equation A.2 where DF is the decision factors de-
scribed previously include EF , IF and LF . The wi is the weight that applied to
each DFi. According to (Lodewijks, 2005), the weight for each factor is given as:
wLF = 2.0,wEF = 3.0,wIF = 1.0.

WI = ∑
i

wiDFi/∑
i

wi (A.2)

The calculation of a belt wear index is given. The remaining question is how this value
means in terms of maintenance decisions. To achieve this purpose, a defuzzification
process is needed. Figure A.5 presents a defuzzification of a belt wear index to a
repair index. If repair index is 1.0, an immediate repair is needed. If the value is 0,
no immediate repair is needed. From the figure, it can be seen that if the wear index
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Figure A.4: Membership functions: extension factor

exceeds 0.55, the damage is identified and a repair is needed. If the wear index is
below 0.55, no immediate action is required, a further inspection should be planned.
To determine the inspection interval, an inspection frequency index is introduced as
described in next sections.

Belt inspection frequency index

To determine and adjust the inspection interval, a belt inspection frequency index is
introduced. As shown in Figure 6.25, an inspection frequency index is calculated by an
accumulation factor. An accumulation factor (AF): quantify the damage propagation
pace between two consecutive inspections with respect to all the decision factors. For
instance, the accumulation factor of EF can be calculated by Equation A.3 and it also
applies to LF and EF.

AF{EF,LF,IF} =
{EF,LF, IF}t+∆t −{EF,LF, IF}t

∆t
(A.3)

where ∆t is the time interval between two consecutive inspections.

The frequency index FI is a function of inspection frequency index IF . The calculation
of IF is given in Equation A.4.

IF = ∑
i

wi
�
AFi/∑

i
wi

�
(A.4)
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Figure A.5: Defuzzyfication of wear index

Figure A.6: Defuzzyfication of frequency index

Similar to the belt wear index, the inspection frequency index is a numerical number.
To transform the number into a proper decision ,a defuzzyfication is needed. The de-
fuzzification of FI deliver the decisions of optimized strategy for further inspections.
The defuzzyfication result is shown in Figure A.6. For example, if FI = 0.25, it indi-



206 Appendix

cates the inspection interval should be reduced by 12.5 %, similarly if FI = 1 indicate
the inspection interval should be reduced by 50 %.



Appendix B

System implementation

Prototype implementations for the integrated DM system for HBT planning

Figure B.1: A demonstration of agent message exchange which includes a barge agent,
8 terminal agents , and the mediator agent. This figure is captured from the JADE agent
platform system.
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Figure B.2: The web-based user-interface and the backend decision-making thread
of the implemented HBT planning DM system. The figures are captured from the
developed prototype system.
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Prototype implementations for the integrated DM system for BCS reliability as-
sessments

(A) (B) (C)

Figure B.3: A demonstration of the developed ontoSupervision ontology, the figure is
captured from the Protege software platform.

Figure B.4: A demonstration of agent message exchange which includes different
types of supervision agent and the Information Facilitate agent. This figure is cap-
tured from the JADE agent platform system.
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Figure B.5: A demonstration of the developed reliability assessment DM system. Fig-
ures from upper right to lower left are: (1) context acquisition and identification by
applying KFT1 and KFT2; (2) context supervision employing KFT3; (3) check condi-
tion casualty applying KFT4; (4) deliver supervision result to corresponding user.



Glossary

The abbreviations and symbols that are used in this thesis are presented as follows:

Abbreviations

ABA : Agent-Based Approach
BA : Barge Agent
BCS : Belt Conveyor System
CAS : Context Aware System
CASS : Context Aware Supervision System
CM : Collaboration Mechanism
DL : Descriptive Language
DM : Decision Making
ES : Expert System
FFE : Fractional Factorial Experiment
HBT : Hinterland Barge Transport
ICT : Information and Communication Technology
IDM : Intelligent Decision-Making
IoT : Internet of Things
MAS : Multi-Agent System
MHS : Material Handling System
MILP : Mixed Integer Linear Programming
ML : Machine Learning
MOO : Multi-Objective Optimisation
NSGA : Non Dominate Sorting Genetic Algorithm
OBA : Object Based Approach
PL : Port Logistics
SA : Simulated Annealing
SOA : Service Oriented Architecture
TA : Terminal Agent
TOS : Terminal Operation System
VRPTW : Vehicle Routing Problem With Time Windows
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Symbols
I : a set of barges that are considered in a HBT planning model
Ni : a set of terminals that the barge i has be visited
AT i : arrival time of i
DT i : latest departure time of i
Si

q,p : sailing time of barge i from terminal p to q
Li

p : container load number of i at p
ULi

p : container unload number of i at p
M : a very large number
ai

p : operation start time of barge i at terminal q
bi

p : operation end time of barge i at terminal q
∂i : turn around time of the barge i
ARi

p : arrival time of barge i at terminal p
Di

p : departure time of barge i at terminal p
OSi

p : operation start time of barge i at terminal p

σi
p :

binary variable determines if terminal p is the first terminal
to visit by barge i

ςi
p :

binary variable determine if terminal p is the last terminal
to visit by barge i

Di : departure time of barge i at last terminal.

Xi
p,q :

binary variable that determine if barge i travel from terminal p
to terminal q

P : a set of terminals in port region
K : number of planned events in single terminal
ORp : operation rate, time taken to load or unload a container
E p : a set of events which have been planned in terminal p
OSp

k : operation start time of event k in terminal p
OF p

k : operation finish time of event k in terminal p
ai

p : operation start time of barge i provided by terminal p
bi

p : operation end time of barge i provided by terminal p
lp
k,k+1 : idle time between event k and k+1 in terminal p

Ap
k : kth available start time in terminal p

Bp
k : kth available end time in terminal p

αp : terminal utilization level of p
βp : buffer time of terminal p
Cp : compactness of terminal p
φi

p : waiting time of barge i at terminal p
r : signal to noise ratio



Samenvatting

Havenlogistiek (E. port logistics, PL) kan worden gedefinieerd als het proces van plan-
ning, implementatie en besturing van de stroom van goederen en informatie via havens
van de zee naar het achterland, en omgekeerd. Ten behoeve van PL-systemen moeten
functies worden ontwikkeld voor de ondersteuning van activiteiten als zeezijdig en
landzijdig transport, opslag van vracht, verwerking van orders en distributie. Door de
groeiende vraag en de sterk competitieve markt moeten de prestaties van PL-systemen,
zoals de operationele efficintie en de betrouwbaarheid, voortdurend worden verbeterd.
Een belangrijk onderdeel is de verbetering van de besluitvorming. Beslissingssyste-
men zijn een belangrijk onderdeel van PL-systemen, met name bij het nagaan hoe
verschillende processen, operaties en equipment kunnen worden bestuurd en gecordi-
neerd. Er zijn met ICT-technieken belangrijke bijdragen geleverd aan de ontwikkeling
van beslissingssystemen, maar er is nog niet genoeg ICT-ondersteuning in alle syste-
men. Het is onduidelijk wat de toegevoegde waarde kan zijn van nieuwe opties voor
ICT-ondersteuning, zoals voor bijvoorbeeld voor de cordinatie van binnenvaart en voor
de schatting van betrouwbaarheid van equipment.

Doel van dit proefschrift is de ontwikkeling van een ICT-framework voor de onder-
steuning van beslissingsprocessen, met het uiteindelijke doel de prestaties van PL-
systemen te verbeteren. Om dat te bereiken is een hirarchisch ICT-framework opgezet
dat bestaat uit twee delen: een communicatie-deel (E: middleware) en gedeelte met
intelligente besluitvorming. Voor het middleware-deel is een agent-systeem gekozen.
Voor het beslissingsdeel is gekozen voor een meta-heuristiek ter ondersteuning van
de collaboratieve planning, en een contextgevoelig systeem voor het schatten van de
betrouwbaarheid. Voor de verdere integratie van de voorgestelde ICT-technieken is
een hirarchisch framework gemaakt dat bestaat uit drie lagen: agent-modellering,
agent-besturing en agent-management. In de modelleringslaag worden de problemen
ontleed in onderdelen en gemodelleerd als agent. Op de beslissingsniveau wordt een
cordinatie-agent gentegreerd met de besluitvorming. De agent-management-laag ver-
zorgt de communicatie.

Het ontworpen framework is eerst toegepast op een containerterminal, voor de on-
dersteuning van de planning van het achterlandtransport per binnenschip. Er is een
cordinatie- en beslissingsmechanisme gemaakt voor de toepassing van autonome bes-
turing met een multi-agentsysteem en meta-heuristieken. Voor de ondersteuning van de
besluitvormig is een hirarchisch algoritme gekozen, een genetisch algoritme gecom-
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bineerd met simulated annealing. Boven het beslissingsdeel is een mediator-based
agent gemaakt voor de ondersteuning van de communicatie en de cordinatie tussen de
terminal en het binnenvaartbedrijf. Een simulatiestudie laat zien dat met het gemple-
menteerde systeem zowel de communicatie en de cordinatie tussen de terminal en het
binnenvaartbedrijf kunnen worden verbeterd, alsook de kwaliteit van het rotatieplan in
termen van totale turnaround-tijd en benutting van terminalcapaciteit.

Het framework is ook gebruikt voor de ondersteuning van de bepaling van de betrouw-
baarheid van een groot bandtransportsysteem op een terminal voor droge bulkgoed-
eren. Er is een contextgevoelig inspectiesysteem gemaakt ter ondersteuning van de
schatting van de betrouwbaarheid van het bandtransportsysteem en de planning van
het onderhoud daarvan. Eerst wordt het bandtransportsysteem opgedeeld in compo-
nenten en operaties; elke component en elke operatie wordt gemodelleerd als agent.
Vervolgens is een supervisie-ontologie ontwikkeld voor het modelleren van de bepal-
ing van de betrouwbaarheid van het equipment. Specifieke kennis wordt verwerkt
in de ontologische kennisbank. Door integratie van agent-ontology wordt een nieuw
soort ICT-ondersteuning gecreerd. Het voorgestelde systeem is gemplementeerd en
gevalideerd voor de inspectie van scheuren in transportbanden, om te laten zien dat
het systeem alle metingen en systeeminformatie aan elkaar kan relateren. De metingen
en de systeeminformatie kunnen verder worden verwerkt met behulp van een intel-
ligente methode van de agent. Door communicatie en cordinatie van de agents kan
worden besloten tot een onderhoudactie. Met de hiervoor beschreven methode wor-
den bestaande inspectiesystemen voor grote bandtransportsystemen verbeterd door een
geautomatiseerd systeem waarmee verschillende soorten gegevens kunnen worden on-
derzocht en met elkaar in verband gebracht voor gentegreerde besluitvorming. Een
dergelijk framework kan worden uitgebreid om rekening te kunnen houden met be-
trouwbaarheidsschattingen van ander equipment.

Samenvattend: In dit proefschrift is onderzoek gedaan aan informatie-integratie en in-
telligente regeling van PL-systemen door invoering van nieuwe ICT-technieken. De re-
sultaten van het onderzoek laten zien dat gebruik van het opgezette ICT-framework en
de bijbehorende technieken mogelijkheden geeft voor verbetering van het PL-systeem
op tactisch en operationeel niveau. Met behulp van case studies zijn de realiseer-
baarheid en de toepasbaarheid van het voorgestelde geintegreerde ICT-framework en
de gekozen ICT-technieken gedemonstreerd.



Summary

Port logistics (PL) can be defined as the process of planning, implementing and con-
trolling the flow of goods and information between the sea and inland via ports and
the other way around. PL systems concern the development of functions to support
activities including sea side and land side transportation, cargo storage, order process-
ing, and distribution. Increasing demand and a highly competitive market have forced
PL systems to continuously improve their performance, including their operational
efficiency and reliability. A key issue is the improvement of decision-making abili-
ties. Decision-making systems play an important role within PL systems, especially as
they consider the ways that different processes, operations, and equipment can be con-
trolled and coordinated. With the support of ICT technologies, the decision-making
systems have significantly developed. However, several decision making processes
lack sufficient ICT support. As a result, the benefits of integrating new ICT supports
are unknown, including their benefits for inland vessel coordination and the equipment
reliability assessments.

The goal of this thesis is to develop an ICT framework to support the decision-making
processes and ultimately improve the performance of PL systems. To do so, a hierar-
chical ICT framework is designed, which consists of two major components: a mid-
dleware and an intelligent decision-making approach. With regards of selecting mid-
dleware, an agent system is chosen. Likewise, for the selection of intelligent decision-
making approach, the meta-heuristics approach is chosen to aid the collaborative plan-
ning, whereas context-aware system is chosen for the reliability assessment. To further
integrate the selected ICT technologies, a hierarchical framework is designed, which
contains three layers: an agent model layer, an agent control layer, and an agent man-
agement layer. At the agent model layer, the problems are decomposed and modelled
as an agent. At the agent control layer, a coordinate agent is integrated with the intel-
ligent decision-making approach to establish control and coordination. Finally, at the
agent management layer, the agent communication facility is established.

The designed framework is first applied to support hinterland barge transport planning
at a container terminal. A collaboration and decision-making mechanism is designed
for the implementation of autonomous control by means of a multi agent system and
meta-heuristics. A bi-level algorithm is also designed and implemented to assist the
barge rotation planning. The bi-level algorithm contains a hierarchical structure which
combines a genetic algorithm with a simulated annealing algorithm. On top of the the
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decision making approach, a mediator-based agent framework is implemented to sup-
port the communication and coordination between the terminal and the barge party. A
simulation study concludes that the implemented system can improve the coordination
between the terminal and the barge, as well as improving the quality of rotation plan
in terms of the total turn around time and terminal capacity utilisation.

The designed framework is further applied to support reliability assessments of a large-
scale belt conveyor system in a dry bulk terminal. A context-aware supervision system
is designed to support condition assessment of a belt conveyor system and its mainte-
nance planning. To begin, the belt conveyor system is decomposed into components
and operations. Each component and operation is modelled as an agent. Then, a
supervision ontology is developed to model the equipment reliability assessment do-
main. Specific knowledge is incorporated into the ontological knowledge-base. By
means of agent-ontology integration, a novel ICT support is delivered. By studying
a case of a belt tear condition supervision, the system is implemented and validated
to demonstrate that the system can automatically associate all measurements and sys-
tem information into a linked context. The linked contexts can be further processed
using intelligent assessment approach which is embedded into the agent. Eventually a
maintenance action can be made and delivered automatically through agent communi-
cation and coordination. This improves the current reliability assessment of large scale
belt conveyor system by delivering an automated system where different categories
of data are mined and linked together to enable integrated decision-making. Further-
more, such a framework can be extended to account for other equipment reliability
assessments within a PL system

To conclude, this thesis investigates the information integration and intelligent control
of PL systems by introducing new ICT technologies. The results of this thesis indicate
the potential for applying the designed ICT framework and technologies to improve
the performance of the PL system at tactical and operational decision-making levels.
Utilising the case studies, the feasibility and the applicability of the integrated ICT
framework and the selected ICT technologies are demonstrated.
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