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Abstract
Federated learning provides a lot of opportunities,
especially with the built-in privacy considerations.
There is however one attack that might compromise
the utility of federated learning: backdoor attacks
[14]. There are already some existing defenses,
like flame [13] but they are computationally expen-
sive [14]. This paper evaluates a version of dif-
ferential privacy, where the Gaussian noise added
to the aggravated model of the clipped updates is
smaller than usually. This is often referred to as
weak differential privacy or weakDP. This paper
evaluates weakDP with different parameters to find
if weakDP can be used as a defense for a language
processing federated learning classifier against a
backdoor attack.

1 Introduction
Machine learning needs a large amount of data, this data can
sometimes be private and distributed in nature. One approach
to use this data without compromising on the privacy of this
date is federated learning [11]. Federated Learning allows de-
vices with private data, referred to as clients, to use their data
to locally train a model they received from a central server.
This training results in updates, which are sent to the central
server, who processes the updates and then in turn updates a
global model.

One of the applications of this technology is natural lan-
guage processing, since some applications require private
training data to be trained. One example is next-word predic-
tion [11], where a model produces a word that could follow a
given sequence of words. Another use case is text classifica-
tion, here the model assigns a class or label to a given input.
An example of which is spam classification, given a piece of
text the model decides whether the text is spam or not. This
can be used as spam detection in an email client, or when
receiving personal messages. Such a model can be trained
without compromising on the confidentiality of the contents
of the text, by using federated learning. Another use of text
classification is in healthcare, here patient data can be clas-
sified without the need for the patient’s data that is used as
training data to be shared.

Researchers found that there are ways to insert backdoors
into federated learning models [6]. The backdoors introduced
try to make the global model act a certain way when a spe-
cific input is provided, but appear to behave normally when
other input is present. This can lead to undesired behavior by
the model when the specific input is provided. These back-
doors should be rendered useless, so the model keeps its in-
tegrity. One concern with this attack is that it can happen
stealthily even without noticeably effecting the accuracy of
the main task [3],[17]. These backdoors can have serious con-
sequences when the model that makes faulty decisions is used
to process medical data [5].

One kind of these types of attacks is more difficult to de-
fend against than most other attacks, edge-case backdoor at-
tacks [7]. Here, the attacker uses data that doesn’t appear
often in the training dataset as a trigger for the backdoor.

There are multiple open source defenses against backdoor
attacks [17],[14]. One of these defenses is computationally
less expensive than most other defenses, differential privacy
or as some papers call it weak differential privacy or weakDP
[21],[14]. The weak refers to the amount of noise added to
the model in between updates, this amount is less than is often
used in differential privacy [16]. Because the goal is to defend
against backdoor attacks, and not to add extra privacy to the
client’s updates.

Most often, data used to train in other papers on this subject
is assumed to be i.i.d. (independent identically distributed).
However, according to [1] real world data is often non-i.i.d..
The performance of the model that uses differential privacy
behaves worse when it uses this non-i.i.d. data [22]. For
this reason and the reasons stated above, this paper will go
into further details on how weakDP preforms with non-i.i.d
data when working with text classification. To the best of my
knowledge, this hasn’t been done before.

The research question this paper tries to answer is: How
can Weak Differential Privacy provide a defense against
backdoor attacks on a language processing federated learn-
ing model that is trained with non-i.i.d. (non independent
identically distributed) data? This question has some sub-
questions: How do backdoor attacks work? What does Dif-
ferential Privacy do? How to generate non-i.i.d. data? And
what are the best hyperparameters for Differential Privacy in
this setting?

Chapter 2 gives more background information on some of
the technologies used. Then chapter 3 discusses related work,
and why it is (dis)similar to this paper. Chapter 4 covers how
the research was conducted, and why certain choices were
made. It also goes into more detail about the defense and
attack model. After which, chapter 5 covers the experimen-
tal setup, the software parameters used, and it evaluates the
results of the experiment. Next, chapter 6 goes into more de-
tail what responsible research means for this project. Lastly,
chapter 7 draws a conclusion for the work and gives some
future discussions.

2 Background Information
This section covers certain technologies and methods used in
the project, to make sure that when they are referenced further
in the paper, it is clear what they mean.

2.1 Natural language processing Federated
learning

Federated learning (FL) allows for a decentralized way to
train a machine learning model. The training of the model is
done over multiple different machines, referred to as clients.
And it is coordinated by one or multiple servers, this paper
goes into more detail about the single server case, because
at the time of writing the paper no open source multiserver
implementations were available.

One approach to federated learning is federated average
(FedAvg). This approach consists of multiple rounds, every
round the central server sends out a model wt where t denotes
the federated learning round. The server randomly selects k
clients out of the client pool S each client has its own dataset,



Figure 1: Illustration of federated learning, where some clients are
selected, and some aren’t

denoted by nk. Figure 1 gives a high level illustration of this
selection process. Then the selected clients train this model
for a predetermined amount of epochs, resulting in an update
∆wk

t . After the training is done, the clients send their updates
to the general model to the central server. This server receives
all the updates and aggravates them into a main model, using
formula 1 [16].

wt+1 = wt + η

∑
k∈S nk∆wk

t∑
k∈S nk

(1)

Where η is the learning rate of the model. This rate deter-
mines how much the updates can add to the model. This
model is then sent back to the clients for further training [8]
indicating the beginning of a new round. The number of
times this process is repeated untill a set amount of epochs
is reached. Locally training the model by the clients makes
sure that the training data of the clients does not need to be
sent to the central server, and thus remains private.

This privacy lets the technology be used in circumstances
where the training data is sensitive and thus needs to remain
private. One of them is spam classification, this requires a
natural language processing model to classify whether a given
input is spam. Federated learning can be used to train natural
language processing models [9]. To achieve this, one need
to initialize the model w0 with a language processing one.
The natural language processing models in general preforms
worse when trained with federated learning instead of a cen-
tralized approach [9]. This could explain why a model used
could preform worse than expected when comparing the re-
sults to the results of the model being run in a centralized
manner. The FedAvg algorithm works the same for natural
processing models, it only sends out a different model to the
clients, and they train this new model.

The dataset used for the experiments is the AG News
dataset1, which contains news articles from 4 different cat-
egories: World, Sports, Business, and, Sci/Tech. For each of
these categories there are 30,000 training samples, and 1,900
samples for testing [20]. Which makes 120,000 total training
samples, and 7,600 total testing samples.

1https://paperswithcode.com/dataset/ag-news

Figure 2: Illustration of federated learning, where one of the selected
clients is malicious

2.2 Existing Attacks
Federated learning allows for multiple different attack angels
[10], the focus of this paper is on targeted attacks they are also
called backdoor attacks, more specifically on how to defend
against them. This kind of attack wants the model to output
a certain label specified by the attacker when given an input
with a predetermined characteristic [10].

The backdoor is introduced when one of the selected
clients in a given federated learning round is malicious, as
can be seen in figure 2. The malicious client sends malicious
updates to the server, that try to get the main model to in-
clude the backdoor without compromising on the accuracy of
the main task.

According to [10] there are 2 main ways to achieve a back-
door. One is to poison the training data being used by a (mali-
cious) client. This can be achieved by giving some input data
with a certain feature a specific label, that doesn’t correspond
with the desired label of the input. Hence, if the model trains
on this data, the final model will associate certain features
in the input with the wrong label. A second way to create a
back door is by model poisoning, this attack sends specific
updates to the aggravating server with the goal of introducing
a backdoor into the model. The attack differs from the data
poisoning approach, in that the client doesn’t need to train.

One approach to finding where one can attack is described
in [17], they say one can use input with a certain character-
istic that isn’t used a lot in the training data, as malicious
input. Since most of the genuine updates won’t interfere with
the malicious updates, because they don’t have a lot of non-
poisoned training data with the specific characteristic.

2.3 Existing Defenses
Some of the existing state-of-the-art defenses against back-
door attacks are described in this section [6],[17]

One of the least complicated defenses is norm clipping, for
each updated model provided by the clients, it calculates a
norm with the update model and the global model. If this
norm exceeds a provided threshold, the model clips the up-
date to insure it norm is below or equal to the threshold [17].

Weak differential privacy stems from differential privacy.
The idea is to also clip the incoming updates when they ex-
ceed a certain threshold, and to add Gaussian noise to the



aggravated model in after the aggravation in each round [17].
With differential privacy, the goal is to make sure that the
client’s training data remains private. The amount of noise
added is determined by the standard deviation used to gen-
erate the Gaussian noise. In normal differential privacy, this
amount can be quite large, which can decrease the perfor-
mance of the main task [16]. Weakdp chooses a smaller
standard deviation, which has less influence on the model’s
performance, while still disrupting emerging backdoor [16].
This is why it is called weak differential privacy, because the
standard deviation used is deliberately smaller than with nor-
mal differential privacy. The server can clip the norms of the
incoming updates using the following formula 2.

∆wt+1 =
∑
k∈S

∆wk
t+1

max
(
1,
∥∥∆wk

t+1

∥∥
2
/M

) (2)

Here M is the threshold defined by the server. Using this
method, we can ensure that the norm of every update is less
than or equal to our norm. Pseudocode of how the noise is
added can be seen in algorithm 1. Here N(0, σ) draws sam-
ples from a normal distribution, with a mean of 0, and a stan-
dard deviation of σ.

Algorithm 1 Central server training

1: standard deviation σ, threshold M , number of rounds N
2: Initialize model w
3: for each t = 0, 1, 2, ..., N do
4: Ct ← (Select k clients from S)
5: for each client k ∈ ct in parallel do
6: sent w to client
7: let client train the model locally
8: ∆wk

t+1 ← (received updates from client)
9: end for

10: ∆wnext =
∑

k∈S

∆wk
t+1

max(1,∥∆wk
t+1∥2/M)

11: for each parameter p ∈ ∆wnext do
12: r ∼ N(0, ϵ)
13: p← p+ r
14: end for
15: wt ← wt +∆wnext

16: end for

This paper focuses on weak differential privacy, more
specifically which σ and which threshold works the best in a
natural language processing federated learning environment
where the data is non-i.i.d.. This hasn’t been done before, to
the best of my knowledge.

3 Related work
This chapter covers different papers, that relate to the topic
this paper discusses, it also goes into detail, on why they don’t
provide an answer to the research question.

3.1 Different kinds of defenses and attacks:
Multiple attacks and defenses can be found in [6]. The paper
covers these attacks and defenses on multiple databases, and
also distributes one of them in both an i.i.d. and a non-i.i.d.

way. It also executes multiple attacks on different defenses
and evaluates their performance. It does however not cover
a text-based dataset being non-i.i.d, this might be caused by
their text based dataset having only 2 categories.

Another paper [17] gives an example of a specific attack,
more specifically on the ”tail” of the data. This attack targets
input that isn’t often used, and adds a backdoor to this in-
put. It also goes into detail about how the defenses they tried
didn’t properly defend against this attack. The code in the
repository linked in the attacking of the tail is also the code
that is used for my paper, with some modifications. There are
a lot of defenses and attacks on different datasets, and with
different tasks implemented in the code. They did not, imple-
ment a way to use non-i.i.d. data.

Another possibility of defenses is described in [2]. They
talk about an implementation of FL, that implements a feed-
back loop to detect possible backdoors. This approach adds
extra overhead, but the paper says that it has a 100% accuracy
in detecting backdoors, and only 5% of false positives. Doe
to the extra overhead, We chose to not use this approach.

Another paper that is similar to this paper is [12], they
go into detail on how weakDp can provide a defense against
backdoor attacks on a natural language processing federated
learning model. Their data is however i.i.d. instead of non-
i.i.d..

3.2 Non independent identically distributed
datasets:

To find more information about non independent identically
distributed datasets, the paper [3] can be consulted, it pro-
vides a description about how to backdoor federated learning,
and it also considers non-i.i.d. data. There is a section that
goes into more detail on creating a backdoor in a word pre-
diction model. The model used in the paper predicts words,
while this paper uses a model that classifies data.

There is also a paper [15] that covers non-i.i.d. data in
combination with federated learning, it talks about how this
data can be distributed, and also covers how federated learn-
ing can be combined with Multi-Task Learning, which is not
used in this paper.

4 Evaluation framework
This chapter covers specific details about the attack, and de-
fense, and how the dataset is distributed. It will also go into
detail, on why certain chooses were made, and what their im-
pact was if applicable. To understand better the defense, this
chapter will first cover the defense model used.

4.1 Defense model
The goal of the defense is to hinder the development of a
backdoor in the global model, while trying to maintain a high
accuracy for the general task in this model. When weak DP
is used in combination with non-i.i.d. data and a language
processing model, it produced a model with an accuracy of
25%, as one can see in figure 3. These results can be ex-
plained by the model picking one of the 4 possible labels and
assigning every possible input to that label. This label can
differ between federated learning epochs. Since this is no



real learning, the paper will go into details on how modifying
the weakDP parameters can achieve a better result. There are
2 parameters that play a role in the effectiveness of weakDP:
the threshold to which the updates are capped of, and the stan-
dard deviation of the Gaussian noise that is added after each
aggravation round. The threat that the model is trying to de-
fend against is described in the next section.

4.2 Attack model
The threat model used in this paper is the following:
Threat model. This describes the attack setting
Knowledge of the attacker: The adversary knows the entire
database used for training. And they also know the federated
learning configuration used, as well as the specific parame-
ters used for the defense, this includes the threshold chosen
to norm clip with.
Ability of the attacker: The adversary can modify the data
their client trains with, adding and deleting samples. They
can also modify the samples, by changing the input and la-
bels. The adversary can also modify the local parameters used
by the client to train its own local model. The specific weights
that are sent back can also be modified by the adversary [6].
This can be used to make sure the provided updates don’t get
clipped.
Goal of the attacker: The adversary aims to modify the global
model, so that when a characteristic defined by the adversary
is present input it outputs a specific label also chosen by the
attacker. While tying not to compromise the accuracy of the
general model on the main task. Ideally, the attacker wants
the backdoor to persist trough multiple rounds of the feder-
ated learning [6].

The attacker attacks once every 10 rounds, starting on
round 1. This ensures that the backdoor is present from the
beginning of the training. The model used for attacking is
the one of poisoned database [10]. Half of the data used by
the malicious client is poisoned, by placing the word: ”place-
holder” in front of every sample that is poisoned. This is an
edge case attack, because none of the other data samples have
this characteristic. The associated label with the poisoned
data is also changed to the one corresponding to: ”Sci/Tec”.
The rest of the attacking client’s data is independent identi-
cally distributed, this is done to try and ensure that the up-
dates that the malicious client provides improve the general
accuracy of the overall model. The attacking client uses 20
internal epochs, this is the same amount that the other clients
are using.

4.3 Methedology
Firstly, the goal of this research was to find out more about
federated learning and how it can differ, the existing attacks,
and what defenses existed against it. To find out more about
the first part, multiple papers were read on federated learn-
ing. The main discovery from these papers and consultations
with the supervisors were that a multiserver federated learn-
ing setup might require too much implementation time, since
at the start of the project there was no viable open source mul-
tiserver federated learning implementation. So it was decided
to proceed with a single server instance. To find out how this
works, multiple GitHub’s of different papers were consulted

Figure 3: Illustration of the performance of the backdoor and global
model while differential privacy was being used as a defense with a
threshold of 1.0, a standard deviation of 1.5, and a beta of 0.5

and executed, mainly the code from [17]. Since this code base
and multiple others used federated averaging [4], the decision
was made to also use this algorithm.

The code base linked to [17] contained implementations of
different attacks and defenses on multiple models. This was
useful to discover how some of the state-of-the-art attacks and
defenses were implemented. Of which, weakDp was an inter-
esting defense, since it seemed to behave unproductive when
applied to a non-i.i.d. data on a natural language processing
federated learning model. After further research, no other re-
search on this topic was found. Then the choose was made
to proceeding with the AG news dataset, since it contained
more categories than the implementation found in [17]. The
code in this implementation was modified to work with the
AG news dataset.

4.4 data distribution

As previously stated, most other papers on this topic cover
i.i.d. (independent identically distributed) data. It assigns the
same amount of data to the clients while maintaining about
the same ratio of labels in the clients as the complete data set.
A way to get non-i.i.d. data is via a heterogeneous Dirichlet
distribution. It assign the samples to the clients as described
in ([19], [18]). Here, a portion of the labels kś training data
is allocated to every client j. This portion is determined with
Pk j , which follows Pk ∼ Dirj(β). This process is repeated
until all clients have at least a minimal number of samples,
further details are in ([19], [18]). Since data in the real world
is non-i.i.d., the chose was made to proceed with non-i.i.d
[1]. In figure 4 one can see how data can be distributed when
β = 0, 5 is used in the heterogeneous Dirichlet distribution
with, a minimal number of samples of 20. The dataset used is
the first 80,000 samples of the AG news dataset, it is divided
over 100 clients.



Figure 4: 800000 samples form the AG news distributed with a het-
erogeneous Dirichlet distribution with β = 0, 5 over data 100 clients

5 Experiment
The system model with which the experiments were executed,
has one aggravating server that utilizes the fedavg algorithm
and there are 100 clients. 10 of which get randomly selected
every federated learning round and their results get aggra-
vated with a learning rate of 0.05. The model that is being
trained is an RRN model, the 10 selected clients trains the
model for 20 epochs. Each of the 100 clients has its own data
set which is drawn from the AG News dataset in a non-i.i.d.
way. The exact code used can be found on github 2.

To find out what values work the best in this setup for the
weakdp, several experiments have been run. There are 3 val-
ues that change between the tests, the beta of the heteroge-
neous Dirichlet distribution more information can be found
in subsection 4.4, the clipping threshold of the weakdp de-
fense, and the standard deviation of the same defense which
are both described in subsection 2.3. The different values that
were used for the beta are 0.5, 1, 2, the values for the thresh-
old and the standard deviation are 0.5, 1, 2.0 and 0.01, 0, 05
respectively. Every different permutation of these values are
tested, and their performance on the main model accuracy and
the backdoor accuracy are analyzed.

5.1 Experimental Setup
All the experiments are run on a Windows 11 laptop inside
WSL2, more specifically Ubuntu 20.04.6. The computer has
16GB of DDR4 ram, a 512 GB ssd, an Intel Core I7-9750H
CPU with 2.60 GHz, and it uses an NVIDIA Quadro P2000
as its GPU. The algorithms are run in a virtual Python en-
vironment running python 3.8.10. Cuda is enabled and used
inside WSL2.

5.2 results
Firstly a baseline was run, to see how a differing β affected
the accuracy of the main model, and the accuracy of the in-
troduced backdoor. The results can be seen in figure 5. The

2https://github.com/QuintenVanOpstal/OOD Federated Learning.git

Figure 5: Baseline results for β 0.5, 1, and 2 with no defense. A
rolling mean of 20 was used to improve the visibility of the mean
task accuracy

main task accuracy is drawn with a rolling mean of 20, be-
cause that made the graph clearer. The decision was made to
not do this with the backdoor accuracy, because the backdoor
attack happened every 10 rounds and didn’t linger for a long
time. The figure shows, that overall the main task preforms
better when the β is higher which corresponds to a dataset
where the sample distribution is more even. The amount of
samples each client got and the distribution of their labels
were more even than when a lower β was used. Even when
looking at the backdoor accuracy, β = 0, 5 seems to get the
most accurate backdoors. For all the different distributions,
it seems that overall backdoor accuracy decreased the more
rounds were run by the model when compared to the previous
rounds, even when a round with a malicous client happened.
The backdoor accuracy is not always zero when the attacks
whore off, because sometimes the original non poisoned la-
bel corresponding to a poisoned sample really was ”Sci/Tec”.

The thresholds tested do not seem to disrupt the main task
a lot. As can be seen in figure 6, and figure 7. The results in
figure 6 were generated with a β = 0.5, the resulting main
task accuracies are also worse than in figure 7 where a β = 2
was used. Here the chose was also made to draw the graphs
with a rolling mean of 20 of to make the graph’s clearer. To
this end, the range of the y-axis was also kept between 25 and
60, because the main task accuracy started at 25, and never
went above 60. The threshold (th in the graph) does not seem
to significantly influence the accuracy of the main task. The
effect of the standard deviation (std in the graph) can be seen
in figure 6 and figure 7. Here, a clear difference between
using 0.01 and 0,05 as the standard deviation can be seen.
In the worst case, a standard deviation of 0,05 can influence
the accuracy of the main model by up to 20%. While using
a standard deviation of 0.01 results in an accuracy closely
mimicking the baseline.

The effects on the backdoor accuracy were also tested, this
can be seen in figure 8 and figure 9. Figure 8 shows the dif-
ferences in thresholds with β = 0.5 and a standard deviation



Figure 6: Main task accuracy of running weakdp with threshold (th)
of 0.5 and 2 in combination with standard deviation (std) of 0.01 and
0.05, β = 0.5 was used in the heterogeneous Dirichlet distribution.
A rolling mean of 20 was used to improve the visibility of the results

Figure 7: Main task accuracy of running weakdp with threshold (th)
of 0.5 and 2 in combination with standard deviation (std) of 0.01 and
0.05, β = 2 was used in the heterogeneous Dirichlet distribution. A
rolling mean of 20 was used to improve the visibility of the results

Figure 8: Backdoor accuracy comparison between no defense,
weakDP with a threshold of 2, weakDP with a threshold of 1, and
weakDP with a threshold of 0.5. A standard deviation of 0.01 was
used for both weakDP tries, β = 0.5 was used in the heterogeneous
Dirichlet distribution.

of 0.01. These results show, that using a threshold of 0.5
makes the backdoor accuracy worse in most training rounds
than when using no defense, or a threshold of 1 or 2. Figure 9
shows that a standard deviation (std in the graph) of 0.01 has
a lower backdoor accuracy in most rounds when compared to
the baseline or a standard deviation of 0.05. The standard de-
viation of 0.5 preforms significantly worse than the baseline
when looking at the decrease in backdoor accuracy.

The mean of main task and backdoor accuracy of all the
experiments ran can be found in appendix A. Table 1 displays
the baseline, table 2 does this for β = 0.5, table 3 for β = 1
and finally table 4 for β = 2.

6 Responsible Research
It is important to cohere to the expectations of the TU Delft
and the scientific community regarding the ethics. This chap-
ter will go into more detail on what ethical issues might arise
from the paper, and what measures were taken to display an
accurate image of the research.

Since the research uses a lot of contributions of previous
works, it sites these when they are used. Before sources were
added, they were verified by looking if they came from a cred-
ible source and if they contained sufficient references for the
claims they are making.

All data gathered that contributes to the experiment is dis-
played either directly in the paper, or in the appendix. The
author also tried to make these results repeatable by provid-
ing the code used, and adding the specific parameters that
were used during the experiments.

An ethical issues that arises from this research, is that the
results might not be applicable in another situation. meaning
that if their validity is not checked in the situation, it could
lead to a worse preforming model, in both the accuracy, and
the security.



Figure 9: Backdoor accuracy comparison between no defense,
weakDP with a standard deviation of 0.01, and weakDP with a stan-
dard deviation of 0.05. A standard deviation of 0.01 was used for
both weakDP tries, β = 0.5 was used in the heterogeneous Dirich-
let distribution.

7 Conclusions And Future work
In this work, weakDP was evaluated on a natural language
processing federated learning classifier, which uses non-i.i.d.
training data as a defense against backdoor edge case attacks.
To find which parameters had a positive or negative effect
on the main task and backdoor accuracy. Some of the re-
sults worsened the performance of the model, while others
improved the robustness against backdoors. This shows that it
is important to pick the right parameters when deciding to use
weakDP as a defense. This paper suggests adding WeakDP as
part of a greater defense mechanism, because weakDP on its
own does decrease the accuracy of the backdoor attack, but
the backdoor is still present.

In conclusion, on this specific dataset with the non-i.i.d.
training of the specific model we used, a threshold of 0.5 and
a standard deviation of 0.01 worked the best. For the thresh-
olds, the difference between the effectiveness of 1, 2, and 0.5
are subtle in this case. But 0.5 has promising results, when
looking at the backdoor accuracy. The effect on the accuracy
of the main task is bigger when comparing a standard devia-
tion of 0.01 and 0.05. To the effect that a standard deviation
of 0.05 made the accuracy significantly worse than when no
noise was added. The main task accuracy with standard de-
viation of 0.01 didn’t significantly deviate from the baseline
where no defense was used, but the backdoor accuracy is suc-
cessfully reduced.

7.1 Future work
Since the accuracy of the model used in the research isn’t as
much as the models found online, a different model could
be used to try and increase the accuracy of the main task.
If such a model is implemented, the experiments can be run
with the model to see if it makes a difference. To further im-
prove this research in the future, a different way to make the
data non-i.i.d. could be explored, since it might give differ-

ent results. This paper also only uses one dataset, so further
research could try to execute the experiments with a different
dataset, and see if it influences the results. Testing with dif-
ferent federated learning hyperparameters could also be done,
like the amount of clients selected each round and the number
of local epochs the clients train to give a few examples.
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A Results
This appendix contains the mean of the main task and back-
door accuracy for the different experiments ran.

β mt accuracy mean b accuracy mean
0.5 38.95 6.75
1 44.05 3.9
2 47.79 7.75

Table 1: Displays the means of the results obtained by running no
defense. β stands for the beta used in the heterogeneous Dirichlet
distribution, mt for main task, and b for backdoor.

Th — std mt accuracy mean b accuracy mean
0.5 — 0.01 40.33 7.59
1 — 0.01 38.54 6.78
2 — 0.01 38.78 6.74
0.5 — 0.05 35.34 8.85
1 — 0.05 35.58 8.62
2 — 0.05 35.76 8.59

Table 2: Displays the means of the results obtained by running with
β = 0.5 in the heterogeneous Dirichlet distribution. Th in the tables
stands for threshold, std for standard deviation, mt for main task,
and b for backdoor.

Th — std mt accuracy mean b accuracy mean
0.5 — 0.01 44.87 4.32
1 — 0.01 43.91 4.17
2 — 0.01 43.92 3.91
0.5 — 0.05 37.82 5.87
1 — 0.05 38.07 5.67
2 — 0.05 38.13 5.61

Table 3: Displays the means of the results obtained by running with
β = 1 in the heterogeneous Dirichlet distribution. Th in the tables
stands for threshold, std for standard deviation, mt for main task,
and b for backdoor.



Th — std mt accuracy mean b accuracy mean
0.5 — 0.01 47.85 8.69
1 — 0.01 47.54 7.8
2 — 0.01 47.6 7.78
0.5 — 0.05 39.28 10.72
1 — 0.05 39.57 10.3
2 — 0.05 39.62 10.11

Table 4: Displays the means of the results obtained by running with
β = 2 in the heterogeneous Dirichlet distribution. Th in the tables
stands for threshold, std for standard deviation, mt for main task,
and b for backdoor.
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