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Estimation of Discharge Coefficients for Free-Flowing

Compound Weirs with Upstream Horizontal
Flow Contraction

Burhan Yildiz, Ph.D."; and Wim S. J. Uijttewaal, Ph.D.?

Abstract: Compound weirs have been used as adjustable structures to divert flow, for example, through river branches at the river
bifurcations. For this purpose, a wide variety of weir configurations can be used including asymmetric configurations that have not been
studied in the literature yet. A proper one-dimensional representation of flow over these structures is needed as the effect they have on the river
are generally added as subgrid energy losses to the river hydrodynamic models. In this study, an experimental study was conducted to estimate
the correct representation of compound weirs at varying weir configurations and flow conditions. In the experimental campaign, eight weir
configurations were used with six discharge values. Upstream flow depths at each case were recorded and their relationship with the flow rate
and weir configuration was analyzed. A 1D model was proposed to estimate flow rates when the upstream flow depths are known. The
proposed correction to the well-known Kindsvater and Carter approach was applied to modify the discharge coefficient when nonuniform
geometries are used that cause horizontal flow contraction. To estimate and validate the proposed correction, additional numerical simulations
using computational fluid dynamics (CFD) were conducted to estimate the detailed flow field upstream of the nonuniform weirs. Surface
particle image velocimetry (SPIV) measurements were also conducted to validate the CFD model. The corrected 1D model predicted the flow
rates at 48 cases covering uniform to highly nonuniform weir geometries with a maximum of 9.7% and a mean of 2.45% deviation from the
measurements. Additional tests on the performance of the proposed model validated its effectiveness in various nonuniform geometries at low
flows. However, when substantial changes are made to the geometry, such as the removal of buttresses, the model may require calibration to
maintain its accuracy. DOI: 10.1061/JHEND8. HYENG-14133. © 2025 American Society of Civil Engineers.

Practical Applications: Compound weirs are used at the river bifurcations to add resistance to one side of the branch and distribute the
flow according to the needs of the people. Defining the flow rate as a function of the flow depth by using one-dimensional formulas would
help engineers to accurately model the river behavior. However, in compound weirs, flow can become two-dimensional if nonuniform weir
geometries were used and then mass was transported in the lateral direction. The 1D weir formulas that exist in the literature are incapable of
defining the effect of lateral flow on the flow rate passing over a weir. In this study, a 1D model was developed that includes the effect of
lateral flow and quantified it with a new parameter that can be calculated by using the variance of flow rates over each weir notch. The model
was tested and validated using physical experiments and three-dimensional numerical model tests.

Author keywords: Diversion structures; Compound weir; Sharp-crested weir; Rectangular weir; Free-flowing weir; Experimental
hydraulics; Numerical model; Computational fluid dynamics (CFD); Surface particle image velocimetry (SPIV); k-w shear stress transport
(SST) turbulence model.

Introduction

Various kinds of weirs have been used in open channels for flow
rate measurement, flow regulation, or flow diversion (Emiroglu et al.
2010; Ferdowsi et al. 2021; Clemmens et al. 2001). Weirs are
categorized based on their cross-sectional shapes, like rectangular,
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triangular, or cylindrical weirs, as well as their lengths in the flow
direction as sharp- or broad-crested weirs. Also, if the normal
direction of the weir aligns with the flow direction they are termed
frontal weirs. Weirs can also be categorized based on their down-
stream effect as either submerged or free-flowing, depending on
whether the water level downstream of the weir is below or above
the crest of the weir, respectively. In free-flowing weirs, the flow
becomes supercritical after passing the weir, while it was subcritical
upstream. Estimating the flow rate equation for a weir is important
for the use of them in flow diversion and measurements. The
existing equations are working well for the free flow over simply
shaped frontal weirs. When deriving the one-dimensional formula
for sharp-crested weirs, the pressure over the weir is assumed to be
atmospheric and the energy loss upstream is neglected (Rehbock
1929; Henderson 1966; Bos 1989). The following equation is
for the flow rate Q for rectangular sharp-crested free-flowing weirs
(Kindsvater and Carter 1957):

2 3
ngbecd\/Zth (1)
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where b, is the effective width of the weir; C, is the weir coefficient;
g is the gravitational acceleration; and 4, is the effective upstream
flow depth. The effective weir width and effective flow depth in-
cludes the effects of viscosity and surface tension. b, was defined
as b, = b+ K,,, where b is the width of the weir and K, changes
between +4.3 mm to —1 mm depending on the end contraction. &,
was defined as h, = hg + K}, where hj, is the upstream flow depth
referencing the weir crest level and K equals 1 mm. The weir
coefficient, C,, includes the neglected effects like the energy
losses and velocity head upstream. It was empirically defined by
many researchers, including Rehbock (1929) and Swamee (1988).
Kindsvater and Carter (1957) defined it as a function of the end
contraction (ratio of the weir width b to approach channel width B).
When there is no end contraction, the equation is as follows:

h
C, = 0.602 +0.075 (FO) (2)

where P is the weir height. The effect of end contractions was
applied by decreasing the right-hand-side coefficients of Eq. (2)
accordingly. For example, when b/B = 0.9, the equation becomes
C; =0.599 + 0.064(hy/P). Recent studies have sought proper
representations of flow at various types of weirs, including compound
weirs. Compound weirs are composed of several weir sections that
can be adapted to distribute or divert the flow. They have been
widely used for discharge measurement particularly to mitigate
measurement errors associated with low water levels. The 1D rep-
resentation of flow through compound weirs was achieved mainly
by using two main methods. In the first method, the researchers
assumed the compound section of the weir as a single section and
defined the relevant sectional properties for the entire geometry.
These parameters were used as the sectional properties in the
derivation of Eq. (1). Gogiis et al. (2006), Al-Khatib and Gogus
(2014), and Zhao et al. (2015) applied this method successfully
to broad-crested compound weirs composed of three sections.
However, this method is not applicable in cases where buttresses
separate the compound weir notches or in instances of highly asym-
metric or highly nonuniform geometries. In the second method,
researchers treated the weir notches as individually working elements.
They applied 1D weir formulas like Eq. (1) to each notch and
estimated the discharge capacity of the weir by superposing the
estimates from each notch. Jan et al. (2009) and Kulkarni and
Hinge (2020) used this method at broad-crested weirs. Martinez
et al. (2005), Jan et al. (2006), Piratheepan et al. (2006), and Lee
et al. (2012) applied it for sharp-crested weirs composed of two or
three individual elements. This method is particularly suitable for
weirs with buttresses.

In addition to 1D models, soft computing methods such as
artificial neural networks or genetic programming are employed
to predict discharge coefficients (Salmasi et al. 2013; Li et al. 2021;
Nouri et al. 2023). Furthermore, Zahiri et al. (2014) employed a
two-dimensional method based on depth-averaged Navier-Stokes
equations, supplemented by calibration parameters to enhance
solution accuracy. For a more proper representation of flow field
over the weirs, more comprehensive numerical methods were pre-
ferred by the researchers. Qu et al. (2009) employed a computa-
tional fluid dynamics (CFD) application with a 2D vertical mesh
to model flow over a rectangular sharp-crested weir without lateral
variation. In cases where the weir section exhibits lateral variation,
three-dimensional meshes were selected, and the results were
effectively validated using either experimental data or analytical
solutions (Savage et al. 2016; Altan-Sakarya et al. 2020; Torres
et al. 2021; Yildiz et al. 2021).

Compound weirs serve not only as efficient instruments for
measuring flow rates, where merely two or three segments suffice,
but also as versatile tools for flow diversion, a task for which their
notch count may exceed twenty. Figs. 1(a and b) show a compound
weir located at the right bank flood plain of the Nederrijn (a branch
of Dutch Rhine River) bifurcation in the Netherlands to divert
flow through branches. Buttresses are commonly employed in this
kind of large weir design between weir notches due to operational
considerations. The presence of buttresses also facilitates the
straightening of flow before it reaches the weir crest, thereby reduc-
ing lateral flow over the crest (Wessels and Rooseboom 2009).
The compound weirs are designed to add discharge- (or stage-)
dependent resistance to one side of the bifurcation. For this purpose,
they can be operated in asymmetric or nonuniform configuration.
Nonuniform configurations of the weir can induce horizontal flow
contraction and lateral flow over the crest, eventually impacting its
capacity. The horizontal flow contraction is commonly observed
in the operation of controlled spillways and open check dams in
hydraulic engineering. Operators aim to direct high discharges
away from the banks to prevent erosion and maximize conveyance
capacity. This often results in nonuniform flow patterns and hori-
zontal flow contraction. Characterizing this issue by using a 1D
model poses considerable challenges. The initiation of pronounced
lateral flow can be attributed to variations in weir crest elevations
among adjacent notches. Additionally, the discharge capacity of a
notch can easily be influenced by the condition of another notch
further away from it. Employing 1D formulas to define compound
weirs is essential in river hydrodynamic modeling tasks. Integrating
compound weirs into numerical hydrodynamic models necessitates
a fine mesh to accurately represent their geometry. Yet, river
hydrodynamic models often utilize coarse meshes, leading to

Fig. 1. (a) Aerial view of the compound weir located at the right bank flood plain of the Pannerden bifurcation in the Netherlands (image courtesy of
Rijkswaterstaat, The Netherlands); and (b) the compound weir closer view from upstream, Rijnwaardense Uiterwaarden (n.d.) (image courtesy of

Marc Pluim).
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the incorporation of these structures’ effects as subgrid energy
losses (Yildiz et al. 2024). Consequently, a representative loss
term tailored to these structures becomes essential. To date, no
study in the Web of Science database addresses flow analysis
over complexly shaped compound weirs.

In this study, an experimental campaign was set up to analyze
flow over compound weirs with buttresses encompassing a diverse
array of configurations ranging from uniform to nonuniform and
asymmetric ones. The aim is to understand the mechanisms under-
lying energy losses and to develop and validate a predictive 1D
model. The basis of the model is established by treating the flow
over each weir notch individually. The well-known Kindsvater and
Carter approach [Eq. (1)] is employed in this study, with certain
modifications to accommodate the presence of buttresses and
empty weir gates. The free surface level over the crests of each
notch was not assumed to be constant. Additionally, we did not
estimate the flow depths over the crests, as this would require addi-
tional assumptions regarding head loss terms. To investigate the
flow behavior further and validate the 1D model, CFD models are
developed with 3D meshes. The Reynolds-averaged Navier—Stokes
(RANS) modeling technique is selected, coupled with a k-w shear
stress transport (SST) turbulence closure. Moreover, surface par-
ticle image velocimetry (SPIV) is employed in this study to capture
surface velocities in a selected case, facilitating their utilization in
the validation process of the numerical model. Utilizing insights
from both the 1D analytical model and the CFD simulations, this
study proposes a correction to the discharge coefficients tailored
for nonuniform weir geometries. This correction demonstrates
efficacy across all tested cases, enhancing the accuracy of discharge
predictions.

- BN .

2-cm-thick
wooden

Incoming flow from a

-\-/:;r;ir?g-height weir plates
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Experimental Method

The experiments were conducted in a 20-m-long rectangular
horizontal flume with a 3-m-wide smooth bed and 0.25-m-high
steel side walls at the Hydraulic Engineering Laboratory of
Delft University of Technology, Netherlands [Figs. 2(a and b)].
An adjustable compound weir model with 12 rectangular notches
(openings) was used, which can be considered as a 1:25 schema-
tized, geometrically scaled model of the prototype of Fig. 1(b).
Each weir notch had a width of 23 cm with 2-cm-thick wooden
buttresses between them [Fig. 2(a)]. The weir structure was formed
by using 2-mm-thick steel plates leading to a sharp-crested weir at
every flow condition. The weir was in the middle of the flume,
i.e., 10 m away from the inlet [Fig. 2(b)]. The subcritical flow was
straightened by a honeycomb before entering the flume and the
surface water waves were dampened by a 1-m-long rectangular
foam block located at the free surface at the inlet. It was 9 m
(around 45 times the maximum flow depth) away from the weir
crest, which was found as a safe distance to dissipate the external
effects of it on the flow. Eight compound weir configurations were
selected, and each was tested for six discharge values ranging from
20 L/s to 70 L/s with 10-L/s increments. The weir dimensions
are given in Fig. 3 in graphical form and in Table S1 in the
Supplemental Materials in tabular form. The threshold amounts
to the weir footings, which are around 3 mm, were added to the
numerical values in Table S1. The configurations were selected to
include flow variety and to cover a wide range of applications.
Some configurations were selected uniform (C2 and C3), some
were selected as symmetric and non-uniform (C5, C7, and C9), and
some were selected as asymmetric leading to weak (C4 and C6) and

Intet pipe, flow rate
Ieasurément,location
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Fig. 2. (a) The flume with a compound weir model (C5) installed when a discharge of Q = 20 L/s was flowing in it; and (b) schematic diagram of the

flume (not to scale).
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Fig. 3. Tested weir geometries in the experiments (all dimensions in m,
the dimensions exclude the thresholds at each gate, which are approxi-
mately 3 mm each, see Table S1 in the Supplemental Materials for
tabular data).

to strong (C8) horizontal flow contractions. During data recording,
the flume tail gate was fully open to have free flow there. Steady
discharges were obtained and checked by instantaneous flow rate
measurements. The discharges were recorded by using an acoustic
flowmeter at the inlet pipe. Water depth levels were recorded by
using a laser altimeter located 5 m upstream of the weir. The
uncertainty analysis and the associated errors are provided as
Supplemental Materials. Furthermore, SPIV measurements were
carried out at the same flume using configuration C8 at 70 L/s to
use them in the validation of the numerical model. A camera was
mounted over the flume with its camera angle covering the whole
width and extending up to 3 m upstream of the weir. Tracer
particles were disposed at the inlet of the flume and their instanta-
neous positions were recorded by taking pictures. The processing
of the data was done using the PIVLab tool of Matlab (Thielicke
and Sonntag 2021). The uncertainties in the SPIV results may be
attributed to image processing settings, given that the flow was
considered steady based on simultaneous measurements of instan-
taneous flow depth and flow rate. Trials with a limited number of
applicable image processing settings resulted in a maximum
deviation of 3% in the mean velocities, which we assumed as the
estimated error.

1D Analytical Model

In the 1D model, the flow rates passing through each weir notch
were estimated separately by using Eq. (1). The viscosity and
surface tension correction for effective weir width estimation (K)
was proposed by Kindsvater and Carter (1957), assuming the end
contraction is developed with two extensions on both sides of the
flume. However, in this study, the contraction was formed by using
short buttresses, which develop an end contraction without the
existence of side walls. Therefore, the friction to be added by
the side walls is missing. This leads to higher velocities and, thus,
higher discharges at each weir notch. In our model, the K, value
was calibrated by testing the convergence of the uniform configu-
rations (C2 and C3), and it was increased from the originally
suggested 0.35 cm to 1.5 cm. The correction for effective upstream

© ASCE
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flow depth, K, used was 1 mm, as suggested by Kindsvater and
Carter (1957).

Bos (1989) suggested that the 4,/ P ratio (where P is the weir
height) should be less than 5 to maintain the effectiveness of rec-
tangular sharp-crested weirs as control structures. For weir plates
that did not meet this criterion—specifically, the empty gates used
in configurations C8, C11, and C12—we treated them as broad-
crested rectangular weirs. This was based on the presence of
approximately 3-mm-high, 15-cm-long threshold plates at the weir
section. Following the recommendations of Bos (1989) and Sargison
and Percy (2009), we used a weir coefficient of 0.66 for these empty
gates, adapting their suggested coefficients to the formula used in
this study [Eq. (1)]. This adjustment led to the convergence of the
1D model results for configuration C8 after the proposed correction
was applied. Weir coefficients for the rest were estimated by using
Eq. (3), which is obtained by interpolating the coefficients of Eq. (2),
as suggested by Kindsvater and Carter (1957) for the end contrac-
tion due to the added buttresses (b/B = 0.92):

Cy = 0.6+ 0.066 (%) 3)

Then, the total discharge was estimated at each case as the sum-
mation of the ones obtained at each notch. There were nonflowing
weir notches in some cases. This condition was checked in the
model with iy > P condition to be held true for the flowing
notches. The water levels can vary from the flow depth measure-
ment location to the weir section due to vertical flow contraction,
energy losses, or stagnation pressures at the boundaries. However,
this variation was necessarily neglected in the analytical model.
In order to include the physics related to horizontal contraction and
stagnation pressures, a more detailed analysis needs to be per-
formed using a 3D approach.

3D CFD Model

The numerical setup was prepared for the nonuniform configura-
tions (C4 to C9). They were prepared and executed by using the
interFoam solver of the OpenFOAM-v2006 (OpenCFD, n.d.) soft-
ware. interFoam is an incompressible multiphase solver that uses
the volume of fluid method (Hirt and Nichols 1981) to handle
multiphase flow. It uses a finite volume approach to solve for the
incompressible continuity and RANS equations. It includes the
effect of surface tension at the interfacing cells. The model equations
are as follows:

Ou;

= 4
ox, ° (4)
A(pu;) | Opu;u;) _ Op 0 Ou; — ——
8t + 8)(} __8xi+a_xj lu,ax‘]_pulu‘]
foge!
+ pgi + Tma—xi (5)

where u; is the time-averaged velocity in direction x;; p is the
density; p is the pressure; y is the molecular viscosity; and pu/u;
is the Reynolds stress term. The last term on the right adds the effect
of surface tension, with 7 denoting the surface tension with a mag-
nitude 0.07 N/m for air-water contact surfaces. The interface cur-
vature is denoted by « and « is the volume fraction of water in the
computational cell. The density at each cell is defined by using the
volume fraction of water and air phases as follows:

P = QPyater + (1 - a)pair (6)
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The molecular viscosity at each cell is defined similarly using
air and water viscosities. An additional advection equation is
written for the conservation of volume fraction term, «, as
follows:

Oa . O(ow;) n 0
ot 8)Ci 8xi

(a1 - a)u) = 0 7)

where u! is defined as the modeled relative velocity, which is meant
to give the difference between phase velocities (Okagaki et al. 2021).
The third term is added to preserve the surface sharpness by
compressing the interface following the multidimensional universal
limiter with explicit solution (MULES) algorithm. The Reynolds
stress term in Eq. (5) was modeled using the eddy viscosity concept
(Boussinesq 1877) and k-w SST turbulence model (Esch and
Menter 2001; Menter et al. 2003), which uses standard k-w turbu-
lence model near wall zones and standard k-¢ turbulence model
away from the wall zones (k: turbulent kinetic energy, w: specific
rate of turbulent dissipation, and e: rate of dissipation of k). This
method was found to be successful in solving the flow separation
(Versteeg 2007; Jiang et al. 2018).

The principles in determining the dimensions of the flow
domain are given as follows. The longitudinal distance from the
inlet to the weir was used as the same with the physical experiments
(10 m). The longitudinal distance from the weir to the outlet was
selected as short (0.5 m), considering that the flow is supercritical
after passing the weir, which would have no impact on the flow
over the weir. It was later validated that this length was sufficient
as the flow there does not disturb the flow over the weir. The lateral
dimension of the domain was selected the same as the flume width
of the experiments. When the inlet discharge was 70 L/s, the
height of the domain was selected as 0.30 m, which was found
to be a safe height considering the highest measured flow depth
was 0.205 m in the experiments. The height of the domain was
adapted accordingly for the other tested discharge values.

The computational mesh for each case was generated by first
forming a structured background mesh covering the whole flume
using hexahedral elements. In the longitudinal direction, the mesh
was refined gradually starting from the inlet. We observed that the
streamlines start to curve on the surface around 1.5 m to 2 m from
the weir at the most extreme case. Therefore, to increase the ac-
curacy in that region a fine mesh was used for each case starting
from 1.8 m upstream from the weir up to the weir itself. In the
vertical direction, refinement was applied around the expected free
surface location for a better convergence in the flow depth predic-
tion. The number of computational points in the z-direction (n,)
were tested from 10 to 40 to assess the dependence of the results
to the mesh. The chosen alternative was further tested by compar-
ing its results with two meshes that had the same number of com-
putational points in the vertical direction but different levels of
refinement in the horizontal direction. The weir geometry files were
developed separately, and they were included in the domain by ap-
plying additional refinement around them to represent the geometry
well in the mesh. This was achieved by using the snappyHexMesh
utility of OpenFOAM. This strategy resulted in around 1 x 10°
computational cells at each case. Views of the developed computa-
tional mesh for the C4 case are given in Fig. 4. We employed an
adjustable time step in the simulations, enabling its reduction as
necessary to comply with the chosen maximum Courant number
value of 0.5.

The inlet boundary condition of the model was defined as the
specified volumetric flow rate with varying flow depth [variable-
HeightFlowRatelnletVelocity boundary condition for velocity (U)
in OpenFOAM], considering that it would reflect the physical reality
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best. At the outlet, the gradients of the velocity and pressure were
defined as zero with a stopper for adverse flow [inletOutlet boun-
dary condition for U, zeroGradient boundary condition for pressure
term (p_rgh) in OpenFOAM]. Side and bottom solid boundaries
were selected as no-slip smooth walls. Near-wall treatment was
applied by using a wall function [kgRWallFunction for k (turbulent
kinetic energy) in OpenFOAM]. The top boundary condition was
defined by an atmospheric pressure. An appropriate initial water
volume with a velocity according to each case’s measured data
was defined for faster convergence. The simulations were run until
the flow became steady, which took less than 100 s for almost all
cases. When local velocities increased due to low weir gates, the
free surface fluctuations at the beginning of the simulation also
increased, leading to a longer convergence time. As a result, the
C8 cases converged the slowest, with times for these simulations
of 200 s.

Results and Discussion

Measured flow depths and discharge values are given in Yildiz
and Uijttewaal (2023) and also in Table S2 in the Supplemental
Materials. The configurations with larger blocking areas generally
have a higher upstream depth #,,, when the tested discharges are the
same. Only configuration C8 was excluded from this comparison. It
had seven nonflowing notches at every tested flow rate. Therefore,
the total blocking area cannot directly be estimated by superposing
each weir plate height for C8. It was also expected to induce large
horizontal flow contractions which makes it substantially different
from the other configurations. Configurations C6, C7, and C9 have
the same weir area and have almost the same #,, for the same dis-
charge. Although having the same weir area as the previous three,
C2 has larger h, values. It has all the openings just overflowing
while the others have low weirs with larger velocities. The com-
parison of the results with the 1D and CFD model results are given
in the following section.

1D Analytical Model

The 1D model was applied as described earlier by having the
upstream flow depth as the input and the flow rate as the output.
The predicted flow rates were compared with the measured ones in
Fig. 5. The model predictions at the uniform to slightly nonuniform
cases (C2, C3, C4, and C5) are reasonably well. However, it sub-
stantially overestimates the data at four nonuniform configurations
(Co, C7, C8, and C9). The overestimations are biggest for the C8
cases and moderate but very close for C6, C7, and C9. The flow
over these heterogeneous configurations violated the 1D upstream
flow conditions. The underestimation of the losses was linked with
the significant transverse velocity component in the approach flow.
Therefore, the 1D model was corrected by using the CFD model
results, which is presented later in the “Proposed Correction for the
1D Model Discharge Coefficients” subsection.

3D CFD Model

Initially, the results of the alternative meshes were compared to
ensure mesh independence. Eight mesh alternatives, varying in cell
numbers across all three directions, were tested. These alternatives
were evaluated based on streamwise and lateral velocities, as well
as turbulent kinetic energy predictions at selected sections. Detailed
information on this process is provided in the Supplemental
Materials. The strategy used to develop the chosen mesh was then
applied to the meshes for the remaining cases. When the tested
discharge and, therefore, the simulated flow depths decreased, the

J. Hydraul. Eng.

J. Hydraul. Eng., 2025, 151(4): 04025013


http://ascelibrary.org/doi/10.1061/JHEND8.HYENG-14133#supplMaterial

Downloaded from ascelibrary.org by Technische Universiteit Delft on 04/10/25. Copyright ASCE. For personal use only; all rights reserved.

3.0m

& 82m

OUTLET

1.8m

Wall BC
""" £
v o
InflowBC TSA _--- o’
(Defined flow rate, - i
variable flow depth) | ,/
[ e -
y s
Atmospheric -
-
pressure Outflow BC
(zero-gradient for i
pressure with a limiter o

for reverse flow)

Fig. 4. The computational domain and the mesh as developed for configuration C4: (a) top view; (b) side view showing the part of the domain close to
the weir (n, = 30); (c) the weir structure with surface meshing; and (d) boundary conditions.
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Fig. 5. Comparison of flow rates obtained from the uncorrected 1D
analytical model and experimental data.

height of the flow domain was decreased to reduce the computa-
tional cost. In the development of the computational meshes of those
cases, the same strategy was followed, i.e., if the domain height was
25 cm, the number of computational points in the z-direction was
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selected as 25 instead of 30 in the chosen mesh at which the domain
height was 30 cm. Necessary adjustments were made in the distri-
bution of the points to maintain the same strategy described. The
meshes used in this study included between 900,000 to 1.1 million
cells depending on the included weir geometry and domain height.
The minimum cell size around the weir is 0.6 cm in the vertical and
lateral directions and 0.2 cm in the streamwise direction. Due to
varying flow conditions through the weir crests both within and
between cases, the dimensionless wall distance, y© (y* = (u,y)/v,
where u* is friction velocity estimated from the simulated wall
shear stress values, y is distance from the center of the wall-
neighboring cell to the nearest wall, and v is the kinematic viscosity
of water) differs at the weir crest. The simulation results indicated
yT values were 80 at most portions of the weir crest in case C8Q70,
while this value was 40 for case C4Q20. These two cases represent
extreme scenarios regarding the developed velocity fields, sug-
gesting that all other cases are expected to have y™ values within
these ranges.

The numerical model was simulated initially for 36 test cases
considering configurations C4 to C9 and all tested discharges.
The convergences of the inlet and outlet flow rates were tested.
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Fig. 6. Comparison of the upstream flow depths obtained from the
CFD model and experimental data.

It was observed that they matched within a 1% error margin at each
case tested. The water surface levels were estimated by labeling the
levels with a water fraction of 0.5. The accuracy of the free surface
determination depends also on the mesh resolution around that
level. The comparison of the measured and the CFD-simulated
upstream flow depths are given in Fig. 6 for each configuration.
The percent relative error, €, was estimated by using the following
formula:

e =100 x |(hu)model — (hu)measured| (8)
(h u )measured

The predictions have 1.31% mean percent relative error with a
maximum value of 4%. In order to have affordable computational
meshes, and also considering that the main aim of the CFD
simulations was to quantify the lateral flow contraction, the devia-
tion in the flow depth predictions was regarded as allowable.

The horizontal flow constriction was observed in each scenario
by examining the y-velocities, U, across the domain. Fig. 7 illus-
trates their variation across the free surfaces for two distinct cases,
C8Q70 and C7Q20. The blank locations in both figures correspond
to areas where the buttresses were removed from the figure to better
visualize the isosurface behind them. In the C8 case, where the
discharge is 70 L/s, the lateral velocity magnitudes immediately
downstream of the buttresses surpass five times the approach
velocity magnitude, indicating a concentration of discharge toward
the sides. Additionally, when the lateral flow converges with the
streamwise flow approaching the tip of a buttress, it deflects the
streamlines, resulting in a reduction in the effective flow area at
the weir. Despite the 6th and 7th gates of C8 having identical weir
heights, stronger lateral flow is observed at the 7th gate, leading to a
decrease in the flow area there. Specifically, the calculated flow

U, (m/s)
-0.50 -0.25 0.0 0.25 0.50
| ! I t
»
FLOWl
\m
e y‘ n,l i I i g |
b 4
(a)

area was 309.8 cm? for the 6th gate and 272.5 cm? for the 7th gate.
However, the average x-velocity was higher at the 7th gate. The
streamwise flow rate through the gates was determined by integrating
the cell x-velocity over the area, resulting in estimates of 23.8 L/s
for the 6th gate and 22.1 L/s for the 7th gate. This example
underscores how neighboring weir heights influence the discharge
passing through each gate. Moreover, it highlights that not only
adjacent notches but sometimes notches three or four gates away
can significantly impact the flow rate of a specific gate. In the C7
case depicted in Fig. 7, with a smaller discharge of 20 L/s and a
less nonuniform configuration compared to C8, a similar effect is
observed. Despite the four flowing gates having identical weir
heights, the gates at the sides carry slightly less discharge due to
exposure to higher lateral velocities, thereby reducing their effec-
tive flow area.

Fig. 8 shows the lateral variation of the simulated flow depths
1 cm upstream of the buttress tip for Q = 70 L/s. This figure gives
an idea of how much the flow area variation among the gates
depends on the configuration. The results for C7 and C9 were pre-
dictable using the one of C6; therefore, they were excluded from
this graph to reduce overlapping of the curves in the graph. C8 is a
highly nonuniform configuration with low weirs and flow contrac-
tion upstream. This configuration led to highly nonuniform distri-
bution of the streamwise accelerations in the lateral direction, and
the water surface level varies almost 3 cm there between the 7th and
the 8th gates. C6 developed moderate lateral water level variations,
as did C7 and C9. Configurations C4 and C5 have the smallest
differences in the flow depths because of the low nonuniformity in
their geometries. The results confirm that the 1D model assump-
tions hold, resulting in a successful prediction of the flow rates.
In Fig. 8, the deviations of the flow depth due to stagnation pressure
rise at the buttress tips are observable and driving the local flow
contraction per gate.

The quantification of the lateral flow was achieved by calculating
the net lateral flow rate over the weir crests by using the simulated
velocity field. First, the absolute value of the cell y-velocities (U,)
was calculated. They were integrated over their respective flow area
(the area over the weir crest with normal vector in x-direction) to
estimate the absolute lateral flow rate (Q,) as Q, = flu y|dA.
The streamwise area was selected due to its direct and uniform effect
over the weir capacity. The sum of the lateral flow rates for each
notch gives the total absolute lateral flow rate. This sum was divided
by the total streamwise flow rate (Q,) to estimate a dimensionless
lateral flow rate term as follows:

0; - =2 ©)

Qj values were estimated at each numerically tested case
(36 cases total) separately. The variation of Q] with configuration

U, (m/s)
-0.20 -0.10 0.0 0.10 0.20
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& ¥
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Fig. 7. Lateral velocity (U,) variations at the surface from the weir extending 1 m upstream of it connected to a vertical section over the weir for:

(a) C8 when Q =70 L/s;'and (b) C7 when Q =20 L/s.
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Fig. 8. Variation of the simulated water surface levels at a lateral
section 1 cm upstream of the buttress tip for all configurations with
Q =70 L/s (the gray vertical background bars indicate the 2-cm-thick
buttress locations).
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Fig. 9. Variation of Q] by configuration and flow rate. The bars at
each configuration show Qj values from the lowest to highest tested
discharge.

at each flow rate is shown in Fig. 9. The effect of configuration
change on Qj is significant. The largest Q; is always observed at
C8, which is the most nonuniform geometry and results in the highest
deviations in 1D model results. The deviations of the 1D model
results when applied to configurations C9, C7, and C6 were
smaller, which resulted in smaller values of Q; compared to C8.
C4 and C5 have much smaller Q; values than the ones for C6 to
C9. For these configurations, the 1D model already predicted the
flow rates successfully. The results reveal that the overestimations
at the 1D model formula are correlated to and most likely due to the
neglected effects of the horizontal flow contraction. The smallest
flow rate (20 L/s) gives a different Q; behavior than the other
flow rates, as some flowing notches become nonflowing, and
the effected geometry of the weir changes. At C4, this happens
at 30 L/s.

Although Qj can be used to quantify the lateral flow magnitude,
it requires 3D simulation results that cannot be estimated by using
the 1D model results. Although it is not easy to model this kind of
highly multidimensional flow by using a 1D approach, we pro-
posed a new parameter that can be used instead of Q; under
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Fig. 10. Variation of Q} and Qj at each case, excluding the Q =
20 L/s cases.

the conditions tested in this study. When the lateral flow, and
thus the flow contraction, increases, the variance in the stream-
wise flow rate over the compound weir gates increases. The
standard deviation of the estimated flow rates over each gate

[O _ T e-9?

5 } shows the variance of the flow rates through

notches and was used to establish the new parameter. We observed
that o depends on the upstream flow depth, unlike Q; . Therefore,
we normalized o with a discharge term that carries upstream flow
depth, 4, information to estimate the new dimensionless parameter,

Q3 as follows:
\/W
N

Q;= BgOShls (10)

where N is the number of weir openings; Q; is the flow rate passing
through gate i, as predicted by the 1D model; Q is the total mean
flow rate passing through the gates; B is the total flume width; and g
is the gravitational acceleration. Q7 values for each tested case were
calculated using the measured £, to eliminate the prediction errors
of the CFD model for h,. Q; values were obtained from the CFD
model. Q7 and Q; values were compared (Fig. 10) for each case. An
almost linear relation was obtained, which can be defined by using
the following simple equation:

0; =16.220% + 0.01 (11)

The data were fit to this equation with a high coefficient of de-
termination, RZ = 0.86. The Qj values of C4, C5, C6, and C8 were
slightly underestimated using Eq. (11), while that of C7 and C9
were slightly overestimated.

Proposed Correction for the 1D Model Discharge
Coefficients

As parameters Q7 and Q7 are used to quantify the lateral flow, they
can now be used to correct the overestimations of the 1D model.
The tested discharge case with the flowing notch condition different
from the others (20 L/s) was excluded from the analysis. The aver-
age Q; values for C6 to C9 are given in Table 1. C4 and C5 require
no correction for the 1D model. Their highest Q; value is 0.081 and
the lowest one for configurations C6 to C9 is 0.145. We therefore
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Table 1. Average Q; values for the configurations that had significant
horizontal flow contraction

Configuration Average Q;
Co6 0.141
Cc7 0.173
C8 0.210
Cc9 0.180

consider roughly that the 1D model discharge coefficients to be
corrected if Qj is greater than 0.1.

Using the average values given in Table 1, a new discharge
coefficient, C;, for correcting the 1D model against the lateral flow
is proposed such that Q... = C; x Q, where Q is the discharge
obtained using Eq. (1) and Q... is the corrected discharge. The
new C; parameter is given as

C,=1-0; (12)
which according to Eq. (11) equals

C, =099 — 162207 (13)

Following the condition defined earlier, the correction of the
discharge coefficient is valid if C; is less than 0.9. Eq. (13) can now
be implemented into the 1D model. It requires an iterative search
due to the necessity to include both the flow depth and discharge in
the formulation. The whole procedure to be applied in the appli-
cation of the 1D analytical model is summarized in Fig. 11 as a
flowchart of the model. The convergence graphs of C; for each
tested case are given in the Supplemental Materials.

Fig. 12 compares the corrected 1D model results with the
experimental data. After the correction for horizontal flow contraction,
the model predicts the flow rates with high accuracy. The maximum
deviation from the measurement was observed as 9.7% at the low-
est discharge case of configuration C2. The mean of the absolute
deviations from the measurements was 2.45%. The less accurately
predicted flow rate was 20 L/s, with a mean of 4.75% deviation
from the measurements, which is understandable as Qj values
at this flow rate were diverging from the others due to the change
in the flowing notch conditions.

Pre-process geometry Crest width
Kindsvater&Carter + b, b,
empty weirs

Weir
heights P;

Apply 1D model
Eq.1 per notch i
Make correction
Q=(C)*(Q)

Calculate Q; — C;,

Egs. 10, 13 Re-calculate

Q ~C
Egs. 10, 13

Cy, changed?

Fig. 11. Summary of the 1D analytical model application.
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Fig. 12. Comparison of flow rates obtained from the corrected 1D
analytical model [Eq. (13)] and experimental data.

Validation Tests for the Proposed Empty Weir
Coefficient

For configuration C8, the assigned empty weir discharge coeffi-
cient of 0.66 worked well within the discharge range tested in
the experimental part of this study. To check whether this accu-
racy is preserved at higher discharge values, supplementary CFD
simulations were conducted using inflowing discharge values of
100 L/s, 150 L/s, 200 L/s, 250 L/s, and 300 L/s. Fig. 13 shows
the comparison of the flow depth predictions of the 1D and CFD
models. The measured values are also given within the range of the
experiments. Besides the corrected 1D model results, uncorrected
1D model results are given for comparison. The corrected 1D
model predicts the measured or CFD simulated flow depths suc-
cessfully at almost all discharge values tested. Diverging behavior
is observed at the highest two discharge values (250 L/s and
300 L/s). The overestimations in the 1D model results suggest that
the model overestimates the resistance the weir offers to the flow.
This may be due to the need for an increase in the empty weir dis-
charge coefficient as the flow depth increases. As the flow depth
rises, the relative resistance effect of the weir on the flow decreases,
leading to a necessity of increase in the weir discharge coefficient.
Further discussions on this result can be found under the subhead-
ing “Evaluation of Model Results against Literature Data.” Fig. 13
also shows the large underestimations of the uncorrected 1D model.
Coincidentally, uncorrected model results get closer to the CFD

35

B Measured MECFD M Corrected 1D Model M Uncorrected 1D Model

30

h, (cm)

0
19.83 29.56 39.73 50.44 59.2 70.36 100 150 200 250 300
Q(l/s)

Fig. 13. Comparison of measured £, values with the analytically and
numerically simulated ones for C8 at various Q values including higher
flow rates beyond the range of the experiments.
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Fig. 14. Weir geometries designed for additional tests. The top three represent nonuniform geometries, while the lower two were used to further

analyze insights from the data of Jan et al. (2006) (all dimensions in m).

results at high discharges with the effect of low empty weir dis-
charge coefficients.

Evaluating the Performance of the Proposed 1D Model
with Diverse Non-Uniform Configurations

The performance of the 1D model was tested using three more
highly nonuniform weir geometries (C10, C11, and C12 in Fig. 14).
An inlet discharge range beyond the capacity of the experimental
conditions was selected extending to 100 L/s. These cases were
simulated using the CFD model, and the resulting upstream flow
depths from the CFD model were used as inputs for the 1D model
to solve for the flow rates. The results obtained with the 1D model
were then compared with the inlet discharges of the CFD model, as
shown in Fig. 15. The errors in the model predictions for each
configuration were within the acceptable 10% error limit. Due to
the nonuniform geometries, all cases required C; corrections.
The uncorrected model results, represented by lighter symbols in
Fig. 15, highlight the necessity and effectiveness of the correction
when compared to the corrected results.

Evaluation of Model Results against Literature Data

The literature is very scarce in terms of experimental data sets for
rectangular sharp-crested compound weirs. Therefore, we tested the
performance of the proposed model by using the only data set that
is available (Jan et al. 2006). In that study, rectangular sharp-crested
compound weir geometries with varying dimensions and flow
conditions were used (Fig. 16 and Table 2). In these geometries,
no buttresses were used, making them substantially different from
those in our study in terms of lateral flow magnitudes, given the
buttresses’ known effect of interrupting lateral flow. To model these
configurations, the weir crest was divided into equal lengths and
each segment was treated as a separate notch. The comparison
of the modeled and the measured flow rates is given in Fig. 17.
In cases RR1 to RR6, weirs had end contractions and a single
lowered portion at the center. For cases RR1 to RR3, the end con-
traction was significant with b/B = 0.47, while in the remaining
cases, b/B was 0.80. The effect of end contraction was accounted
for using the Kindsvater and Carter approach. The weir crest’s
lowered portion comprised 28% of the total crest length in cases
RRI1 to RR3, and 17% in cases RR4 to RR6. The nonuniformity
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Fig. 15. Comparison of flow rates from the 1D analytical model and
CFD simulations for sets C10 to C12. Black markers represent corrected
model results, while gray markers indicate uncorrected model results.
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Fig. 16. Schematic of the compound weir section used in Jan et al.
(2006). (Reprinted from Jan et al. 2006, © ASCE.)

of the geometry was low in terms of weir crest level change, so no
corrections were needed for cases RR1 to RR3, and only minor
corrections (C; = 0.89) were required for cases RR4 to RR6.
The corrected model’s predictions were accurate, with a maximum
deviation of 5% from the measurements.

In cases RR7 to RR12, there was no end contraction, and the
weir crest had only one lowered portion at the center, accounting
for 40% of the weir length. This increased the nonuniformity of the
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Table 2. Test conditions of Jan et al. (2006)

by b, by P
Run number (cm) (cm) (cm) (cm) 0 (L/s)
RR1 to RR3 25 20 39.5 8 14.63, 16.33, 19.20
RR4 to RR6 50 20 14.5 8 14.63, 16.33, 19.20
RR7 to RR12 40 20 0 11 14.75, 24.65, 36.60,

47.30, 57.70, 75.30

Note: Dimensions refer to Fig. 16.

geometry. In the model application, the corrections were used,;
i.e., C; values were smaller than 0.9 because of the variety in the
flow rates over the weir portions. The model accurately predicted
the data for the lowest flow rate, while the uncorrected model over-
estimated it. However, as the tested flow rate increased, the model
began to underestimate the flow, with deviations from measure-
ments growing alongside the flow rate. Conversely, the uncorrected
model’s results started to align more closely with the data at higher
flow rates. In this set, high flow rates led to significant flow depths
due to small flume width. The flow depths over the top of the weir
ranged from 1.1 cm to 8.8 cm, increasing with the flow rate. In the
present study, we did not test such high flows over nonuniform
geometries. As the flow depth over the weir increases, the effect of
weir geometry on the flow gets smaller, reducing the effect of
lateral flow at high flows. Given the smaller flume width used in
that study, the effect was more pronounced. This effect is also
observed at Fig. 13 when testing the model performance by using
CFD simulations. As the flow rate, and thus the flow depth over the
welr, increased, the corrected model started to deviate from the
reference values and the uncorrected model results started to align
more closely with them. Consequently, the variation in flow rates
over each portion of the weir is expected to decrease as they
become more uniform. However, the drop in variance was insuffi-
cient due to the relatively high level difference (10 cm) between the
lowered and remaining portions of the weir crests, which developed
a considerable difference between the flow rates among the weir
portions. The 1D model’s estimated C; values, based on the vari-
ance of the flow depths between the weir portions, were 0.755 and
0.734 at the smallest and highest tested discharges, respectively.
The results suggest the need to define a new limiting value for
the 1D model, considering the flow depth over the highest elevation
of the weir.

[ 0 Janetal.-1 (with correction)
O Jan etal.-2 (with correction)
+  C13-CFD (with correction)
X C14-CFD (with correction)
Jan et al.-1 (without correction) o
0.05L Jan et al.-2 (without correction)
C13-CFD (without correction)
C14-CFD (without correction)
— Perfect Fit

3
QlDJnode/ (m /S)
=]
o
=
T

0 O.E)l 0.:)2 0.2)3 0.‘04 04235 0.2)6 0.:)7 04‘08
Qle/erence (mg/s)

Fig. 17. Comparison of flow rates between the 1D analytical model
and measurements from Jan et al. (2006), as well as the CFD model
results for cases C13 and C14. The x-axis represents measured flow
rates for comparison with Jan et al. (2006) and CFD-simulated results
for the rest. Black markers represent corrected model results, while
gray markers indicate uncorrected model results.
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The Effect of Buttresses on the Flow Rate Capacity
of the Weirs

The compound weir used in the study of Jan et al. (2006) did not
have any buttresses, which differs from the geometries used in the
present study. Although the model successfully predicted the mea-
sured flow rates at low flow depths, its ability could not be tested
using a variety of weir configurations without buttresses. To
demonstrate the effect of buttresses on the flow, a limited numerical
assessment was conducted. Two new weir geometries, configura-
tions C13 and C14, were designed to closely resemble those used
by Jan et al. (2006), as shown in Fig. 14. The geometry included a
long crest and a lowered small notch, as applied in Jan et al. (2006).
The flume width was kept the same, making the weir crest length of
C14 8% longer than that of C13.

Both CFD simulations were performed using an inflow discharge
of 20 L/s. This relatively small discharge was selected to remain
within the domain capacity of previous cases and use the same
developed mesh. The inflow discharge was introduced as the inlet
boundary condition for the CFD models. Then, the upstream flow
depths were estimated from their results. These flow depths were
used as the inputs of the 1D model to predict the flow rates. The
obtained results are compared in Fig. 17. The uncorrected 1D model
results are also shown using lighter symbols.

The corrected and uncorrected model results of C14, which has
no buttresses, align well with the data of Jan et al. (2006). However,
for C13, the corrected model result is closer to the reference value
than the uncorrected one, indicating a need of correction. The CFD
model estimated a higher flow depth for C13 compared to C14 at
the same flow rates, meaning that C13 has less flow rate capacity
than C14 for the same upstream flow depths. This indicates that the
weir geometries with and without buttresses would not behave the
same under the same inflowing discharges.

The lateral flow estimated for C14 was substantially larger than
for C13, as the buttresses in C13 partially blocked the lateral flow.
The estimated Q] magnitudes from the CFD analysis were 0.2229
for C14 and 0.1295 for C13. For C13, the estimated Q] value was
slightly lower than the one calculated using Eq. (11), while for C14,
it was considerably higher. Therefore, to apply the outcomes of this
study to weirs without buttresses, Eq. (11) should be recalibrated.

Conclusion

The flow over sharp-crested rectangular compound weirs was
analyzed under free-flow conditions to establish a reliable 1D
approach for flow rate calculations. Eight weir configurations were
examined in the physical experiments, covering a range of geom-
etries from uniform to nonuniform and asymmetric. At the same
flow rate, the highest upstream flow depths were observed at the
configuration with the largest weir area (C3) and at the one with the
highest nonuniformity in geometry (C8). The well-known Kindsvater
and Carter approach was used as the basis for the 1D model to es-
timate flow rates from known upstream flow depths. The correction
parameter of this method for weir crest width, K,, was calibrated to
account for the addition of buttresses and should be tested again
under different conditions. The Kindsvater and Carter approach
includes a reduction in the flow rate due to the horizontal contraction
of the flume at the weir section. However, some compound weirs
experience horizontal flow contraction due to the uneven heights of
neighboring weir notches, which does not require an end contrac-
tion to develop. The Kindsvater and Carter approach fails to quan-
tify this effect on flow rate accurately. In this study, we incorporated
the flow rate reducing effect of this type of flow contraction into the
1D model. The uncorrected 1D model predicted flow rates with
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high accuracy for uniform to slightly nonuniform weir geometries.
To develop a correction method for significantly nonuniform weirs
that cause substantial horizontal flow contraction, CFD analysis
results were used. The horizontal flow contraction due to nonuni-
form weir geometries was quantified using lateral velocities over
the weir, which were then related to the standard deviation of the
flow rates over each weir notch. A new weir discharge coefficient
correction (Cp) for nonuniform weir geometries was defined.
This correction can be obtained using the 1D model results without
running the CFD model. The corrected model provided acceptable
predictions, with a maximum deviation of 9.7% and a mean
deviation of 2.45% in flow rate predictions across all 48 cases
tested. For the empty gates of one tested configuration, a constant
weir coefficient, C; = 0.66, was used. This value was found accept-
able within the tested flow rate range in the physical experiments.
To check the robustness of the approach, CFD simulations were
conducted up to more than 4 times the maximum flow rate tested
in the physical experiments. Though the overall results were accept-
able, the selected empty weir C,; value seems to need an increase for
the highest discharge values. This adjustment is necessary because
the rising flow depth over the weir reduces the relative effect of
the weir on resistance compared to low flow depth cases. The per-
formance of the proposed model was tested using three additional
highly nonuniform configurations. The model performed well,
predicting the discharge capacities at the 15 associated cases within
a 10% error range.

Additionally, the model’s performance was evaluated using
another study’s experimental results, which involved symmetrical
sections without buttresses among the notches. For these geometries,
the model accurately predicted the weir discharge capacity at low
flow rates but underestimated it as the flow rate and thus flow depth
over the crest increased. Consequently, the model’s application range
was limited to low flows over the weir. However, a limiting factor
could not be defined with the lack of validation tests. To demonstrate
the effect of buttresses on flow, two more CFD simulations were
conducted. The distinct behavior of these two conditions in terms
of lateral flow development was observed. Therefore, a new relation,
similar to Eq. (11), is essential for accurately representing compound
weirs without buttresses.
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