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Abstract 
A plethora of toolkits, checklists, and workshops have been de-
veloped to bridge the well-documented gap between AI ethics 
principles and practice. Yet little is known about effects of such 
interventions on practitioners. We conducted an ethnographic in-
vestigation in a major European city organization that developed 
and works to integrate an ethics toolkit into city operations. We 
find that the integration of ethics tools by technical teams desta-
bilises their boundaries, roles, and mandates around responsibilities 
and decisions. This lead to emotional discomfort and feelings of 
vulnerability, which neither toolkit designers nor the organization 
had accounted for. We leverage the concept of moral stress to argue 
that this affective experience is a core challenge to the successful 
integration of ethics tools in technical practice. Even in this best 
case scenario, organisational structures were not able to deal with 
moral stress that resulted from attempts to implement responsible 
technology development practices. 

CCS Concepts 
• Social and professional topics → Codes of ethics; • Human-
centered computing → Empirical studies in HCI. 
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1 Introduction 
Debates about ethics in computing are decidedly not new, but the 
proliferation of complex data-driven systems has resulted in an 
explosion of scholarly work and regulatory efforts. Research has 
circled around defining high-level ethical principles [29, 31], shift-
ing between a focus on ethics and a discussion of values [33] and 
developing a range of guidelines [20, 42, 48] and codes [7]. These 
efforts fostered development of principles-based checklists [98], 
toolkits [64], workshops [6, 82, 86], and a variety of materials de-
signed to support reflection in technology design and development 
[21, 39, 40]. The multitude of publications and materials mainly 
highlight that so far, there is little consensus on how to reliably 
address ethical challenges posed by rapid technological progress. 

Where such efforts have been studied, the prominent finding has 
been a lack of impact [59, 96] and warnings that principles, while 
important, are difficult to effectively translate into practice [62]. 
Researchers have investigated the difficulties faced by practitioners, 
highlighting a mismatch between expectations of operationalised 
ethics and the messy reality of everyday work life [16, 38, 52, 94, 
95]. Yet despite the emerging emphasis on understanding how 
ethics is done in practice [52, 57, 71, 97], little research has been 
able to investigate how integration of ethics toolkits and other 
interventions may impact technological development practices long 
term. 

In this study we ask how do practitioners experience the im-
plementation of an ethics toolkit in an everyday organisational 
context? We conducted an ethnographic study with a technical 
team in a major European city. This complex public services orga-
nization has already developed its own internal principles-based 
ethics toolkit, integrating it into city operations that focus on the de-
sign, development, and implementation of data driven technologies 
(we will use the term “design of AI systems” to refer to this process 
throughout the paper). Rather than evaluating the toolkit itself, we 
focus on what such an implementation does to the practitioners 
that take it on board. We find that practitioners in our study must 
find ways to cope with uncomfortable feelings, such as anxiety 
and frustration, that arise from identifying and engaging with chal-
lenging moral situations that become more visible as they use the 
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toolkit. We leverage the concept of moral stress [73] from moral 
psychology to analyze this affective experience of ethics in practice 
and to understand the emotional labor that affects the outcomes of 
ethics toolkit implementation in organisations. We identify three 
relational configurations relevant for the affective experience of 
ethics in practice – within team, beyond team, and beyond organi-
zation and showcase how moral stress unfolds differently across 
these. 

The paper makes the following contributions: 
1. We demonstrate how the integration of ethics tools destabilises 

established boundaries, roles, and mandates around responsibilities 
and decisions in an organizational context, introducing greater 
uncertainty about what constitutes the right action. 

2. We introduce the concept of moral stress as an unavoidable 
yet completely overlooked affective cost of ethics interventions for 
practitioners, which can explain why so many efforts towards re-
sponsible technology development fail to reach intended outcomes. 

3. We illustrate the role of organizational structures and the 
importance of well-functioning teams as key determinants for the 
design of effective interventions towards responsible technology 
development 

2 Related Work 

2.1 The Theory-Practice Gap in AI Ethics 
The gap between AI ethics principles and practice is well docu-
mented [29, 62] and there is consensus that crossing this gap is 
a non-trivial problem [65]. For example, in a review of 200 AI 
ethics guidelines and recommendations, Corrêa et al. [20] find that 
prescriptive normative claims are typically presented without con-
siderations for how to achieve them. While there seems to be a 
convergence around which principles are most important, the inter-
pretation and justifications of why and how these principles matter 
diverge widely [48]. Even the ACM code of ethics, while a decidedly 
important document, has little apparent impact on professionals 
in the tech community [59]. In a scoping review of responsible AI 
guidelines, Sadek et al. [75] note that the abstract nature of the 
principles and the lack of clear implementation procedures are im-
portant reasons for why the gap between principles and practice 
persists. 

In parallel to prescriptive principle-based approaches, we see a 
variety of materials targeting ethical concerns in technical practice, 
such as games [2, 6], card-sets [4, 13, 88, 90], toolkits [36, 85, 101], 
and workshops [1, 26, 44, 67] that have been produced both by 
researchers and industry actors to operationalize ethical consid-
erations into development processes. In the following we refer to 
such materials as ethics interventions. Reviews of these interven-
tions consistently show that they tend to fall short of impact in 
the AI industry [15, 42, 99] as they do not account for the environ-
ments in which such tech practices are situated [16, 51, 96, 100]. 
For example, Morley and colleagues [64] demonstrate that almost 
all existing translational tools and methods are either too flexible 
(vulnerable to ethics washing) or too strict (unresponsive to con-
text). The decoupling of policies, practices, and outcomes leads 
to practitioners facing major hurdles when trying to integrate AI 
ethics practices into development processes and organizational 
structures [2]. Interviews with industry leaders in particular report 

that lacking awareness and feasible practices are a challenge [53], 
and that ethics efforts are perceived to be in tension with industry 
structures and values such as technological solutionism and market 
fundamentalism [53, 60]. 

2.2 Ethics as a social and relational practice 
Where principles-based approaches often take their departure in 
philosophical considerations of ethical concerns, studies of ethics 
in practice in technical contexts demonstrate that technical prac-
titioners are already ethically engaged through other means [23, 
25, 45, 86, 95, 97]. Shilton’s [77] notion of value levers for example 
describes how organizational and operational structures in design 
teams and labs influence the way values and ethical deliberations 
are being thematized, normalized, and included or excluded in 
daily routines. Shilton described different infrastructural aspects 
that support and embed discussions about values in the design of 
technology, calling attention to the fact that in a market driven 
design field, the constant pressure of technical innovation makes it 
more difficult for teams to make the time for a slow and deliberate 
value-driven design process. More recently, Lindberg, Karlström 
and Barbutiu [52] report on the persistent organisational barriers 
that make it difficult to create emotional buy in from practitioners 
to invest time and resources on ethics efforts, in particular where 
such efforts take more complex forms to encourage practitioners to 
reflect and engage with ethical implications of their work beyond 
"tick box exercises". 

Such research highlights that ethics in practice is not the same as 
ethics as normative inquiry. The modularized nature of the software 
development workflow, inherent to any AI development, makes it 
difficult to pin down where exactly accountabilities and responsibil-
ities for principles and values are located among the developers and 
other stakeholders [94]. Organisational processes such as project 
planning, resource management, and team hierarchies strongly in-
fluence ethical decision-making dynamics [24]. The central debate 
in tech ethics is therefore not whether or which ethics is desirable, 
but what “ethics” entails, who gets to define it, and what kind of 
impact those questions have in practice [41]. Wong and colleagues 
[99] note that ethics toolkits often lack guidance around how to 
navigate labor, organizational, and institutional power dynamics as 
they relate to technical work. Currently, the gap between principles 
and practice requires a lot of invisible work from technologists to 
navigate hierarchies, market dynamics, and the lack of awareness 
in the rest of the organization, which mostly goes unacknowledged 
[23, 92]. 

Demands and idealistic notions of ethical reflection and action 
then clash with the reality of everyday industry practice, in which 
tech logics and organisational structures stand in stark opposition 
to the necessary resources required for ethical reflection - such as 
uncertainty, criticality, and slowness [81]. Yet little research has 
explored the impact and affective experience of integrating ethics 
tools into environments where such clashes are inevitable. We fol-
low scholars of ethics in practice [27, 71, 72, 79] who argue against 
a too individualized approach to ethics, and consider ethics as a 
relational practice, where responsibility lies between the technical 
expert and the organizational structures within which they operate 
[50]. We also build on research that argues for considering ethics 
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as a situated and lived experience [78], suggesting that the emo-
tional context of ethics is important for bridging the gap between 
principles and practice [28]. Prior research that reports on concrete 
methods, tools, and specific case studies of their usage, such as 
value dams [61], and a variety of similar ethics interventions de-
veloped in HCI, tell us how practitioners deal with concrete trade 
offs and argue that those skills are transferable to future projects. 
They do not report on the longer term shifts in mindset and how 
that makes affected practitioners feel about their work moving for-
ward. We therefore investigate ethical considerations as emotional 
and embodied [83], especially where they challenge existing social 
and political norms in an organisational context, coming into con-
flict with the techno-optimism that often accompanies technology 
development [37]. 

2.3 Emotional response, ethical sensitivity and 
moral stress 

Moral reasoning and ethical decision-making have an emotional 
component that has long been overlooked by responsible AI re-
search efforts. Deep reflection that is required in design is a type 
of emotion work, that can come at the cost of feelings of guilt, 
self-blame, and emotional exhaustion [5]. Exploring ethical con-
siderations in design through a soma design perspective, Garrett 
et al. [35] and Popova et al. [70] demonstrate that connecting eth-
ical sensitivity to emotional experience can provide a generative 
approach to understanding the embodied perspective of ethical 
decision making, but also involves distancing and vulnerability as 
key emotional dimensions [69]. Investigating an applied setting, 
Ma and colleagues report on the self-doubts, insecurities, and suf-
fering faced by designers being limited in their decision-making 
power in addressing unfair business models through design de-
cisions [56]. Engaging with ethical considerations then, can be a 
challenging and vulnerable, emotion-laden process, but so far HCI 
has lacked the language to systematically describe the experience 
and its implications. 

Outside of HCI, the challenges of moral conduct and ethics in 
practice have been well studied from a psychological perspective. 
In fields such as management studies and nursing studies the fact 
that practitioners respond emotionally to moral quandaries and 
ethical dilemmas is established consensus. Studies from these fields 
provide us with defined vocabulary to identify internal processes 
around moral decision-making in practice. Jordan [49] for example 
defines the trait of having developed a situated attentiveness for 
the moral relevance of decisions and actions, in particular in con-
nection to specific values, as moral awareness. Based on a review of 
108 studies of from fields such as medicine and accounting, Boyd 
and Shilton [10] review the concept of ethical sensitivity for its rel-
evance for technical practice. They conceptualise it as a three step 
process comprised of recognition (noticing an ethical problem, due 
to moral awareness), particularisation (understanding the situation 
that creates it) and judgment (being able to decide what to do about 
it). 

Moral awareness and ethical sensitivity describe important parts 
of moral reasoning that precede morally motivated action and pro-
vide vocabulary to analyse the conduct and experiences of prac-
titioners grappling with ethical challenges. An increase in ethical 

sensitivity and moral awareness is a common goal for practical 
ethics interventions in tech [9]. The assumption is that expanding 
the worldview of developers and designers will lead to engagement 
in deeper ethical reflection, which can result in increased ethical 
sensitivity, in turn leading to morally sound development efforts 
and responsible technology design [91]. 

However, increased ethical sensitivity and moral awareness can 
also have negative consequences [93]. An increase of self-reflective 
behaviour can make people more self-conscious and uncertain 
about their own actions, and a higher moral awareness is linked 
to higher levels of stress when roles and environment do not align 
[3]. Research from nursing studies reports that nurses suffer when 
the constraints of nursing work, such as the lack of time, supervi-
sory reluctance or institutional policy, limit or prevent capacity for 
moral action[19]. In management studies Reynolds and colleagues 
[74] identify suffering as a result of having to make morally rel-
evant decisions, especially when there is a discrepancy between 
individual and organizational goals or views of the right actions. 
The discrepancy can come from having to choose between what 
are seen as right and wrong actions, but it can also occur when 
choosing between two legitimate but contradictory right options 
or two that appear equally wrong [74]. 

These adverse experiences as outcomes of increased ethical sensi-
tivity are summarised by the concept of moral stress [73] (in nursing 
studies termed moral distress [46, 55, 63]). Reynolds and colleagues 
define moral stress as "a psychological state (both cognitive and 
emotional) marked by anxiety and unrest due to an individual’s 
uncertainty about his or her ability to fulfill relevant moral obli-
gations." [74]. This type of stress arises from having to manage a 
mismatch between moral ideals and reality [73, 74]. Emotionally, 
moral stress manifests outwardly through anxiety, frustration, and 
anger [55]. While there is disagreement about the precise condi-
tions that cause moral stress, work load, time pressure, and role 
ambiguity are cited as the most common antecedents [46, 63]. When 
unaddressed, moral stress is reported to lower the quality of pa-
tient care or management decision-making, resulting in avoidance 
of morally relevant situations and even leading people to change 
workplace or occupation [63]. Research suggests a range of or-
ganisational mitigation strategies in order to avoid cognitive and 
emotional burn out [73]. 

Despite the richness of research looking into operationalising 
ethical considerations into technical practice tools, few studies 
have explored the lived experience of such operationalisation efforts. 
While the importance of emotions in ethical decision making is 
starting to be explored in HCI research, no conceptual bridge yet 
exists between operationalised ethics efforts and the affective expe-
riences they trigger, especially where such experiences are negative. 
Ethics toolkits and similar materials to operationalize ethics are 
often expected to function like any other organizational process, 
while the surrounding power structures and required relational 
labor are overlooked [99]. In addition, where ethical sensitivity has 
been researched in the field of technology design, it has been as a 
property of individuals, while technology design typically happens 
in teams and collaborative structures [10]. 

We present insights from an ethnographic study of technology 
development processes that have integrated ethics tools into ev-
eryday practice, paying attention to the embodied, situated, and 
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emotional context of doing ethics with such tools. Leveraging the 
extant research on moral stress, we propose it as a valuable concept 
to provide vocabulary to help interpret our observations of ethi-
cal deliberation beyond acts of reflection, towards understanding 
the lived affective experience of practitioners. We see moral stress 
as an additional dimension contributing to our understanding of 
why well-intended ethics efforts struggle with sustainable adoption 
within industry. 

3 Research Context 
The effects of rapid digitalisation of the public sector launched a 
debate in Europe about the implications and ethical challenges of 
smart data-driven technologies in general and of their impact on 
the public domain in particular [30, 87]. Multiple major European 
cities have responded by developing codes of conduct, principles, 
value sets, and manifestos to inform and guide the future devel-
opment of data driven systems. The London Office of Technology 
and Innovation, a coalition of the GLA, the London Councils and 
the London borough councils, for example, established the London 
Data Ethics Service [66], with in-house experts providing project fa-
cilitation, organisational development, and pan-London policy and 
research. Amsterdam developed the prominent Tada Manifesto [17], 
in collaboration with citizens, businesses, and governmental bodies 
[18]. Barcelona launched the Ethical Digital Standards initiative 
[11], which includes digital service standards, a Technology Code 
of Conduct, a set of methodologies for agile development in line 
with these standards, and the Ethical Digital Standard Manifesto 
[12], which outlines the cities vision of technological sovereignty 
and digital rights for cities. 

Our study emerged out of a rare opportunity to observe the inte-
gration of such ethics tools into technical practice within a complex 
public services organization. We conducted an ethnographic inves-
tigation in collaboration with a European city that has launched 
their own responsible data manifesto and invested major efforts 
over the last five years to align their innovation agenda with this 
manifesto. The municipal organization brought together a team 
to develop their own version of a workshop format and an accom-
panying toolkit for it and to help integrate these tools into city 
operations. To ensure anonymity for our participants, we will re-
fer to the city as the City, and will only describe the framework 
structure to provide context for our observations. In order to give 
the reader context, we will explain how we encountered and under-
stood the ethics toolkit and its components. Rather than evaluating 
the ethics toolkit itself, we focus on the teams reactions to and 
experiences of the process of integrating the toolkit, as well as the 
social, emotional and organisational effects that the adoption of the 
responsible data manifesto had. We will introduce the team1 and 
their roles, before we discuss their experiences with integrating the 
toolkit into their work. 

3.1 The Manifesto and The Toolkit 
In response to a deep concern about the impact of technology on 
the world, the City chose the form of a manifesto to express and 
communicate their principles. More than a code of conduct or a 

1For the sake of a more personal read, we have given the team members names, 
however, all names used in this paper are fictional. 

set of principles, a manifesto calls for collaborative and pro-active 
claiming of responsibility [34]. In addition to providing guidance, 
manifestos are meant to be persuasive, to demand attention, and 
to mobilize [54]. The City Manifesto names the concerns and un-
certainties as “the big questions of the digital revolution”, calls for 
the forming of a community, and assigns responsibility to this com-
munity in order to make the City a moral thought leader and an 
example for how to address these big questions well. The Manifesto 
was developed in a broad collaboration with citizens, businesses, 
and governmental bodies, and provides a list of principles for the re-
sponsible use of data in the development of data driven technologies. 
It is accompanied by a wide variety of materials for distribution, 
such as posters, a website, and other promotional material. It sig-
nals the commitment of the City to addressing the challenges of 
developing smart city technologies responsibly and democratically. 
The City and involved parties consider the Manifesto a successful 
result of a complex, collaborative, and inclusive process. Over the 
last five years, the City has worked on implementing the Manifesto 
into their internal technology development processes, producing 
multiple initiatives to address and fulfil the expressed values. Recog-
nising that the translation of generally formulated principles into 
concrete and practical action demands resources such as time, skill, 
and effort, the City committed to developing the required materials 
and competences internally. 

The work done by the City to follow through on their commit-
ment to the principles of the Manifesto is a positive example of a 
public organisation working to close the gap between theory and 
practice in tech ethics. Over the last five years, through multiple 
initiatives, the City brought together an in-house team of ethics 
experts and designers to create materials and support that enable 
teams to translate the principles of the Manifesto into their work 
practices. One of the outcomes is a Toolkit developed by the team 
of in-house ethics experts and designers, specifically tailored to the 
work structure of the City’s technical teams. The Toolkit consists 
of workshop materials designed to help teams develop a sensitivity 
for how ethical values are connected to their own everyday work 
and is currently slowly being adopted by project teams throughout 
the organisation. 

3.2 The Toolkit workshops 
At the beginning of our fieldwork with the City, we met the group 
involved in the creation and management of the ethics Toolkit. 
Tanya was one of the ethics experts who was deeply involved in 
the development of the Manifesto prior to joining the City. Now, 
she is part of the City as an ethics expert with the mandate to help 
integrate the Manifesto into the City operations through the Toolkit. 
The work of integrating the principles into the City DNA, as Tanya 
frames it, has been a slow but steady process. Tanya’s team has 
created videos and materials for employees to access, but the most 
effective way to become familiar with the Manifesto is to book a 
training workshop with Tanya or one of the expert facilitators. In 
our first in-person meeting at the beginning of the fieldwork, Tanya 
explains the intentions behind the workshop: 

“We worked out methods so that teams, when they get 
the time to think about ethical implications, they can 
do this in a structured manner, that it’s replicable for 
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several teams and projects, so they could kind of use 
the same method [in different projects]. And the results 
are shareable, they begin to help build this body of 
knowledge other people can learn from, that can be 
shared outside the organization [...]. And, especially, 
how to make sure that the theoretical idea of thinking 
about values becomes something that’s workable, and 
something that seems [...] like they enjoy working [with 
it and feel like it] improves their work.” 

The training workshop that Tanya’s team offers is modular. When 
a team books a training workshop with an ethics expert for the first 
time, the first part is a general introduction to considering ethical 
implications when working with data. Tanya explains that she often 
has to start with the basics, as some people have no awareness of 
ethical issues at all within their work. This part is often tailored to 
the specific needs of the teams. After this introduction, the teams 
go through exercises that dive into the ethical implications of their 
specific project. Tanya says she considers it important to separate 
the introduction and the project-related part, because she wants to 
put the teams in charge when working through the project-related 
exercises of the workshop. 

The materials for the project-related exercises include a huge 
poster, that spreads out like a tablecloth, putting the necessary 
conversations visibly on the table. The workshop format consists 
of four steps: 

(1) Find the "North Star" asks the teams to specify what their 
project is about, and for whom. Tanya reports that at this 
step, teams often encounter unexpected results, even when 
they have been working together for a long time already. 

(2) The team goes through questions that guide them through 
the process of connecting the Manifesto values to their project. 

(3) The teams rate themselves on how they are doing on each 
value, and list the risks associated with lower scores in a 
diagram. 

(4) After the teams have the risks of their project listed in the 
diagram, they brainstorm ideas on how to mitigate them, and 
then prioritize mitigation strategies. The teams formulate 
the outcomes of this process as a project brief for themselves. 
The brief is the final part of the big poster, and is designed 
to be cut off, so that the team can hang it up at their desks 
and keep handy for checking again later. 

After the training workshop, the expectation is that the teams 
will run their own smaller version of the workshop for each new 
project and revisit the methods and questions throughout the projects. 
The materials for each of the four steps are always available to the 
teams online so that they can repeat the exercises as desired. Tanya 
recommends that at the end of the training workshop, the teams 
choose a one member to take on the role of the internal Ethics Owner 
[60]. 2 , who is in charge of ensuring the ongoing engagement with 
the principles, either by setting up and facilitating recurring work-
shops themselves or by delegating it to other team members. 

2The team uses a different term to describe this role, however for annonymisation 
purposes we use the term Ethics Owner, defined by [60], as it is similar in meaning. 

4 Data collection and analysis 
We were invited to spend time with technical teams at the innova-
tion department within city operations in the fall of 2023, when the 
manifesto had been around for 5 years, and the developed workshop 
materials had been used for about a year. The first author worked 
with two teams for 5 weeks in person and attended meetings and 
sessions online for a total of three months before and after the in-
person period. The teams we collaborated with work on data driven 
smart city projects that provide services for both civil servants and 
citizens. The teams focused on small scale implementations of tech-
nical ideas, building prototypes, proof of concept applications, and 
"first versions" of smart-city technologies. These are then used by 
decision-makers to discern how ideas could be turned into reality, 
what kind of opportunities and risks that would bring, and what 
kind of technical, architectural and user requirements would be 
necessary to make it work. In this way, both teams provide re-
search, ideation, and prototyping, as well as technical development 
of smaller scale projects. Following the release of ChatGPT, AI has 
received increasing attention within the municipality and technical 
teams working with ML technologies are facing lots of interest from 
other departments. The team under study in particular considered 
themselves responsible for showcasing what digital technologies 
and AI can do for the city. 

The first author leveraged their prior expertise as a designer 
to collaborate with the teams as an embedded researcher on one 
of their exploratory projects - the development of a routeplanner 
for people with mobility impairments, that aims to create person-
alised and targeted routes depending on accessibility needs. The 
tasks during this project included user research with wheelchair 
users, design sketches, development of technical requirements, data 
infrastructure and technical prototypes for route testing. 

This project only provided the background for the first author 
to be integrated into the team. As such, research focused on team 
tasks and operations more generally during the experience of us-
ing ethics tools for several different projects. The first author was 
able to observe how the team members talk about and perceive 
their work and its ethical dimensions, as well as how they integrate 
the practical tasks into their everyday work, negotiate required 
resources and requirements, and schedule, scope and define result-
ing work tasks. This allowed the first author to experience how 
each team defines itself in relation to the rest of the organization, 
how they see their internal and external responsibilities, and their 
team purpose. In addition to mapping the logistical challenges, 
we paid attention to the feelings and emotional layers emerging 
through reports, team communications and actions. The observed 
work projects provide illustrative examples for how the affective 
experience around ethical decision making unfolds. In our analysis, 
we focus on the positive and negative emotions connected to the 
processes, rather than the outcomes of the processes by themselves. 
We therefore focus in this paper on the team that continuously 
worked on integrating the toolkit into their work practices in order 
to demonstrate the challenges for an engaged and invested team of 
practitioners. 

The teams worked on up to 3 projects at the same time, thus 
allowing the first author to observe and learn about the daily oper-
ations across multiple project contexts. In addition to participating 
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in everyday work life as a temporary part of a project team, the 
first author conducted interviews with all team members, attended 
regular team sessions such as stand ups, sprint planning, team retro-
spectives and task refinement sessions, and joined additional team 
sessions scheduled as needed. Interviews and meetings covered 
a broad range of past and ongoing projects in the City. The first 
author also attended joint meetings between the teams and other 
stakeholders, and interviewed other employees of the city, such as 
managers or close collaborators. In total, we conducted 13 formal 
interviews, attended 30 team meetings, and 15 other non-team spe-
cific meeting sessions. Interviews were recorded, and meetings were 
documented through extensive note taking. Throughout the stay, a 
diary was kept for daily note taking and reflections to document 
daily observations. 

The research team maintained a weekly correspondence where 
the first author sent regular ethnographic reports to the rest of 
the team during the fieldwork, engaging in joint discussion and 
reflection over email to facilitate ethnographic theorization [14]. Af-
ter the fieldwork, the interviews were transcribed and open coded 
alongside ethnographic notes, followed by thematic analysis by 
the first author. Emotions and affective experiences crystallized 
as recurring and relevant to the teams experience of ethics inter-
ventions. During the analysis phase, the research team recognized 
signs of moral stress in the data and used it as a sensitizing concept 
to explore the language used to express emotional experiences and 
relational practices. We then synthesized the findings into their 
presented format. Study participants gave comments on early drafts 
of this paper to ensure consistency and correct understanding of 
city operations. 

4.1 The Team 
When the first author began fieldwork, the team under study had 
already run a training workshop with Tanya for the route-planner 
project, and had been familiar with the Manifesto for about 6 
months. As an outcome of the training workshop, the team had 
selected one of their members to take the role of the Ethics Owner to 
guide their engagement with the manifesto going forward. To pro-
vide context for our findings, we first introduce the 5 core members 
of the team: 

• Sarah is an AI researcher and has been with the team for 
5 years. She has taken on the team lead position in the last 
year. 

• Paul is an AI specialist and has joined the team 3 years ago. 
He has always been interested in inclusion and diversity, 
pushing for more accessibility projects. 

• Nadine has been with the team as data scientist for 4 years, 
and has taken on the role as the team Ethics Owner. 

• Eli is a junior data analyst. She was invited to join the team 
a little over a year ago by Sarah, after doing her bachelor 
thesis project at the municipality with some people from the 
team. 

• Johan is the project manager in the team. He has worked 
at the municipality as a freelancer for a few years and has 
joined the team officially about a year ago. 

After the training workshop with Tanya, the team was prepared 
to run their own workshop sessions internally. Nadine has copied 

the templates for the workshop onto a collaborative online canvas. 
For each new project, she copies a new template next to the existing 
ones, so that all of the documentation for previous workshops is in 
one place and visible during future sessions. Before our visit, the 
team had run one more workshop by themselves for an ongoing 
project. During fieldwork, the first author attended one follow up 
workshop for the route-planner project, and two workshops for 
newly started or planned projects. 

5 Findings 
Researchers have argued that for ethics interventions to be success-
ful there must be a combination of tools and practices developed 
with existing work structures and practical requirements in mind 
[57] as well as emotionally invested and open-minded practitioners 
willing to engage and reflect [32, 60]. The City has put a lot of effort 
into creating the requisite tools. As the workshop becomes slowly 
adopted across the organisation, Tanya reports on the experiences 
the participants face: 

“[The Workshops] create a space where people that maybe 
have doubts, somewhere in the back of their minds... it 
helps you bring out some of the uneasiness, maybe some-
thing feels off but doesn’t really have a space, like in 
what meeting are you going to address this lingering 
tiny thing in your mind? And the workshop was really 
designed to give everybody a voice to put that on the 
table. Which can be hard, or tricky. But people do get to 
interesting insights, I think. Quite often you find that 
there’s tensions in the team, that people do have all 
kinds of issues with what they’re doing, they have their 
doubts, and then that all comes up during the session.” 

As Tanya mentions, the workshops give the teams the space to 
surface lingering ethical concerns and to sharpen their moral aware-
ness around the work challenges they face. The training workshops 
offer an introduction to the general ethics initiative across the or-
ganisation, but they are only the kick off for an expected ongoing 
process for the teams. Teams often leave the workshop with more 
questions and open disagreements than they were aware of before. 
In order to settle these, they need to continue to develop their eth-
ical sensitivity, internal vocabulary, and communications around 
the ethical implications of their projects. It is at this point, where 
overwhelmed teams might abandon the process and stop engaging 
with the toolkit moving forward. The team under study however 
was ethically engaged and committed to continue figuring out new 
questions and emerging doubts, as evident from their own efforts 
in repeating the workshops for new projects and their openness 
to our fieldwork engagement. Multiple team members indicated 
that they were interested in hearing an external perspective on 
their efforts, because on some level they felt that perhaps they were 
doing something wrong in their efforts with the Toolkit. During 
the very first week, Paul states: 

“I am really interested in hearing what you think after 
spending time with us! You can tell us what we are 
doing wrong!” . Johan, the project manager, is diligent 
about making sure that we report back to them after 
the visit, so that they can learn from our insights and 
observations, and Sarah concurs: “I mean you saw 
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some of our difficulties we have... It would be great to 
hear what we can improve. I am sure there is so much 
we are not doing great at the moment.” 

The team’s reactions to our visit show that they are committed 
to ensuring that their work results in ethical outcomes (do the right 
thing) and that they use the provided materials well to achieve 
those (do the thing right). Throughout the visit, the team expressed 
eagerness and anxiety, reaching out to an external expert to be 
helped and reassured, to tell them what they are doing wrong. In this 
way, they were giving voice to the moral stress they experienced 
due to the newly developed ethical sensitivity, which expressed 
itself as an underlying frustration and ongoing struggle to find 
guidance and avoid uncertainty [55]. As will become visible in the 
following sections, the conversations where the team reflected upon 
and questioned their work practices are noticeably laced through 
with affective language, making visible the moral stress that ac-
companies moral awareness and is coupled to the ethical tensions 
being discussed through the ethics workshops. These simmering 
emotional responses to the ethics efforts caught our attention. The 
team embraced the questions and ethical implications raised by the 
Toolkit, and did their best to respond to them. Literature suggests 
that moral stress is an important concern when developing eth-
ical sensitivity in organisational contexts, especially where such 
interventions are expected to deliver satisfying results [73]. In the 
following section, we trace the duality of eagerness and insecurity 
the team displayed across their work processes. We identify where 
moral stress comes up in different forms, how it is articulated and 
navigated by the team, and how it affects them beyond the logistical 
demands of navigating trade-offs. 

5.1 Relating ethics across organisational 
structures 

Organisational structures play a big role in how production teams 
perceive their capabilities and power to address ethical implications 
of their work, when they become aware of them [57, 94, 99]. The 
team in our study faced a number of challenges, though partially 
alleviated through the proceduralised nature of the Toolkit, that 
provided space and a vocabulary to express ethical sensitivity in 
regards to their work. This organisational effort gives space for 
other tensions to become visible - tensions and stress that originate 
from relational friction, but are ultimately experienced individually 
[74]. Organisational structures, such as management hierarchies 
and project schedules, are a necessary part of managing technical 
projects. However, they not only structure work processes, they 
also structure how people across and beyond an organisation relate 
to each other - they create relational configurations, within which 
different facets of moral stress unfold. In order to understand an-
tecedents and expressions of moral stress we attend to the relational 
configurations that the team navigates with and through stressful 
emotions. Other researchers [68, 83] have highlighted the impact 
that relational factors play in how designers and engineers react 
and deal with moral pressures. Pillai and colleagues [68] for exam-
ple used the differentiation between micro, meso, and macro layers 
of closeness. We find a similar importance of distance and closeness 
within the relational configurations but ground these in organiza-
tional structure: relations within the team, relations beyond team 

within organization, and engagements with stakeholders beyond 
the organization. 

5.1.1 Within Team: Owning Ethics. The team itself is the first space 
where tech workers explore and potentially confront ethical dilem-
mas of their work. After the initial training workshop the team itself 
provides the closest social frame for negotiation, confrontation, and 
decision making around ethical implications of the projects. As 
Ethics Owner, a large part of that ongoing process is driven by 
Nadine, who schedules and sets up ethics workshops for differ-
ent projects, and takes care of integrating them into the existing 
processes. One example of this work is her task to transfer ideas 
from ethics workshops to the team’s backlog. Nadine aims to create 
explicit ties between the principles the team discuss during the 
workshops and concrete tasks that she can put on the backlog for 
the next team sprint. She considers this the best way to integrate 
the responsibility for ethical implications as shared, “normal” work 
for the entire team that is integrated with other work tasks, rather 
than treating them as special efforts. She does this by re-framing 
the ideas of the workshop as ticket items that are collected in the 
backlog of the team - an ongoing to do list, where the team collects 
outstanding tasks that will be taking into consideration for planning 
the future allocation of time and resources. The team works in three 
week intervals, called sprints, and at the beginning of each sprint, 
the team visits the backlogs and plans which tasks from the backlog 
to pick up in the coming three weeks, who should work on it, and 
what constitutes successful task completion. Nadine explains: 

“the goal is to get the stuff [the ideas from the ethics 
workshop] we want to do on the backlog.[...] And any-
thing of reasonable size that we work on has to be here 
otherwise it will not be considered to be picked up. So 
our only way to get this stuff [she points at the post its 
with ideas from the workshop] done is to get it in here 
[she gestures at the backlog]. Yeah, and the only thing I 
need to think about is.. I need to think a little bit about 
formulation. And I need to think a little bit about like, 
what’s the first step." 

This process of transferring ideas originating in the ethics work-
shops into the ongoing work process is the doing of ethics, where 
Nadine takes the responsibility of turning a discussion into a first 
step that is actionable and feels familiar enough for the team to 
act on it. She sees this as the only way to ensure that implications 
discussed in the workshops get addressed. The Toolkit provides a 
vocabulary and a frame for how to engage and apply ethical sensi-
tivity. As a follow up the team finds touch points between the other 
things that are going on and their insights from workshops. Nadine 
channels a constant stream of translation and integration between 
reflections, insights, and work tasks through her role by turning 
ethical inquiry into more mundane tasks that can survive in the 
standard formats of project management. Without this translation 
work of the ethics owner, the ideas from the workshops only exist 
as good intentions, without a concrete tether to the work reality 
of the team. From a process point of view, this translation work 
should act as a mitigation strategy, in that it transitions ideas with 
moral relevance into technical tasks that can be fulfilled without 
further reflection. In practice however the task of this translation 
work focuses moral stress on one person to make moral decisions 
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for the team, and to provide mitigation for the rest of the team 
members [55]. 

Nadine is able to perform this translation work because she 
has both internalised the ethical commitments of the Manifesto, 
and is an integral part of the team and its culture of collaboration. 
As Tanya comments, the teams are in charge of making the actual 
judgements about which costs they are willing to take on to address 
the implications uncovered in the workshops. To ensure that ideas 
evolve into tasks that are narrow enough to be acted upon, Nadine 
needs to apply her personal judgement to what she considers nec-
essary for a task to be performed in accordance with the ethos of 
the ideas that spawned it. The moral stress emerges exactly at the 
seam between reflection and actions, where toolkits and processes 
are placed to enable the transition [46]. For example, one idea from 
the workshop is to define a second type of user persona, that has 
more complicated accessibility needs, and that challenges the team 
to expand what they consider accessible. While documenting this 
idea as a ticket item in the backlog, she adds "collaboration with a 
designer" to the task description: 

“That is something I took the freedom to add myself. So 
I think in general, it’s just not nice to have either the 
person working with the users or the project leader, not 
included in this kind of large decision. I think it kind of. . . 
it will shape the project quite a bit. I would be worried 
that somebody would forget it so I took the liberty to 
write it down. [...] And now, what I’m considering is if 
I want to include in this ticket also like investigating 
this user persona and find out what is needed or if I 
want to do that separately... I think I want to do it as 
one because otherwise things are just moving so slowly." 

In addition to formulating the first step of turning an idea into 
action, Nadine applies personal judgements to modify and amend 
task formulations to ensure that they deliver on their intention. 
Through these judgements she bridges between the team work 
practices and the intentions of the ethics workshops. In this case 
she is aware that the definition of the task, who is included in it and 
who is not, will have a big impact on how the project turns out, and 
takes individual measures to adjust task instructions accordingly to 
comply with the context within which they will be executed. This 
is a sophisticated interpretation and understanding of the influence 
of relational set up of tasks that she applies, both in regards to the 
construction of the task, how it will be received by the team and how 
it will impact the future of the project. This role of the ethics owner 
is not only an additional work load to her normal tasks, but one 
that is explicitly morally charged. While she is personally invested 
in the quality of her work, and cares about ethical implications a 
lot, Nadine describes the role as stressful: 

“I really don’t like the term Ethics Owner. It feels heavy. 
I am the kind of person when I have responsibility, I 
take it very seriously. So if you call me Ethics Owner, it 
is just too much on my shoulder.” 

The heaviness that Nadine notes is a by-product of what ends up 
being an individualized responsibility for morality [55] that she 
takes on in the role of the Ethics Owner. The ideas build pressure, 
they construct the shoulds that the team feel hanging above their 
heads. 

While Nadine takes on the responsibility of facilitating the trans-
lation from the ethics workshops to the backlog, the team supports 
her efforts and contributes to sharing the responsibilities by be-
ing responsive and inquisitive during follow-up meetings, such as 
sprint reviews and task refinement, where they plan and evaluate 
their project work together. Overall, this strategy seems success-
ful, and others in the team explain that they appreciate the way 
Nadine translates the abstract discussions during the workshops 
into concrete tasks. In some cases the team calls each other out 
when they plan too optimistically with their work time, or are too 
loose in their definition of what defines a task as done. So while 
Nadine carries a deciding role in the constant stream of reflections 
and project planning, the team has also integrated this role into the 
social support network they provide each other, and thus provide 
mitigating structures by dispensing stress through social support 
[46]: 

"I think we actually depend quite a lot on reviewing each 
other’s work. It’s pretty standard for most of the things 
we do, that somebody watches along and we expect 
feedback. And yeah, I actually feel this is going pretty 
well. So I think, just this pointing out that something is 
not completed can be uncomfortable and people don’t 
always like it. But more generally, like the reviewing of 
each other’s work, I think that’s going pretty well and 
it’s kind of well appreciated by my team. [...] And what 
I do enjoy is that there’s a lot of freedom. I think people 
are kind. They think really deeply about subjects. [...] 
there’s also quite a lot of room now to debate on these 
things." Nadine reflects upon the teams interactions. 

In this way, the team applies the same care to the additional 
tasks resulting from the ethics workshops as with any other part 
of the project, and support each other in navigating the emerging 
spaces of uncertainty [79]. The moral stress that arises from the eth-
ical sensitivity that Nadine applies during the translation of ideas 
into tasks is, if not absorbed, to some extent alleviated through an 
emotionally responsive team culture. The stable social relations of 
the team provide an emotional buffer and space for moral stress to 
be addressed and mitigated through shared recognition [46]. Yet 
throughout the fieldwork team members repeatedly expressed frus-
tration that integrating ethics insights continued to be challenging, 
convinced that they must be doing something wrong. 

5.1.2 Beyond team, within organisation: The tech hype and fear of 
missing out. This section describes the relations of the team as an 
entity with a specific identity within the organisation, with respect 
to the internal stakeholders they communicate with. Conflicting 
obligations within an organisational context can often cause stress 
and moral stress in particular emerges when moral obligations are 
in conflict with organisational roles or mandates [74]. The team is 
embedded in the innovation department of the municipality, part 
of a broader organization where they collaborate and communi-
cate with a variety of other teams and stakeholders. The release 
of ChatGPT has led to a steep rise in interest from other sections 
in the department, who are curious about using AI in their work 
processes to make their work easier or more efficient. Nadine de-
scribes the current position of the team in the organization where 
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the municipality is trying to find their direction around the use or 
non-use of AI technologies: 

“One of the challenges I do think is the tech hype, and 
that there is like, oh, there’s this interesting new tech-
nology, we have to do something with it. So people are 
sort of expecting something, but really not clear about 
what they’re expecting. So you’re in some weird mid-
dle ground where you have on one hand really a lot of 
freedom, but at the same time, not that much freedom 
because so many people are watching you.” 

The team is under pressure to deliver on the promises of this ex-
citing new technology, that currently feels like an under-explored 
opportunity for a digitally progressive city. Just as many companies 
follow the streams of innovation-culture hype, the municipality 
lives under the pressure to keep up with the technical developments 
pushed by media. At the same time, the Toolkit workshops add 
additional demands on the team to be conscious and reflexive about 
the motivations and intentions behind their technical work: 

“It seems that even though there’s all this fear monger-
ing, I think when people want to use AI for their work, 
they just want the benefits and they don’t want to think 
about it right,” states Sarah. 

One of the requests is an internal version of ChatGPT for the munic-
ipality, which upper management wants to develop “so we can put 
that out there and make informed expert recommendations”. However 
the team keeps running into confusion about the project’s goals and 
intentions. The question of “who are we doing this for and why are 
we building this?” comes up in multiple conversations, such as the 
ethics workshop, the backlog refinement, and the sprint planning. 
During the ethics workshop for another, similar AI project, the 
question for the motivation to use LLMs comes up again and Paul 
wonders: 

“Why do we do this? Are we now automating something 
that was supposed to be human effort anyway? Or, you 
know - why is this the solution to the problem? [...] Is it 
just because LLM is a convenient hammer that makes 
every problem look like a nail?” 

This expression of friction between the push for innovation-driven 
fast development and considerate, well informed project decisions 
arises from the fact that the workshops add more demands and 
pressure on teams, in the context of a culture that is already charged 
with time pressures to deliver technical innovations at fast speed. 
The willingness of the team to reflect beyond the technical feasibili-
ties of their potential projects and the underlying intentions of their 
tech ideas confronts them with the limitations of their own roles 
and responsibilities. As the technical team, they are the experts that 
the municipality comes to for consultations about feasibility and 
testing, but the introduction of the Manifesto and the Toolkit also 
asks of them to follow their ethical sensitivity to an extent that is 
not mirrored throughout all the layers of the organisation. Organi-
sational structures provide a structured separation of concerns [84], 
to enable clear delineations of responsibilities. However, the Toolkit 
and the training of technical teams in ethical sensitivity result in 
loosening of formal and informal separation of concerns, leading 

to the team being confused and unsure about where to draw the 
line around their responsibilities. 

The City has legal teams that are seen as responsible for ethics-
related decisions especially in the context of compliance with regu-
lation. Yet the workshops teach the technical teams to recognise 
ethical implications that go beyond questions of legal concerns, 
compliance and regulations: 

“The less clear questions are, of course, the more vague 
ethical feelings that you might have about something 
where, you know, you could somehow frame it in a way 
that meets all the official regulations, but still, your gut 
feeling says that it’s not a great idea.” Johan says. 

In these situations, where the municipality is still working on find-
ing direction, the team works to balance their responsibilities as 
civil servants as well as technical experts. This puts the team into 
an unofficial role as gate keepers, with the implied responsibility to 
judge which risks are ethically relevant enough to raise for discus-
sion beyond the team and which are not. As informal gate keepers, 
they feel responsible to consider the ethical consequences of po-
tential projects, without necessarily having the mandate to change 
them – something generally associated with legal teams, who act 
as gatekeepers on legislative grounds: 

“In the end, it’s going to be a sort of political choice that 
a manager at some point needs to sign off on.” Johan 
shares. 

The term "political choice" has a rather specific meaning in a 
municipal context, highlighting tensions between capital P Politics 
(as in political programs developed by parties) and small p politics 
(as in implicit value judgements about who and what to prioritise) 
which civil servants must navigate within formal governance struc-
tures [8]. Capital P "Political Choices" can only be made if there is 
explicit mandate to do so, and such choices get escalated back up 
to the political decision layer. "Political Choices" are by definition 
decisions that civil servants cannot make on their own. Tensions 
arise in differentiating when a dilemma is a managerial (political) 
choice, and when it is a Political Choice. 

While the team is supported through the framing of the tools 
to open conversations amongst each other and with other teams 
and management, the identified way forward is grounded in po-
litical decisions that are often out of the team’s locus of control. 
The tools give the team the capacity and space to reflect on the 
ethical dimensions of their work, but only limited power over the 
consequences of such reflection and mandate to address them [76]. 
The team acknowledge their limits and limitations and generally 
aim to operate within the boundaries of what they can deliver. How-
ever, in contrast to the internal team dynamics, the structures in 
the organisation do not provide the relational resources to navi-
gate these limitations in ways that offer the team assurances about 
their insecurities. The moral stress that results from the dissolving 
boundaries around separation of concerns [84] triggered by the 
workshops has nowhere to go, remaining with the team to deal 
with. 

5.1.3 Beyond organisation: good intentions and the status quo. The 
municipality is part of the broader City governance configuration 
together with citizens, businesses, and other organizations and the 
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team has to grapple with the tensions that arise between their own 
projects and intentions and the outcomes for the citizens they are 
serving. 

The Manifesto postulates high-level principles and values in 
relation to citizens of the City, for example stating that data usage 
should benefit everybody, that models should be transparent for 
everybody to understand, and the like. The Toolkit and workshops 
have taught the team to think beyond the technical aspects of their 
work and consider the broader social and political impacts their 
projects might have. But beyond these reflections, the workshops 
also build pressure to act in accordance with those insights and 
construct strong ideals for the team to live up to, with a long list of 
"shoulds" hanging over them. So while the workshops give the team 
the tools to decide on ways forward, the actual discomfort around 
getting these tasks done often surfaces outside of the workshops, 
in particular when it comes to actions that relate to stakeholders 
outside of the organization. 

For example, the team identified an ethical dilemma in a com-
puter vision project. In an attempt to gather more information 
about the accessibility of the city public infrastructure, the team 
worked on a model to help measure the real width of sidewalks. 
While sidewalks are planned with a certain width by city planners, 
this is later compromised by additions of permanent fixtures such 
as polls, trees or signs, or temporary obstacles such as roadworks, 
wrongly parked vehicles or trash. The project was intended to en-
able support for people with mobility impairments who rely on 
wheelchairs or other mobility assistance mechanisms and require 
a particular width to manoeuvrer. Having developed the model 
however, the team realised that the tool they created also brought 
up a number of questions about surveillance. Aside from estimating 
sidewalk widths, the algorithm could pick up on citizen digressions 
such as mis-parked bikes and misplaced flower pots, which could 
be penalized more efficiently without actually helping wheelchair 
users. While trying to create a system that would provide one group 
with more useful information about the city infrastructure, the team 
realized that they unintentionally created a system that could also 
reinforce a punitive approach in cases irrelevant to their purpose 
(i.e. where large flowerpots do not in fact intervene with accessibil-
ity) or lead to punishment without any resolution (such as creating 
fines for misparked bikes without providing sufficient space for 
both bikes and an accessible sidewalk), something the team was not 
comfortable with supporting. Reflecting on this project in particular, 
Paul worried: 

“We were so well meaning, so well-intentioned, and af-
terwards I thought, oh, should we even do this?” 

Of course, just because an algorithm can be used in such a way 
doesn’t mean it will be. The team put extra effort into ensuring that 
potential for misuse is recognized, so that it could be curbed proac-
tively. However, given that the teams also want to be transparent 
about the models they develop and potentially share algorithms 
with other parties, such worries remain potent. As Sarah explained: 

“We, as a team, have the same responsibility [as all civil 
servants to raise issues and concerns] and maybe even 
a stronger responsibility when it comes to AI”. 

After this project Eli has started to see the infrastructures of the 
city differently. She now notices bikes that are parked blocking the 

sidewalks and other obstacles in the streets that make the overall 
infrastructure less accessible. She has started to make sure that 
she does not park her bike in the way of a potential wheelchair 
path and she moves other bikes when she can, getting frustrated 
when she realizes that the existing infrastructure does not take all 
needs into account similarly. During one ethics workshop for the 
accessible route planner, she discusses with the others how to draw 
the attention of officials to the issues of lacking infrastructure and 
challenges for mobility impaired citizens. The group agrees that to 
match the ideals of the Manifesto, broader changes to infrastructure 
are needed, more than they can do with an app. On the one hand, 
the team feels responsible for providing technical support for a 
more accessible city. Considering the necessary changes beyond 
the production of an app also becomes important for their agenda. 
They therefore decide to keep the topic of infrastructural changes 
in their documentation and add an additional post-it to their idea 
board with the task of sharing data on obstacles with officials to 
advocate for more accessible infrastructure. On the other hand, the 
team needs to be conscious about their own resources in order to 
get something done, even if it is not living up to the full scope of 
the ideal: 

“We don’t have the capacity to immediately develop 
something that works for everybody. I think one thing 
we have to do here is clearly communicate what the 
scope of this pilot is, and make sure that it is also very 
clear for the public that we’ve consciously made this 
choice and are aware of the fact that we are not helping 
everybody.” Sarah states. 

The next day, Nadine reflects on how building an app that sup-
ports people with mobility impairments might even relieve pressure 
off other departments to design the city more inclusively in the 
first place, which would be the opposite of what the team would 
like to achieve: 

“Like, you have discussions and for some things, you 
think okay, yeah, we could be a bit more transparent, 
that’d be cool. But this one was really hitting me in the 
face like, okay, I think we’re doing . . . are we not really 
consolidating the situation instead of changing it?” 

Deep reflections on far reaching consequences often spark more 
questions and frustrations when tech solutions treat symptoms 
rather than causes. In the case of the accessible route planner, any 
fundamental change in infrastructure is far outside of the mandate 
or jurisdiction of the team. The team struggles with the problem 
that the systems they encounter in their projects are built into an 
environment with already established structures that pull towards 
a status quo. This has two consequences for the team: first, these 
structures are not in line with the values in the project and thus 
can easily subvert it; second, the team can only make progress 
from the given starting point, but tends to judge itself from an 
ideal interpretation of values and responsibilities promoted by the 
Toolkit. In attempting to live up to the idealistic values the team 
began to recognize that sometimes tech solutions are just band-
aides to bigger issues. All their efforts to improve the ethical scoring 
of their production process – by making it more inclusive and 
transparent – might not create the end result they would prefer, 
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simply because their potential solutions are tools and not systemic 
changes. 

6 Discussion 
In our study, the overall effort and initiative of the municipality 
can be considered a success - not only did the technical team we 
studied adopted the suggested methods and engaged with them 
continuously, they also used the tools to push for project changes 
in line with ethical considerations. However, the findings also high-
light that a success story of an ethically invested tech teams plays 
out differently from what is expected by toolkit designers, busi-
ness managers, and even technical professionals themselves. The 
team experience of increased ethical sensitivity feels very different 
from what ethics toolkits and workshops might promise, as they 
encounter new vulnerabilities and insecurities. Vulnerability is en-
demic to the process of accepting responsibility for ethical decisions 
[5]. This is not only a matter of distributing mandates within the 
organisational structures and creating appropriate processes, but 
also of accounting for what Popova and colleagues term intense so-
matic experience of discomfort [70]. While recent work by Popova 
and colleagues [69] notes the importance of emotions in engaging 
ethical issues, what they describe maps directly on expressions of 
moral stress and the most typical mitigation strategies of distanc-
ing and abstracting described in the moral stress literature [46, 73]. 
In the following section, we discuss what we see as transferable 
insights from our findings on the emergence of moral stress for 
HCI. 

6.1 Beyond reflection: Engineers are set up to 
fail and expected not to care 

Reflection is often seen as a necessary component of ethics tools 
and methods [24, 32] that can result in important insights [58]. 
Approaches such as VSD and other interventions developed within 
HCI have been successful at broadening perspectives, including 
other voices, and providing productive opportunities to foster the 
development of moral awareness and ethical sensitivity [6, 15, 33, 
61, 89, 96, 98]. What has been lacking is a discussion of the costs 
that these approaches create. As ethics workshops and toolkits 
teach technical teams to reflect and question, they inevitably create 
more questions than answers and thus destabilize previously held 
certainties. Rather than finding clarity, feeling more assured in 
the goodness of their work, and capable of delivering ethically 
sound projects, the team in our study experienced moral stress from 
uncertainty and lack of assurance as they identified and negotiated 
increasingly difficult trade-offs, which manifested as anxiety and 
frustration [55]. Ethics toolkits construct the values they consider 
as ongoing sociopolitical practice [99]. They also construct the 
people using them, in this case technical practitioners. Many ethics 
interventions not only consider technical practitioners as not yet 
ethically engaged, and missing ethical sensitivity in order to build 
technology responsibly, they also consider technical practitioners as 
disembodied, impartial actors, who can work through the expected 
process of reflection, identity work, and required action without 
much emotional reaction to shifts of perspective and awareness of 
positionality and responsibility. Our findings show that rather than 
an indicator of shortcomings or failing work processes, discomforts 

from considering ethical implications are indicators of internalising 
a required level of commitment and emotional investment. In other 
words, when engaging with any effort to train and increase ethical 
sensitivity, moral stress is always part of the deal, and an indication 
of growth rather than a failing [74]. 

The affective experience of moral stress goes counter to the gen-
eral narratives of what tools, pipelines, and work processes are 
expected to do in a technology innovation context, where creative 
friction is welcome as long as it does not impose on productivity 
[81]. While no ethics interventions claim to provide solutions to 
ethical dilemmas, they typically offer guidance or support in mak-
ing decisions, thus implicitly promising to ease the burden and 
improve outcomes [15, 64]. This approach originates from a culture 
of solutionist thinking, where problems are always coupled with 
solutions, even if the problems are inherently unsolvable [22, 80]. 
When it comes to ethics interventions, such coupling creates expec-
tations that dealing with and addressing ethical dilemmas through 
the provided exercises is a skill to be trained, becoming easier with 
time, and resulting in ‘better’ outcomes. 

These expectations fall apart when aspirational values and ide-
alistic resolutions collide with real-life working conditions, and 
the interventions fail to provide unquestionable paths of action. 
Practitioners expected to engage in ethical deliberation during their 
technical work are automatically set up to fail on one front or the 
other, never able to fully reach the idealistic vision portrayed by 
value sets, manifestos or other prescriptive ethics materials. While 
VSD-informed methods such as value dams [61] offer practical and 
actionable approaches for addressing value tensions, such processes 
in themselves do not provide a lens to understand the emotional and 
affective impact their application has on the professionals adopting 
them. This is where we suggest moral stress as a beneficial lens -
in addition to evaluating the ways in which such tools provide ap-
proaches for ethical dilemmas, we argue that, since ideal resolution 
is impossible, we also need to understand and account for the emo-
tional fall-out of this ‘failing’. The moral stress of having to adjust 
personal perception of technical work as ethically productive is 
rarely acknowledged, leading to harsh experiences, such as “being 
hit in the face”, as Paul puts it, with the realization that well-meant 
technical interventions might contribute to consolidating existing 
exclusionary structures. Feelings of vulnerability then are more 
than “an active ethical stance” as Popova and colleagues argue [70]. 
Rather, they are endemic to making ethical considerations explicit 
in technical processes and practices and can manifest as moral 
stress. 

Where moral stress remains unacknowledged and hence unad-
dressed, ethics interventions - no matter how ostensibly effective 
and well designed - will struggle to achieve the hoped for changes. 
To mitigate the costs of emotional labour and moral stress, people 
may distance themselves from the points they should intentionally 
engage, undercutting the original intentions of the interventions 
[98]. According to prior research on moral stress, one common 
mitigation technique is limiting the view of the broader picture 
and narrowing the space of responsibility for the affected work-
ers [46]. This is in direct opposition to ethics interventions, which 
seek to increase ethical reflection and broaden the scope of rele-
vant concern. Recognising the broader picture and the relevance of 
ones own work within it is important to the ideals of responsible 
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computing but this can make it harder to see small wins rather 
than bigger failures. This is evident in the struggles of the team 
around their potential beneficial impact vs. supporting the status 
quo. Yet focusing on small wins can be an effective tactic working 
for broader changes in constraining environments, what Horgan 
and Dourish describe as aspects of tempered radicalism in technical 
practice [43]. This is where ’small p’ politics and moral stress con-
nect. In order to mitigate moral stress and be productive in ’small 
p’ politics, limited views of impact are productive but in tension 
with the general ideal of developing broader moral awareness. This 
leads to the required next step that follows after the implemen-
tation of ethics interventions - from developing moral awareness 
towards managing moral stress as they negotiate the discomfort 
of ambivalence and disjunctures between the moral ideals and the 
constrained realities of technical practice in organizational con-
texts. Integrating such recognition into work practices demands 
emotional labour of the team members individually and collectively, 
in order to accommodate a shifting perception of their roles, tasks, 
and responsibilities. 

Here, the capacity to lean on a community and safe social re-
lations, as productive coping mechanisms for difficult feelings 
stemming from ethical quandaries, becomes crucial [68]. Our find-
ings align with prior research in nursing studies, that states that 
a socially healthy team culture is a non-negotiable pre-requisite 
for teams to productively engage in ethics efforts that continue 
to put them in difficult and uncomfortable situations [46]. Well-
functioning teams are not the domain of HCI, and there is a wealth 
of literature within organisational studies and management studies 
that address this. However, team relations must be a consideration 
when designing ethics interventions, because these inevitably rely 
on a solid relational foundation within teams and organisations, 
where critical and difficult topics are being surfaced. The Toolkit, 
as its creators pointed out to us, is designed to create spaces where 
doubts can be surfaced and openly interrogated. Such ”spaces of 
doubt” are key to the doings of ethics, even as the ethics owner 
on the team works to translate these into ”nodes of certainty” as 
concrete steps on the backlog [79]. The team we observed in our 
study had an extremely supportive and kind culture of openness 
that enabled them to share the emotional costs of uncertainty and 
doubt when engaging with the ethical implications of their work. 
They appreciated this space for reflection but also clearly articu-
lated the increased anxieties and frustrations that resulted in such 
engagements. 

6.2 Responsibilities of organizations: Stress that 
has nowhere to go 

Ethics toolkits are always a moral comment on the existing prac-
tice, putting teams on the spot to make normative decisions and 
take moral stances. As our findings show, the spaces for reflection 
created by the Workshops stand in contrast to a culture that pushes 
for innovation and being ahead of the curve, creating pressure for 
engaged teams to both take the time to question and explore and 
to deliver at the same time. Such pressure ensures that teams ulti-
mately have to fall short on some aspects of their work, accruing 
new types of social and political costs for the teams. The teams 
must navigate increasing logistical and procedural trade-offs, such 

as spending more time and money on a project to accommodate 
additional work or changed features. In case of project course cor-
rections, such costs can be political, in that the team needs to put 
extra effort into negotiating and convincing across layers of hierar-
chy. Project modifications or course corrections are sometimes not 
possible or feasible for design or development teams not involved 
in bigger decision making processes [25, 56]. In these cases, teams 
may need to compromise on their own ethical standards, potentially 
resulting in additional moral stress [74]. 

Part of the challenge is that toolkits localise ethics within tech-
nical teams, towards the bottom of organisational structures. As a 
result, where the team in our study clearly increased their moral 
awareness, this was not happening evenly throughout the orga-
nization. Where ethics practices are anchored in individuals and 
small teams instead of organizations, ethics interventions fall short 
of impact and put the individuals into difficult and draining posi-
tions, when they must navigate the social costs these interventions 
impose [72]. Widder and Nafus [94] discuss these relational fac-
tors as dislocated accountabilities, arguing that the organisational 
infrastructures necessary for technical development locate social 
appropriateness of what can be said, by whom, and with which 
results. In our study, the team was not being wilfully ignored in 
their concerns, yet they encountered the limitations of their roles 
in articulating their anxieties, as organizational structures are not 
built to attend to what Sarah in our study refers to as ”vague gut 
feelings” when trying to estimate costs and utility benefits from 
technical solutions. 

These limitations are inherent to the nature of toolkits - toolkits 
try to make things accessible, with a low threshold for engagement 
[99]. They therefore have to target small circles of impact in order 
to make them actionable and easily adoptable. Expecting toolkits 
to be localised anywhere beyond the individuals and small teams is 
opposite to their purpose. Toolkits can create the motivation and 
necessity for change, but they can not provide guidance for further 
necessary organisational changes that are required for outcomes 
such as moral stress to be absorbed into the relational systems 
of an organisation. Even if reflection work and ethical sensitivity 
can be developed from the bottom up, the management of the 
emotional cost needs to be acknowledged and accounted for from 
the top. Otherwise, when employees are left to deal with moral 
stress on their own without sufficient power to create meaningful 
change, teams run the risk of surrendering to the pressures of moral 
stress, potentially choosing ignorance and resignation as coping 
mechanisms [19, 46]. 

Ethics, in other words, is hard emotional labour and must be 
recognized as such, in order to provide meaningful options for 
stress mitigation. Ironically, engaging in it fully in this kind of labor 
requires recognition that this will add challenge and difficult to 
existing processes [81]. This is in contrast with common business 
practices seeking to avoid additional questions or uncertainties 
that rock the boat both within teams and outside of them [47, 81]. 
It is clear that for ethics interventions to succeed, teams require 
emotional scaffolding in addition to logistical resources and the 
design of interventions must take notice of this requirement. Or-
ganizations must internalize that ethics considerations are tricky 
and projects will become more openly complicated when surfacing 
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ethical tensions. Feminist scholars [27] call for organisational cul-
tures grounded in feminist notions of dynamic response-ability, a 
revaluation of care and maintenance practices and shared respon-
sibilities. Yet even in best case scenarios organisational structures 
can be notoriously difficult to shift. Establishing explicit support 
structures and strategies for self-care, such as de-briefing sessions 
that explicitly give space to raise and share the felt experiences 
and affective impact of ethics work, and giving permission to ad-
mit and voice feelings of inadequacy and vulnerability, are some 
of ways to mitigate and address the emotional labour baked into 
technical work [5]. We hope that being able to identify moral stress 
as a core challenge can contribute to efforts aiming to design in-
terventions that can provide the emotional scaffolding to technical 
teams grappling with ethical implications, and focus organisational 
attention to support the necessary within-team collaboration and 
care practices. 

7 Conclusion 
In this paper, we discuss the affective experience of integrating 
ethics driven interventions in technical work practices. Even when 
toolkits are designed with logistical necessities in mind and tech-
nologists are emotionally invested and motivated to “do the right 
thing”, ethics interventions require emotional labour and produce 
moral stress, in the form of vulnerability, discomfort, and other 
difficult emotions. We argue that a successful and sustainable im-
plementation of ethics initiatives requires accounting for inevitable 
moral stress [74]. Beyond the guidance on how to “do” ethics, teams 
require support in learning how to acknowledge and navigate the 
affective experiences they encounter, and receive reassurance that 
uncomfortable emotions are not necessarily a sign of wrong con-
duct, but an inevitable part of the experience [46]. 

Ethics interventions are often located within technical teams, 
without any expectations of shifts in organizational practice. While 
organizations might be willing to support their technical teams 
by providing extra time and resources for integrating new ethics-
related tools and processes, few recognize the necessity for broader 
organizational change. We show that teams that embrace moral 
awareness and attempt to influence organizational decisions accord-
ingly often encounter barriers in the form of managerial hierarchies 
and internal politics. Such barriers can lead to frustration, disen-
gagement and stunted impact of any intervention that aims to 
develop moral awareness without political reach. Overlooking the 
inevitability of moral stress can explain why ethics materials meet 
little adoption or acceptance [32, 57, 60], especially where teams 
fully embrace the intentions and expectations of ethics initiatives. 
Working through ethical tensions therefore needs to be a full-scale 
organizational commitment, where moral stress is recognized as a 
legitimate part of ethical work through supportive structures. Going 
beyond typical organizational resources such as project manage-
ment and communication structures, organizations must provide 
emotionally supportive scaffolding that acknowledges the extra 
costs of moral awareness and moral stress [19, 73]. 

In closing we want to emphasize that this work is not intended 
as a criticism for the particular organisation we worked with. Our 
feedback and findings about moral stress have been met with en-
thusiasm, where the organisation is willing to do the necessary 

work that is required in building in ethical reflection into technical 
practice. In fact, we believe that we were able to initially identify the 
manifestations of moral stress so clearly precisely because the team 
we collaborated with felt safe in openly voicing their doubts and 
concerns. We see further promising directions for this research in 
deepening the understanding of how ethics initiatives can address 
the socio-political dimensions attached to organizational practices 
and hope to motivate other researchers to follow a path that recog-
nizes practitioners as emotional beings with affective needs when 
grappling with responsibilities, ethical tensions, and uncertain con-
sequences. 
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