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Everybodyisagenius.
But if you judge a fish by its ability to climb a tree,
it will live its whole life believing that it is stupid.

Albert Einstein






Summary

Vibrationenergyharvestingisapromisingsteptowardsamoresustainable society. The
world is getting more and more connected through electronic devices, which all require
electrical energy. A battery can deliver electrical energy; however, such a battery needs
tobereplaced orrecharged;thisiswhereenergyharvestersbecomeinteresting. Energy
harvesters convert energy from ambient sources to electricity; this source can be, for
example, solar or thermal energy but also vibrational energy.

Extensive research has been done in vibrational energy harvesting so far. The sub-
jectofhuman motion energy harvestingisincreasinginterest. An energy harvester for
human motion can be used to power health monitoring devices. However, there is one
significant problem; human motions are dominantly low-frequency with high ampli-
tude motions, while energy harvesters tend to work better on high frequencies. Alimit-
ingfactor for successful experimental research is the equipment. The lack of sufficient
stroke, controlled and low-frequency excitation impede research regarding human mo-
tion. In this research, anew test setup is developed for experimental research. Alinear
air-bearingstageisused toreproduce the human motions with an amplitude up to S00
mm. The air-bearing stage has anincremental encoder to ensure a precision of atleast
20 um. This stage may be used for many different testing situations ranging from vibra-
tion testingtoimpacttesting. The stage can reproduce motions that were impossible to
reproduce with a shaker, for example.

The research is expanded with a nonlinear oscillator to assess its performance on
large amplitude motions. A transducer can be attached to the oscillator to transduce
the vibrational energyinto electrical energy. By using an oscillator, the frequencyis in-
creased, causingahigherenergyoutputatlowfrequencies. Thedynamicsofthenonlin-
earoscillator are numerically calculated. Forwhich anewmethod is proposed to simu-
latethebouncingbehaviorin the springnumerically, called the bounceloss coefficient.
The new method shows better results than the traditional model used to simulate the
bouncing behavior (coefficient of restitution). The numerical model is experimentally
verified on the newly developed testing setup. It was shown that using a new model for
thebouncingbehavior, the dynamicalbehavior ofthe nonlinear oscillator canbe repro-
duced when excited at a large amplitude motion.
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Samenvatting

Eengroothedendaagsprobleemishetgebruikvanenergie. Dewereldraaktsteedsmeer
enmeerverbonden metelkaardoormiddelvanelektronische apparaten welke vaak ge-
voed wordendooreen batterij. Deze batterijkanleegraken en moetdanweer vervangen
of opgeladen worden. Dit is waar een energiewinning door middel van externe bron-
nen interessant worden. Dit kan bijvoorbeeld het winnen van energie door middel van
zonne-energie zijn, maar ook door middel van trillingen.

Er is al veel onderzoek gedaan naar het winnen van energie door middel van tril-
ling. Ondertussenwordtersteeds meeren meeronderzoekgedaannaarhetwinnenvan
energie uit menselijke bewegingen. Wanneer energie uit menselijke bewegingen wordt
gewonnen kan dit bijvoorbeeld gebruikt worden om een apparaatje dat toezicht houdt
op onze gezondheid van stroom te voorzien. Alleen er is een probleem; het winnen van
energie uit trillingen gaat efficiénter op hoge frequenties dan op lage frequenties wat
vaak menselijke bewegingen zijn. Momenteel is er nog een limiterende factor in het
onderzoek naar energiewinning uit menselijke trilling en dat is het tekort aan testopstel-
lingen. Voorveel dynamisch onderzoek wordt gebruikt gemaakt van zogenaamde sha-
kers, shakers hebben geen grote amplitude en zijn lastig aan te sturen op lage frequen-
ties. Daaromwordterinditonderzoek gebruiktgemaaktvaneennieuwe meetopstelling
waarmee grote bewegingen kunnenwordennagebootst. Demeetsopstellingbestaatuit
eenluchtlagerwelkeeenslagkanmakenvan 500 mm, meteennauwkeurigheid vanmi-
nimaal20 pm. Deze nieuwe meetopstellingkan veelverschillende conditiesnabootsen,
van trilling tot schoktesten, metingen die voorheen onmogelijk waren.

Hetonderzoek is uitgebreid met een niet lineaire veer, waarvan het dynamische ge-
drag wordt bepaald wanneer geéxciteerd op grote amplitude bewegingen. Op de veer
kan een module worden gezet die de daadwerkelijke trillingen omzet naar elektrische
energie. Door het gebruik van de niet lineaire veer, kan de grote (langzame) beweging
worden omgezet in een kleinere (snellere) beweging, welke beter om te zetten is naar
elektrische energie. De veer is eerst numeriek gesimuleerd, om het stuiter gedrag van
denietlineaire veer te simuleren is er een nieuwe methode geintroduceerd genaamd de
bounce loss coefficient. Deze methode toont betere resultaten dan de traditioneel va-
kergebruiktemethode. Hetnumerieke modelis experimenteel geverifieerd opde nieuw
gebouwde setup, waarna aangetoondisdathetdynamische gedragdoormiddelvande
methode gesimuleerd kan worden.






Preface

If you asked me when I was young, what I wanted to be when I grow up? Probably a
firefighter. What if you asked my high school mentor? He would probably be surprised
thatIeven graduated high school. Being a more practical person than an academic, it
somewhat even surprises me this thesis is here in front of you.

Engineering fascinates me since I was a young boy. It started at a young age where my
grandpatookmetosteamengine shows. Iwasintrigued byallthe moving partsworking
together. Ifonly one part failed, the machine would stop working, butit never did (well
... at least as far as I could judge).

Atthe time Iwent to high school, my interestin engineering increased. When anything
was broken, the first thing I did was taking it apart, learning how it works, and some-
times even fixing it (or breaking it further). By doing this several times, [ began to see
similarities in the mechanics and started learninghow it works. At this point, [ learned
that engineering could make my life easier. I'd rather be lazy than tired. It started with
asimplesystemturningonthelightsautomatically, which extended toalmostanentire
home automation system.

My affinity with electronics and moving parts turned out to be a winning combination.
Iwas able to combine both my fascination for moving parts with my knowledge of elec-
tronic systems. During this project, my knowledge was extended further, getting a closer
insightintotheworking principles. Iam grateful for the opportunities T had throughout
this project. This thesis might be the closing chapter of my academic career. However,
will never stop learning because life never stops teaching.

Stefan Thomas Molenaar
Delft, January 2021
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Chapter 1

Introduction

Education is what remains after one has forgotten
what one has learned in school.

Albert Einstein

In this chapter, the subject of this thesis is discussed. Starting with a brief introduction to
energy harvesting, whatisit, and why do we want touseit? After that, the subject oflow
motionratiosorlargeamplitudeswillbediscussed. Finally, the structureofthisthesisis
given.






2 1 Introduction

1.1 Relevance and applications

Energy is all around us, sometimes without us even noticing. Energy can be in the form
oflight, sound, vibrations, or electricity. Only the last source is well known and widely
used. The electrical grid provides almost every household with electrical energy. En-
ergyisgenerated onalargescale by power plants,dams, nuclear plants, solar panels, or
windmills. Allthese energy sources have one thingin common; they turn analternative
energy source into electrical energy. However, not everything can be connected to the
electrical grid; this can be, for example, remote places, but this can also be devices that

you do not want to be wired (for example, a mobile device). Therefore we make use of
batteries.

Batteries are small energy storing devices, which can be divided into two main cate-
gories: rechargeable and single-use cells. Wearables and smart devices often use recharge-
ablebatteries. Lowenergyconsumptiondevicesoftenusesingle-usebatteries sincethey
arecheaperthanrechargeable ones. Changingaremote batteryisratherannoying, but
replacingabattery can alsobe costlyoreven dangerous. Replacingabatteryinaremote
placewould require aworker to go there and switch the cell. While the battery only costs
a small amount of money, the entire operations cost a lot more. Sometimes it is even
cheapertoswap thedevice asawhole (including the battery) instead of only the battery.

Itis sometimes even more expensive for medical applications to replace a battery,
take, forexample, apacemaker. Pacemakershaveasingle-usebattery, whichneedsre-
placementafteraround 7-10years. Replacingthe batteryis a dangerous and costly op-
eration. Thus arises the question, is it possible to generate electrical energy using the
ambient energy sources from human motions.

The human body transduces lots of energy from, for example, food to motion. This
motion can be the swinging of the arm, to walking, to the beating of the heart. The hu-
man motions with the highest amount of energy are often the large motion amplitude;
thus, the walking, swinging of the arm, and other large motions. If there is a way to
convert these motions into electrical energy, the energy could be used for medical ap-
plications (sensors, pacemakers) and wearable devices. Such an energy harvester would
remove the need ever to change the battery of a pacemaker.

This research’s primary focus is to investigate the dynamics of energy harvesters when
excited atlargemotions. One possible solution forharvestingenergyfromlargemotions
isbyusinganonlinearoscillator. Such anonlinear oscillator has two stable states. Due
to the snapping between the two stable states, more energy can be generated. First, a
briefintroduction to the design process of an energy harvester will be given.

1.2 Turning vibrations into energy

When turning vibrations into energy, it is essential to analyze the system and generate
designrequirements. One crucialdesign parameteris thedimension ofthe energy har-
vester. It is way easier to design an energy harvester with a large volume instead of a
small volume. Blad et al. [6] described a relation between the dimension of the energy
harvester and the amplitude of the displacement signal; this will be discussed more in-
depth in section 1.3.

The dimension of the energy harvester is also crucial in picking a transducer. The
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transducer converts the kinetic energy into electrical energy, which will be discussed
next.

1.2.1 Transducer

There are two common ways to turn vibrations into electrical energy. The firstand most
well-known wayisusingmagneticinduction. Anelectromotive forceisinduced by vary-
ing the magnetic field (the magnet moving through the coil). This system is widely used
in large scale applications (the most well-known example is a generator) but is rather
hard to use on the MEMS scale.

The second option for a transducer is a piezoelectric element. The working prin-
cipleis called the direct piezoelectric effect, a reversible process (electric energy can be
convertedintomechanicalandviceversa). Byresonatingwith thepiezoelectricelement,
mechanical stress is induced that generates a charge in the piezoceramic layer. The main
advantage of using piezoelectric elementsis the ability to downsize. However, the down-
side of a piezoceramic material is the higher resonating frequency.

The piezoceramictransducerworksbestwhenexcited on higherfrequencies (where
the maximum amount of energy is reached at the transducer’s eigenfrequency). How-
ever,thesefrequenciesareoftenintherangeof 100 Hzand above. Thisresearch focuses
onenergyharvestingforhumanmotion;thehumanmotionoftenhasalargeamplitude;
however, with low frequencies. The beating of the heart, for example, is between 1 and 2
Hz. Walkingisalsoaround the 2 Hzregion (100-130 steps per minute). At this point, the
nonlinear spring comes into play. The nonlinear spring is used as an oscillator for the
large amplitude motions.

1.2.2 Oscillating mechanism

The oscillating mechanism is used as a frequency upconverter; the input frequency is
the frequency of the human motion; the output vibration is the frequency to which the
transduceris excited. A frequencyup-converter has several use cases;itincreases the
frequency atwhich the transducer resonates, and it makes it possible to vibrate longer
atimpacts. Afrequency up-converter is based on multistability. A multistable system
has more than one stable point and tends to have low stiffness, making it easy to snap
between stable points. Whenthesystemisimpacted, thefrequencyup-converterstarts
resonating with the electrical transducer attached to it. One way to induce multistability
is by prestressing a flexure, which causes it to buckle. The simplest form is bistability,
which can bethoughtofasabuckled beam. When thebuckled beam is pushed through
itsunstable point, it will snap towards the other side. The multistable system has com-
plicated dynamics, which makes it hard to find the performance of the system. This
research tries to find the dynamics of such a nonlinear oscillator.

1.3 Low motion ratio

This research’s primary focus is to investigate the dynamics of nonlinear oscillators when
excited to large motions. Blad et al. [6] introduced the term motion ratio as a metric for
quantifying the internal displacement limit relative to the applied displacement. The
motion ratio (see Eq. 1.1) describes the relationship between the driving motion am-
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plitude and the dimension in the driving direction. There are two ways to create a low-
motionratioenergyharvester by decreasingthedrivingmotiondimensionorincreasing
the driving amplitude. This research focuses on increasing the driving amplitude, which
results in low frequencies (around 1 Hz).

L
A= (1.1)

\

Figure 1.1: Imaginary generator with a certain motion ratio, where L; is the dimension in the driving
direction and Y is the amplitude of the driving motion, the mass (indicated in dark grey) is able to move
within Lz.

The first step is to create a numerical model that can simulate a nonlinear oscilla-
tor’s behavior when excited on large-amplitude vibrations. Experimental testing for such
largeamplitudemotions was almostimpossible before. Smallamplitudeoscillatorsare
tested on shakers, which are limited to an amplitude of around 20 mm. Toexperimen-
tally test, a novel test setup is used to test with amplitudes up to 250 mm.

1.4 Thesis outline

Thisresearch focuses on investigating the dynamics of a nonlinear oscillator when ex-
citedtolargeamplitudemotions. Thisinvestigationisdonebyfirstlookingatthenumer-
icalmodelandthegoverningequationsofmotions. Next,asetupisinvestigated, set,and
verified totestforsuchlargeamplitudevibrationsandlastly,thenumericalmodelfound
in the beginningis expanded to simulate the bouncing behavior and verified by testing
anexperimentalmodelinthetestsetup. This thesis’sgoalis formulated as: "Investigate
the dynamics of an oscillator when excited to large-amplitude vibrations.".

The second chapterofthis thesis presents aguide on simulating energy harvesters;
this was part of the literature phase and extended further with optimizations. When
simulating energy harvesters, some significant side-effects begin to play a role that needs
tobe considered. By performing this step, broader knowledge of energy harvesters was
gained.

Thethird chapterdescribesthelinearair-bearingstage, which wasbuilttoverify the
nonlinear oscillators’behavior experimentally. Alot of time and effort wentinto getting
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the stage towork. Ashortchapterwaswrittenlookingintothe working principle and the
stage’s dynamic behavior after that.

The fourth chapter combines the numerical model with experimental testingon the
air bearing stage. Anonlinear oscillator is chosen from which the mechanical behavior
(force-deflection curve) is known. To simulate the dynamical behavior of the oscillator
anewmethod isintroduced to simulate the bouncing behavior; the bounce loss coeffi-
cient. The dynamics and the newly added method are then verified using experimental
data.

Thefifthandfinalchapterconcludestheresearch donethroughoutthismasterthe-
sis. It also discusses the personal process and the personal study goals learned through-
out thisresearch.

The appendices are splitinto twomain subjects; the firstfive appendices are mainly
focused on the air-bearing stage. The following three chapters are mainly focussed on
simulating the nonlinear oscillator. The first appendix (App. A) describes the working
principles of the components used in the stage. Appendix B focuses on the safety fea-
tures used in the stage to ensure a safe working environment. After that, the software
setupin the servodriveris discussed in appendix C. Since there was insufficient docu-
mentationontheair-bearingstage,appendixDisaddedtodescribetheelectricalwiring
usedinthestageandtheadded components. Toconcludethe stage, a how-to-use guide
was added in appendix E. Appendix F describes how the simulation of the two different
load pathsisperformed. Duringthesimulation,dampingbecameacriticalissue;there-
fore,appendix Gwasadded,describingalldifferentdampingkinds. Finally,appendixH)
was added, showing the results when influencing the design parameters of the oscillator.
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Chapter 2

Multistable energy harvester
performance estimation based on
mechanical properties

When you want to know how things really work,
study them when they’re coming apart.

William Gibson

Inthischapter, theliterature studyis shownintheformofapaper. Theliterature study’s
goalwastoinvestigate theeffectsofanonlinear springusedforenergyharvesting. Anu-
merical modelis constructed for adynamical system thatis excited to forced vibration.
Theinfluenceofanonlinearspringandtransducerparametersontheoutputenergyare
found and discussed.
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Multistable energy harvester performance estimation
based on mechanical properties

S.T. Molenaar, T.W.A. Blad and P.G. Steeneken

Abstract

Alot ofresearch is done in nonlinear energy harvesters, requiring a lot of experimental testing to
check whether a design performs well. This research focuses on how well a system can be simu-
lated using only the mechanical properties which are easy tomeasure. The research focuses on 3
side effects; hardening/ softening, damping and electromechanical coupling. The use of a soften-
ing spring is advantageous over a hardening spring since it brings a wider frequency bandwidth
which tends to lower frequencies and has better performance under white noise excitation. The
lackofadampingfactorcauses problemsonestimatingthe performancelookingatthe powerout-
put, however an estimation can be made on the bandwidth of the system. The electromechanical
couplingfactor brings extradamping andisalso crucial to the system, when the dampingfactoris
too low it will not use the full potential of the system. When the coupling factor is too high it will
cause too much dampinglosingits nonlinear properties and increasing the resonance frequency.
It is hard to give an appropriate estimation of the performance of an energy harvester knowing
only the mechanical properties. The lack of damping and electromechanical coupling factor will
bring an uncertainty in the system which causes the user not to know whether the system is in
the linear or nonlinear regime, which affects the power output tremendously. However, a rough

estimation of the bandwidth can be made.
Keywords

Energy Harvesting, nonlinear dynamics, forced vibrations, multistability

2.1 Introduction
Overthelastcouple of years, research interest has gained in energy harvesting devices
[23]. Theuse of energy harvesting devices allows the user to scavenge energy from am-
bient vibration sources. While ambient vibration sources are often low power energy
sources [8], they allow harvesting energy in places where energy might be scarce. This
can be, for example, a sensor to monitor the movement of a bridge [4]; traditional sen-
sors would require a battery to power the sensor; however, since a battery has alimited
lifetime,itneedstobereplaced, whichislabor-intensiveandtherefore an expensive pro-
cess [34]. Real-life vibrations are often low-frequency high-amplitude vibrations, which
are rather hard to harvest [18]; therefore, low frequencies are converted to higher fre-
quenciesusingafrequencyupconvertedwhicharethenconvertedintoelectricalenergy
using a piezo element or magnets and coils. This research focuses on the use of piezo
electric elements due to their efficiency at small scale [38]. Frequency up-conversion
mechanism often consistofnonlinear springs|[13](based on multiple magnets orbuck-
led structures). Tremendous work has been done by researchers on bistable systems [22]
[40][49]butalsoonhigher-order stable systems, for example tristable [32], quadstable
[52] or even up to pentastable systems [51] with the attempt to increase efficiency.
Early research focuses primarily on bistable mechanisms based on magnets, only in
the lastfewyears research interest has gained in mechanical based nonlinear springs
(often buckled beams)[13]. Much researchisdoneincompliantnonlinear springs|[11],
which haspotentialtobeused fornonlinear energy harvesters as well. However, this re-
search focuses purely on the mechanical properties of the spring rather than the dynam-
icalbehavior. Theuseofcompliantsystemsalsobringtheabilitytodownsizethesystem
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significantlymakingitsuitableformicrosystems|[1]. Toestimate the performance ofen-

ergy harvesters, both theoretical and experimental research is performed. Experimental

work requires a lot of testing, time and specialized equipment; it is rather hard to test
a new type of frequency up converter using a different nonlinear spring. It would be

way more time efficient to use dynamical simulations before testing on a prototype. Dy-
namical simulation also brings the ability to adjust different parameters to get a better
understanding of the system. However, there is no clear guideline in theoretically find-

ingthe performance, especiallywhen side effects such as hysteresis and nonlinearities

begintoplayarole. The goal ofthisresearchis thustofind the techniquesused to simu-

late a energy harvester using a frequency up-conversion mechanism based on nonlinear
springs.

Thisresearchsummarizesthetechniquesusedtoestimate the performanceanddy-
namicalbehaviorbased solelyonthemechanicalpropertiesofanonlinearspring. First,
the base model based on a mass-spring-damper model will be elaborated in 2.2, then
three side-effectswillbeinvestigated (hysteresis,dampingand electromechanicalcou-
pling), the resulting behavior due to the side effects will be shown in the results (see
section 2.3), which will be elaborated in the discussion afterward.

2.2 Methods

Todescribethedynamicalsystem,aforced mass-spring-dampermodelisused;thesys-
tem thus consists of amass, springand a damper towhich an external force is applied.
The spring (Fs) is modeled as a force that is displacement dependent (see eq. 2.4), since
itisanonlinear spring, Hooke’slaw does not apply. The mechanical damper (Fs) is given
aslinear damping; therefore, there is a constant damping factor; the effect of damping
willbeelaboratedinsection2.2.2. Thelastforceis the electromechanical coupling (Fen)
,which relates the motion to the output voltage by a piezo element [ 1 6]; this can be seen
as anonlinear damper which is dependent on the output circuit. The system is forced
by an input force (F) or acceleration; in this case, a sinusoidal wave with a constant ac-
celeration is used as an input. A generic model is given in figure 2.1.

S

<« m |je——

S S S S S S S S

Figure 2.1: Schematic model of the system, showing the forces used for the equations of motion.
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Now that the system is simplified into a physical model, the equations of motion of
the system are found [39]. The equations of motion are found below where m is the
mass of the vibrating mechanisms, y is the displacement of the tip, c is the mechani-
cal damping factor, Fs the spring force, 0 the electromechanical coupling coefficient, v
the voltage over the piezoelectric element, Zo the amplitude of the base displacement,
wo the base frequency, C, the equivalent capacitance and R the load resistance of the
attached electricalcircuit. Where:

Fi =cy(t),Fem = Ov(t),F = mZowgocos(wot) (2.1)
my"(t) + cy'(t) + Fs — Ov(t) = mZowPcos(wot) 2.2)
Cpu(t) + v(t)/R + Oy () = 0 2.3)

Throughout this paper, each side effect (hysteresis, damping, and electromechanical
coupling) willbe discussed, the resulting dynamics of each side effect will be discussed
in the results.

2.2.1 Hardening/ softening effect

The hardening/ softening effect is dependent on the type of nonlinear spring. In this
paper, the spring-force is assumed to be a third order polynomial (see equation 2.4).
However, it can be taken as any nonlinear function which can be fitted from a force-
deflection curve. Todiscuss the difference between alinear-, hardening- and softening
spring,theforcedeflectioncurvewillbeshownfirst. Whenlookingatequation?2.4,there
are 2 terms, the linear term (a) and the nonlinear (8) term. When the nonlinear term is

zero (8= 0), itis alinear spring (seefig. 2.2). However, when the nonlinear termis larger
than zero 8 > 0, itbecomes nonlinear with a hardening effect. When the nonlinear term

is smaller than zero 8 < 0, it becomes nonlinear with a softening effect. The harden-
ing/ softening can be best described by the stiffness curve (see figure 2.2b). In the case

of softening the stiffness decreases when moving away from the origin, in the case of
hardening the stiffness increases when moving away from the origin.

Fs = ax+fBx° (2.4)

The hardening and softening effect can be seen in the difference between frequency
up- and down sweep in the displacement amplitude due to nonlinearities [39]; this will
bediscussedin the results. Tocreate a frequency upsweep, the simulation is started at
thelowest base frequency and simulated until a steady-stateis reached. The next sim-
ulation stepis performed using the final state as initial parameters; however, this time,
the base frequency is increased. This process is performed until the final frequency is
reached. The same processis performed forafrequency down sweep; only this time, the
first frequencyis the highest frequency. In the results 3 different plots will be shown for
thenormalized tip displacement (thisresulthasindirectrelation to the outputvoltage).
Theresultwillbe plotted foralinear, ahardeningand a softening spring. Forthenonlin-
ear springs an up and down sweep will be performed which will be plotted in the same
figure. The unstable region (dotted line) is fitted between the 2 final states.
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Figure 2.2: Normalized stiffness and force-deflection curves for different types of imaginary springs (linear,
nonlinear hardening and nonlinear softening)

2.2.2 Damping

One of the most critical factors of dynamically simulating an energy harvester is the
damping factor [12]. The damping factor is a constant parameter that is used to find
a compromise between bandwidth and power output. When a linear system is highly
damped,itwillcauseabroaderbandwidthwithlowerpeaks,whenthesystemisdamped
very little, it will cause a narrow bandwidth with higher energy peaks [10]. The amount
of damping thus has a direct relation to the type of signal; it is important to know the
primary goal of the energy harvester. When the system needs to be very effective in a
small region, low damping might be preferred, however when the system is used for a
wide bandwidth, higher damping be used.

However, damping is bound to material properties and the geometry of the system,
the question arises: what is a fair assumption for damping when the parameter is un-
known and how will this affect the end result? Dynamic simulation is run for several
dampingfactors to see howdamping affects the energy output and the dynamics of the
system.

2.2.3 Electromechanical coupling

An energy harvester has no purpose without its piezoelectric element. The piezoelec-
tricelementconverts vibrations (kinetic energy)into electrical energy. The piezoelectric
elements also adds damping due to the presence of a resistor [46] and stiffness due to
the capacitance; therefore, equation 2.3 isused [39]. As can be seen from the equation,
therearethreerelevant parameters. Thefirstis the electromechanical coupling (6); this
parameter describes how strongthe connection between the system and the piezoelec-
tricelementis. The second parameter is the equivalent capacitance (Cp); this is caused
by the piezoelectricitselfand the output circuit which is attached and adds stiffness to
the system. The last parameter is the electrical load of the attached circuit (R) which
adds damping to the system. Every energy harvester has an optimal performance at
some electrical resistance. Most often, the electrical resistance is determined by trial
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and error due toits complex dynamical behavior [44]. Therefore, the load isvaried until
an optimal voltage is found. The effect of the electromechanical coupling factor (6) on
the dynamics of the piezoelectric element with constant resistance (R) and equivalent
capacitance (Cp) will be discussed in the results.

2.3 Results

In this section, the resulting effect on the dynamics of each side-effect will be shown.
The impact of the side effect on the performance will be discussed as well. The impact
of each side effect on the overall performance will be discussed to elaborate whether it
is possible to make a good estimation of the overall performance.

2.3.1 Hardening/ softening effect

The effect of 3 different types of springs can be seen in figure 2.3. The value for @ (lin-
ear stiffness) is taken as a constantvalue. The value for 8 (nonlinear stiffness) is tuned
for 3 different cases, O for the linear case and a constant negative and positive value for
thenonlinearcase.Itcanclearlybeseenthatthedisplacement (and thus poweroutput)
ofthelinear springis the highest, however it has quite a narrow bandwidth. The band-
widths of the nonlinear springs are slightly wider. In the softening case, the nonlinear
spring tends to the lower frequency range, which is an advantage since these are more
commonly found in real world applications. The bandwidth of the nonlinear springs
can potentially be evenlarger; however, thereis always someuncertainty due to the nu-
merical simulation. The type of spring is thus related to the desired bandwidth, in this
research a softening spring is used since it tends to lower frequencies. Nguyen et al.
[31] also showed that softening type springs perform better under white noise excita-
tion, sincevibrations arealmostnever perfect sinusoidalwaves, thiscan beveryadvan-
tageous.

2.3.2 Damping

Theeffectofthedampingfactorcanbeseeninfigure2.4. Asofteningspringis simulated
fordifferentdampingfactors. Ascanbeseenfromthefigure, thesystembehaveslinearly
until the critical damping factor is reached. When the spring reaches the nonlinear state,
thepoweroutputincreaseswhenthedampingfactorisdecreased,formingavastunsta-
ble region. By simulating an up- and down sweep, a clear area can be observed where
the system can be in two states; this is called the unstable region. The unstable region
canbeused tocreate high power outputs since thereisalargedisplacementwith zeroto
none force (it is unstable).

It can clearly be seen that the damping factor has a large impact on the dynamical
behavior of the system. However, it gives a good approximation of the bandwidth of the
system (a fair estimation can be made). The tip displacement (and thus also power out-
put) is harder to estimate not knowing the damping factor since there is no way to tell
whether the critical damping is reached and the system is thus in it’s unstable region.
The damping factor should be measured before giving a fair approximation of the per-
formance of the system.
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Figure 2.3: Normalized displacement for 3 different types of springs (linear, nonlinear hardening and
nonlinear softening) for different base frequencies, damping and linear stiffness term are kept constant
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Figure 2.4: The effect of different damping factors on normalized displacement for a range of base
frequencies. Increasing the damping factor will decrease the peak normalized displacement and the
bandwidth

2.3.3 Electromechanical coupling
As discussed earlier, the electromechanical coupling adds additional damping to the sys-
tem. The effect of the coupling factor can be seeninfigure 2.5. Thereis an optimal point
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for the coupling factor. When the coupling factor is too low, only little energy is gen-
erated, the system is not used atits full potential. As the coupling factor increases, the
poweroutputincreasessignificantly. However, whentheoptimalisreached, the system
tends to get overdamped (since there is additional damping due to the resistor), it loses
itsnonlinear characteristics. With an increasing coupling factor, comes an increase in
resonance frequency (since there is additional stiffness due to the presence of capac-
itance) and a decrease in power output, this is also noted by [12]. The power outputis
thussusceptibletochangesinthecouplingfactor. Thereforeitishard tomakeanappro-
priate estimate of the performance of the system when not knowing the exact coupling
factor.
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Figure 2.5: Increasing the electromechanical coupling factor will result in a change in power output. When
the coupling factor is too high the system will lose it’s nonlinear properties and increase in resonance
frequencies. When the coupling factor is too low it will not use the system to its full potential.

It was noted by Kamalinejad et al. [25] that the power outputis more dependent on
thedynamics ofthe system, then the dependence ofthe dynamics on the power output.
Therefore additional damping could beadded to the mechanical system, neglecting the
equations of motion for the power output, which would reduce calculation time signifi-
cantly. However, there is no clear guideline in doing so.

2.4 Discussion

Thisresearch has only focussed on theoretical systems and data. Expandingthe scope
ofthe research to experimental data would give a better feeling for the values which are
commonly used. Using experimental data would give the chance to do an estimation of
the performance and see how good the estimation truly is. The values which are used
to create the figures are taken from previous research and do not actually have to hold
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true forreal-life systems. Furthermore, the system could be extended toa higher-order
polynomial, which is more representative for real-life systems.

2.5 Conclusion

When simulating the dynamics ofan energy harvester based onnonlinear springsusing
only themechanical properties, some crucial side-effects begin to play arole. The hard-
ening and softening effect will play a role in both energy output and bandwidth. When
usingalinear spring, thereis anarrow bandwidth and a high energy peak. When using
ahardeningspring, thereis awider bandwidth compared tolinear systems (leaning to-
wards higher frequencies). Using a softening spring will also cause a wider bandwidth
compared tolinear systems; however, leaning towards lower frequencies, previous re-
search showed that these also perform better under white noise excitation. The damp-
ing factor is often critical for a good performance estimation; a rough estimation can
be made on the bandwidth of the system but not so much at the performance. When
thedampingfactorisunknown,itis hard toguess whetherthe system even reachesthe
nonlinear state; the dynamics of the system can, however, be studied. By performing
simulations, anoptimaldampingfactor can be calculated. The power outputofthe sys-
temis primarily dependenton the coupling factor. When the couplingfactoristoohigh,
the system will be overdamped. When the damping factoris too low, the system will not
be used at its full potential. Overall it is hard to make a reasonable estimation of the
performanceofadynamicalsystemknowingonlythemechanical properties, especially
with nonlinear mechanics.

2.6 Further research

The next step is to use experimental data to verify whether it is really true that you can
not make a good approximation of the power output of the system using only mechan-
ical properties. The literature review can also be extended by making a dataset from
previous research data for dynamical properties, to see how much they differ from each
other and whether this will help to make a good estimation of the performance of the
system. Furthermore the model easily be expanded with additional side effects (for ex-
ample hysteresis).
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Chapter 3

A new setup for analysis of
oscillators under large-amplitude
motions

Manufacturing is more than just putting parts together.
It's coming up with ideas, testing principles
and perfecting the engineering, as well as final assembly.

James Dyson

Thenextstepinthisresearchwastoinvestigatelargeamplitudevibrations. Anew piece
of testing equipment was necessary to replicate these large-amplitude vibrations. As dis-
cussedinthischapter, theair-bearingstagewasdelivered; however, itwas notworking.
The first goal was to get the stage working; after that, a brief paper was written to verify
the stage’s working principle. This chapter discusses the dynamics of the stage; when
dynamically testing a prototype.

17
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A new setup for analysis of oscillators under large-
amplitude motions

S.T. Molenaar, T.W.A. Blad and P.G. Steeneken

Abstract

In this research, a new setup is proposed for vibrational analysis based on a linear air-bearing
stage. The stage is capable of speeds up to 5 m/s and accelerations up to 10 g. The dynamics are
measured usinga Polytec Dopplerlaservibrometer. The stage is controlled using a PID controller
utilizing alinear incremental encoder. Alinear oscillator is attached to assess the performance of
the stage. The performance of the stage is verified using three methods. First, the theoretical Root
Mean Square velocities are compared to the measured velocities. The RMSvelocities showa small
difference (1%-5%) due to an overshoot in the system. The RMS velocity measured by the Polytec
Doppler laser vibrometer is almost identical to the RMS velocity measured using the built-in lin-
earincrementalencoder. Next, the signals are processed usingaFast Fourier Transform. The Fast
Fourier Transformofthevelocity ofthelinearoscillator shows clear peaks atthe eigenfrequencies.
A Fast Fourier Transform is also made of the base displacement of the stage when performing a
sinusoidal sweep (with constant peak amplitude). This FFT shows a relatively straight line repre-
senting the system’s constant peak amplitude (as demanded). Lastly, the linear oscillator’s mode
shapesaremeasured and compared tothe numerical calculated modelfoundusingCOMSOL. The
mode shapes can easily be found and are representative; however, there is a small shift in eigen-
frequencies.

Keywords
Energy Harvesting, nonlinear dynamics, forced vibrations, multistability

3.1 Introduction

Overthelastcouple of years, research interest has been gained in energy harvesting or
energy scavenging. One way to harvest energy is by vibrational energy harvesting. A
prototype for a vibrational energy harvester is made based on dynamical analysis and
calculations. This prototypeneedstobetested andverified tocheckwhetherit performs
aswellin practiceasitdoesinthecalculations/simulations. Thereforeatestingsetupis
required.

There are two common ways of vibrational testing; real-life testing and a controlled
environment (usingashaker, forexample). Real-life testingis often used forvibrational
energy harvesters since they perform testing for theintended usecase[17, 19,27]. The
downside of real-life testing is the lack of repeatability and the disability to tweak the
testingconditions. Forexample,itcanbeinterestingtoseeasystem’sperformancewhen
alteringthebaseexcitation; thisishardtodowhenperformingreal-lifetests. Thesecond
and most common way of testing is by using a shaker. Shakers consist of large coil and
magnets, which canvibrate atafrequency range between O Hzand SO00 Hzwith a max-
imumstrokeofaround 45mm. Thedownsidewith shakersistheirlack ofcontrollability
and small displacement [26, 41, 50]. Itis almost impossible to get exactly the desired
accelerations in a time-domain signal. A controller is necessary to achieve a constant
acceleration signalwhen usinga shakeratlowfrequencies (O Hzto 30 Hz). Where shak-
ersonly have adisplacement of several centimeters, the newly proposed test setup can
displace up to 50 cm.
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In this research, a test setup is proposed based on a linear-air bearing stage from
whichthedynamicsaremeasured usingaPolytec Doplerlaservibrometer (seeFig. 3.1).
For verification, a linear oscillator with a low eigenfrequency is attached. The setupis
verified using several experiments that verify the performance of the setup:

1. Thesetupisverified based onthe stage’s RMS velocity compared to the calculated
RMS velocity.

2. Acloserlookis taken into the Fast Fourier Transform of the stage’s velocity and the

linear oscillator attached toit.

3. The mode shapes of the oscillator are determined and verified using experiments.

Inthenextsection, the methods will be discussed. First, a briefdescription ofthe hard-
ware setup will be given. Next, the different techniques will be discussed, used to verify
the stage’sdynamical behavior. The experimentresults willbe shown in theresults sec-
tion, which will be discussed in the following section. The conclusions of the stage will
be drawn after that.

Figure 3.1: Experimental setup with the linear oscillator attached to the stage

3.2 Methods

Thelinear air-bearing stage has a maximum displacement (pk-pk) of 500 mm, a maxi-
mumvelocityof 5m/s,and amaximumacceleration of 5 g. Thelinear air-bearing stage
hasafeedback systemusingalinearincremental encoder (with up to 1 nm resolution).
The signal is interpolated using a sine interpolator. The ironless motors of the stage
are controlled using an AKD servo driver. The servo driver processes the position and
acts as aPID controller. Using the AKD controller, itis possible to use the stage in force
mode, velocity mode, and displacement mode. In this experiment, the setupis used in
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displacement mode to prevent run-away. The input displacement is sent to the servo
driver as an analog signal.

Thestage’sdynamicalbehaviorisverified byattachingalinearoscillator (seefig. 3.2).
Thelinear oscillator has a very low eigenfrequency (around 2Hz), which may influence
the dynamical behavior significantly ifthe stageis notvalid. The dynamical behavior of
themass-springsystemismeasuredusingaPolytecdopplerlaservibrometer. Thelaser
vibrometer measures thelinear oscillators’velocity at several points (a9 x 5 grid shown
in figure 3.3). The linear oscillator consists of a 0. 1mm thick laser-cut plate of spring steel
(E=190GPa). This leaf spring attaches to the base by being clamped between 2 aluminum
blocks. On the other end is a proof mass (16.8 g) made of aluminum, which is clamped
onto the leaf spring. The linear oscillator is depicted in figure 3.2.

Direction of
motion

Figure 3.2: Design of linear low frequency oscillator attached to a solid frame with a natural frequency around
2Hz

Figure 3.3: Grid of scan points used by the Polytec laser doppler vibrometer

As said earlier, three methods will be used to verify the dynamic behavior of the stage.

Each method will be discussed below.
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3.2.1 Root Mean Square velocity

The first method for verifying the stage is by looking at the root mean square velocity
of the stage when the linear oscillator is attached. Different signals are used, two sine
waves with different frequency and amplitude and two square waves with differentam-
plitudes (which have a triangular velocity profile). The testing conditions are tabulated
intable 3.1. Itis important to note that the stage’s input signal is a displacement com-
mand instead of a velocity command. The analytical equations are thus given with a
displacementamplitude (seeEq. 3.1 &3.2). Thefrequenciesareattheeigenfrequencies

ofthelinear oscillator, which influence the dynamics of the system. By using the eigen-

frequencies of the linear oscillator, the stage is tested at the most challenging conditions.

The RMS velocity is analytically calculated for different signals with the formulas
shown below.

A2n
RMS, gin = 220 3.1)
2
RMSv,square = 4Af (3 .2)

The RMS velocity of the stage is measured using two methods. First, the velocity of the
stage is measured using the incremental encoder, which measures the position. This
position is numerically differentiated after which the RMS velocity is calculated. The
second way of measuring the stage’s velocity is by measuring the moving base’s velocity
with the Polytec doppler laser vibrometer. The experiments are performed at least five
times, after which the mean RMS velocity is determined.

3.2.2 Fast Fourier Transform

The second validation method is by looking at the Fast Fourier Transform (FFT) of the
velocities. Twomethodsareused todothis. First, thelinearoscillatordynamicsaremea-
sured using the Polytec (with a 9 x 5 grid) and processed into an FFT. The Fast Fourier
Transform should show peaks (high velocities) at the eigenfrequencies of the oscillator.
These peaks are also used in the next section to find the mode shapes of the oscillator.
Thenextvalidation stepis by measuringthedisplacement ofthe base when performing
a sine sweep from 0 Hz to 20 Hz with a constant displacement peak. The built-in incre-
mental encoder measures the displacement signal. This displacement signal of the stage
isprocessed by performingaFastFourier Transform. Since theinputis aconstantpeak
to peak displacement with different frequencies, the measured FFT should be horizon-
tal,whichmeansthatthepeak-peakdisplacementisthesamefordifferentfrequencies.

3.2.3 Mode shape

The lastverification step is by looking at the mode shapes of the linear oscillator. First,
themodeshapesofthelinearoscillatorarecalculatedusingCOMSOL. Themodeshapes
areshownbelowinfigure3.4. Thefirstmodeshapeislocatedat2.04 Hz, thefirstbending
mode (see Fig. 3.4a). The second mode shapeis the linear oscillators’torsion mode (see
Fig. 3.4b);located at 11.66 Hz. The third mode is located at 33.5 Hz, the bending mode
where the beam itselfis buckled (see Fig. 3.4c). The mode shapes are measured using
the Polytec Doppler laser vibrometer. The velocity of each scan point is measured for
about 8 seconds before moving to the next point. The eigenfrequencies are determined
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(a) 15! modeshapelocatedat2.04 Hz (b) 2294 mode shape located at 11.7 Hz
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(c) 3 mode shape located at 33.5 Hz
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Figure 3.4: Mode shapes as calculated by Comsol

using the FFT of the velocity signal. The Polytec software makes it possible to animate
the mode shapes of the system. Looking at the mode shapes does not directly evalu-
ate the performance of the stage itself. However, it gives a fair estimation of the entire
experimental setup and howwell it can be used for experimental dynamical analysis.

3.3 Results

Several measurements were performed; each result (RMS velocity, FFT, and mode shapes)
is described individually.

3.3.1 Root Mean Squarevelocity

Four different experiments are performed, and the results are shown in table 3.1. The
analytical RMS velocity is measured using the formula given in section 3.2. 1. The third
column shows the measured RMSvelocity oftheincrementalencoder. Thelast column
shows the RMS velocity measured by the Polytec.
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Table 3.1: Root mean square error for different velocity profiles

Signal Analytical Optical Measured

RMS encoder Polytec

RMS RMS

Sine A=0.6mm 47717 mm/s 4.8350 mm/s 4.9047 mm/s
f=1.8Hz
Sine A=1.5mm 71.6415 mm/s 80.1380 mm/s 79.5240 mm/s
f=10.75Hz
Square A=0.3mm | 2.16 mm/s 2.2624 mm/s 2.2750 mm/s
f=1.8Hz
Square A=0.45mm | 3.24 mm/s 3.3392 mm/s 3.3913 mm/s
f=1.8Hz

3.3.2 Fast Fourier Transform

The first FFT is the linear oscillator’s average velocity spectrum when excited to a chirp
signal. The FastFourier Transformofthevelocity signalforachirp signalis shown below
(see Fig. 3.5).
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Figure 3.5: Fast Fourier Transform of velocity signal exciting a chirp signal
Thesecond FastFourier Transformiscalculated from the stage’sdisplacementwhen

performingafrequencysweep. Thetimedisplacementsignalisshowninfigure3.6a,the
corresponding FFT is shown in figure 3.6b.
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(a) Time displacement signal when a frequency sweep from  (b) FastFourier Transform of the displacement of the air
1 to 20 Hz is performed with a constant peak-peak bearing stage exciting a 0 Hz - 20 Hz sine sweep
displacement of 30 mm.

Figure 3.6: Response of a frequency sweep from 1 to 20 Hz with a constant displacement, when a linear
oscillator is attached to the stage.

3.3.3 Mode shape

Thelaststepistocheckthelinearoscillator’smode shapes. Using the Polytec measure-
ment, the mode shapes ofthe systems are determined. The mode shapes are animated
using the Polytec software. The eigenmodes are located at 1.75 Hz, 12.6 Hz, and 30.6
Hz (see Fig. 3.5). An animation of the signals is shown in figure 3.7, measured when
performing a square wave signal.

(a) 1 mode shape f=1.75Hz

() 3" mode shape f = 30.6Hz

Figure 3.7: Mode shapes measured using the laser vibrometer



3.2 Misttisskion 25

3.4 Discussion

Eachoftheresultswillbediscussedindividually, afterwhich somegeneral pointswillbe
discussed.

3.4.1 Root mean squarevelocity
Thereisasmallerror between the analytical and the measured signal. When lookingat
the frequency signal, the error tends to increase when the excitation frequency increases.
When looking into the time domain signal, this error was caused by an overshootin the
system. When the system has a slight overshoot, it will result in a larger RMS velocity.
One should, however, note that the stage is made for lower frequencies. Increasing the
frequency requires a stiffer controller. The controller is currently set to be slightly less
stifftoensurenoisefromtheanaloginputisnotamplified. When the controllerwould be
setstiffer, theerrordecreases;however,audiblenoiseincreases,whichcanbeovercome
by controlling the stage using a digital input instead of analog.

The RMS velocity measured by the Polytecis almostidentical to the measurements
bytheincrementalencoder;thereisonlyasmallerrorbetweenthetwo. Thisaccordance
confirms both the working principle of the incremental encoder and the Polytec.

3.4.2 Fast Fourier Transform

The first Fast Fourier Transform (see Fig. 3.5) represents the oscillator’s velocity. The
FFTshowsthree clear peaks, representingthelinear oscillator’s eigenmodes; these will
be discussed in subsection 3.4.3.

The second FFT (see Fig. 3.6b) shows the displacement of the stage when excited
at a constant peak-peak displacement for different frequencies. As can be seen from
figure 3.6b there is a relatively horizontal line when performing the sweep. Thereis an
overshoot at the beginning and the end of the window. This overshoot can be removed
by performing a longer sweep or using a smaller FFT window. Itis interesting to see no
apparenteffectofthelinearoscillator’sresonanceat2Hzor 12.6 Hz. Thelinearoscillator
has an amplitude that is around 100 times as large as the base amplitude.

3.4.3 Mode shape

When looking at the mode shapes (see Fig. 3.7), a difference can be seen in the mode
shapes’location. The first mode shape was located at 1.75 Hz, where the theoretical
mode shape was located at 2.04 Hz, which is approximately a 15 % error. The second
modeshapewasfoundat 12.6 Hz, where thetheoreticalmode shapewaslocatedat11.7
Hz, an error of approximately 8 %. The third mode shape has an error of approximately
10 %. Despite the frequency error, the measurement’s form and motion accord with the
analytical model (see fig 3.4).

The difference in eigenfrequencies can be due to fabrication errors. The COMSOL
model consisted of two solid blocks of aluminum, while the experimental model had
screws to clamp the blocks together. These screws add extra weight and a disbalance;
one side has slightly more mass than the other. The leaf spring was cut using a me-
chanical plate shear; this caused some stress in the material, causing it to buckle slightly.
These fabrication errors may cause a slight shift in eigenfrequencies; the mode shapes
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themselves were evident.

3.4.4 General remarks

The stage itself is designed for large-amplitude low-frequency vibrations. The testing
performed on the stage had arelatively smallamplitude and arelatively high frequency.
The stage is capable of movements up to S00 mm with a low frequency, which is not
tested in this experiment. However, by testing with such small displacements and high
frequencies, the controller was tested in the most challenging conditions.

3.5 Conclusion

The goal of this research was to introduce and verify a new testing setup for vibration
testing. Thenewtestsetupis testedin 3ways; first, bylookingatthe stage’sRMSvelocity
when performing a motion. There is a small difference between the theoretical RMS ve-
locity and the experimental RMS velocity of the stage. This difference can be eliminated
by tuning the PID controller to be stiffer.

Thesecondwayisbyattachingalinearoscillatorandfindingthe FastFourier Trans-
form of both the oscillator and the stage itself. From the FFT of the linear oscillator, the
eigenfrequencies of the system could easily be found. When looking at the FFT of the
baseofthe stage, there werenoapparenteffects ofthe oscillator’sresonanceonthebase
velocity.

The last method is a more practical method by looking at the mode shapes of the
linear oscillator. By doing this, it can be assessed whether the setup can be used to find
the dynamicalbehavior. There was a smallerrorin the eigenmodes’frequency; this can
be due to fabrication errors in the experimental model.

Thestagewas tested atrelatively high frequencies with lowamplitudes, while thisis
notprimarilytheuse-case. Thesystemwasthereforestress-tested bytestingitathigher
frequencies. The stage held up pretty well, and a good dynamical analysis ofthe system
could bemade.
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Chapter 4

Dynamics of a nonlinear
oscillator excited to large
amplitude excitations

Engineering is the art of modelling materials we do not wholly understand,

into shapes we cannot precisely analyse

so as to withstand forces we cannot properly assess,

in such a way that the public has no reason to suspect the extent of our ignorance.

Dr.A.R.Dykes

The last and most important paper is a combination of theoretical and experimental
work. This paper investigates the dynamics of a nonlinear oscillator when excited to
large amplitude vibrations. The dynamics are first investigated numerically, for which
anew method to simulate the bouncing behavior is introduced (the bounce loss coef-
ficient). After that, the oscillator is verified on the stage, as discussed in the previous
chapter. The nonlinear oscillator is also compared to a linear variant, after which it is
shown that the nonlinear oscillator performs better in the large amplitude regime.

27
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Multistable energy harvester performance estimation
based on mechanical properties

S.T. Molenaar, T'W.A. Blad and P.G. Steeneken

Abstract

This research investigates the dynamics of anonlinear oscillator when excited to large amplitude
motions. The nonlinear oscillator is a flexure clamped in a frame to create a bistable system. The
dynamics are first determined usingnumerical simulation and are then confirmed by experimen-
tal testing. A new method is proposed to simulate the bouncing behavior, called the bounce loss
coefficient, which also takes the dynamics beyond the stable pointinto account. The performance
of the system is based on the maximum total energy of the system during the motion. Numerical
simulations showed an underestimate of the energy output and a higher acceleration needed to
snap in-between states. This may be due to the system’s rotation, which was not accounted forin
the simulations. The excitation acceleration primarily influences the energy output of the nonlin-
ear oscillator. When the excitation amplitude is smaller than the displacement between the two
stable points, the energy output increases significantly. A linear resonator has a smaller band-
width; however, it has a higher energy output for low amplitude application.

Keywords

Energy Harvesting, nonlinear dynamics, forced vibrations, multistability

4.1 Introduction

Researchinterestis gaining more and more in the energy harvesting field to convert vi-
brations into electrical energy [28, 42]. Energy harvesters are used for low-power au-
tonomous systems|[7,43],IoTapplications [24],and medicalapplications|3, 5,33, 37].
They allow for remote monitoring, which improves the safety and reliability of systems
and structures [29]. Vibration energy harvesters capture the vibration energy with an
oscillator. The conversion to electrical energy is done using piezoelectricity, magnetic
induction, orelectrostatics.

There are three main goals in designing an energy harvester; making it as small as
possible, havelarge bandwidth [9, 15, 20, 45], and have alarge energy output [47, 48].
Earlier work on energy harvesters was primarily in the higher frequency range, from 100
Hzandup[53]. However,currentresearch showsthatmostofthedominantfrequencies
found in human motion applications are more often lower frequencies from O to 30 Hz
[28, 36]. Therefore more and more effort goes into making an energy harvester for lower
frequencies. A possible solution for an energy harvester in the ultra-low frequency do-
main (below 1 Hz) is utilizing a bistable element as an oscillator [21]. Utilizing a novel
testingsetup, qualitative experimentalresearch could be performed, whichwasalmost
impossible before.

Blad et al. [6] introduced the term motion ratio as a metric for quantifying the in-
ternaldisplacementlimitrelative tothe applied displacement. The motion ratio (see Eq.
4.1) describes the relationship between the driving motion amplitude and the dimension
inthedrivingdirection. Therearetwowaystocreatealow-motionratioenergyharvester
by decreasing the driving motion dimension or increasing the driving amplitude. This
researchfocusesonincreasingthedrivingamplitude, whichresultsinlowfrequencies.
Duetotheability totestusinglargeamplitudes (upto 500 mm), thefrequencydecreases
to below 1 Hz (using an acceleration of 1 g).
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Figure 4.1: Imaginary generator with a certain motion ratio, where L; is the dimension in the driving
direction and Y0 is the amplitude of the driving motion, the mass (indicated in dark grey) is able to move
freely within Lz .

Anenergyharvestergenerateselectricalenergybasedonitsrelativevelocity [30].Itis
hard orevenimpossible toattach the energy harvestertotherealworld in many human
motion applications. Take, for example, walking; the energy harvester can be attached
to the person walking but not to the ground. Therefore a nonlinear oscillator is needed
with a high relative velocity when excited to a large amplitude vibration. To this non-
linear oscillator, a transducer can be attached. The nonlinear oscillator consists of a
preloadedflexureandaproofmass,whichareattachedinaframe. Experimentaltesting
is a costly process; therefore, numerically calculating the dynamics is preferred. How-
ever, these large-amplitude motions bring new challenges due to the snapping behavior.
A new method is proposed to simulate the damping behavior, the bounce loss coeffi-
cient,whichdescribesthevelocityafterhittingtheoscillator’souterlimits. Theresearch
is done using numerical calculations, after which it is experimentally verified.

Thedifferent methods are discussed in section Methods (Sec. 4.2), startingwith the
bistable mechanism’s mechanics (Sec. 4.2.1) and how the performance is evaluated (Sec.
4.2.2); next comes a linear system for comparison (Sec. 4.2.6) . After that comes the
dynamics of the bistable unit (Sec. 4.2.3) and the experimental verification (Sec. 4.2.5).
Intheresults section (Sec. 4.3), the different results found from the experimental (Sec.
4.3.2), bistable (Sec. 4.3.3), and the linear model (Sec. 4.3.4) will be shown, which will
bediscussed afterward in section Discussion(Sec. 4.4). Somerecommendations will be
givenintherecommendationssection (Sec. 4.4.5),andlastly,conclusionswillbedrawn
in section conclusions (Sec. 4.5).
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4.2 Methods

4.2.1 Bistable mechanics

Aflexureisintroduced tocreateanonlinearoscillator. Duetothenonlinearity in the os-
cillator, there are two stable points. The interwell motion is used to retrieve high veloc-
ities for a broad frequency bandwidth by snapping between the two stable points. The
flexure is made from a 0.2mm sheet of spring steel (1.4310 CrNi steel alloy (AISI 301),
E =185GPa,p = 7.9g/cm3), cutin the form, as shown in figure 4.2a.

Flexure
(a) Flexure when it is not preloaded with the relevant (b) Assembled mechanism consisting of the flexure
parameters. clamped into the frame. The flexure is bistable due to

preloadingandis showninoneofthestable statesin this
figure. A proofmassisattached to the flexure to the decrease
theaccelerationnecessaryfor snapping between the two
stable states.

Figure 4.2: Nonlinear oscillator used in which the flexure depicted in the left picture is clamped.

By clampingtheflexureinacurvedframe, theflexure’souterendisforcedin the cur-
vature and buckled. The inner part of the flexure is also buckled but still free to move.
This way, a nonlinear oscillator is created. A proof mass is attached to the oscillator to
decreasetheaccelerationneededtosnapfromonestabletotheotherstablestate. Asim-
plified view of the flexure is shown in figure 4.3. By preloading the flexure in the frame,
the flexure buckles. The buckled flexure now has two stable states, with an unstable state
inbetween. The bistability ofthe oscillatoris used to snap between the stable statesand
retrieve high velocities. Therelevant parameters for the prototype used are tabulated in
table 4.1.

Figure 4.3: Working principle of the bistable flexure. By clamping the flexure in the frame it becomes
preloaded (buckled). Due to this buckling there are two stable states, with one unstable state in between.
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Table4.1: Relevant design parameters used throughout this paper. The parameters are primarily shown in
figure 2 and 3.

Parameter Symbol Value

Wiio Width outside of flexure 152.04 mm
Wi Width inside of flexure 132.04 mm
Hpo Height outside of flexure 70 mm

Hpi Height inside of flexure 50 mm

Ww Width wide area of flexure 102.463 mm
Hw Height wide area of flexure = 40 mm

Wn Width narrow area of flexure 29.577 mm
Hn Heightnarrowareaofflexure 4 mm

ts Thickness of flexure 0.2 mm
Wm Width of proof mass 25 mm

Dm Depth of proof mass 20 mm

Hm Height of proof mass 40 mm

Mm Weight of proof mass 589¢g

Wy Width outer frame 150 mm
Ws Width inner frame 130 mm
Hso Height outer frame 70 mm

Hsi Height inner frame 50 mm

The force-deflection curve of the system is found using Ansys. The material is as-
sumed to be perfectly elastic with the following properties (E = 190GPa,v = 0.34,p =
7.82g/ cm3). The flexure is preloaded, and a displacement is subsequently imposed in
the specified points to move between the stable equilibria. During this, the reaction
forces arerecorded atregularintervals todetermine the force-deflection behavior. This
force-deflection curveis also used in the numerical model to find the system dynamics
(see Sec. 4.2.3).

The force-deflection curve is verified by measuring the prototype’s force-deflection
curvein adisplacement controlled force-deflection setup (see Fig. 4.4). APIM-505 mo-
tionstagewithaninternalencoderisusedtoapplythedisplacement. AFUTEKLRM200
force sensor measures the force required for applying the displacement to the mecha-
nism. The force sensor is attached to the proof mass using a ball magnet to create a
rolling contact. The rolling contact ensures that the force sensor remains attached in the
unstableregion. ThedataisrecordedusingaNIUSB-6008in 100stepswitharesolution
of 750 um.

4.2.2 Performance evaluation

The nonlinear oscillator dynamics are evaluated from the nonlinear oscillator as de-
scribed above (seeSec.4.2.1). Thedynamicsareinvestigated when the systemisunder-
goingaforced vibration perpendicular to the flexure (out of plane). The system is tested
for the motion path described in Eq. 4.2 for half a period (thus going back and forth).
The motion path describes a motion similar to human motion, for example, walking. A
givesthe peakdisplacementofthe motion, ranging from0.001mto0.35m. Thepeakac-
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Figure 4.4: Experimental setup used for validation of the mechanics. The force sensor is attached to the PI
stage and the flexure using a ball contact.

celeration is amax, which is the peak acceleration when performing the motion, ranging
from 0.01g to 5g. The range for A and amu.x are chosen such that experimental testing
can be performed (see Sec. 4.2.5). Both the energy and motion of the system will be
determined/measured during and after the motion.

x=1—A*cos(wt) (4.2)

Forboththelinear and thenonlinear system, anumerical modelis described and eval-
uated. Only the bistable system is tested experimentally due to its complex dynamics.
The dynamics ofthe experimentwill be compared tothe numerical modelforvalidation
(see Sec. 4.2.5).

Theenergylevels (potentialand kinetic) of both systemsareinvestigated. The poten-
tial energy relates to the oscillator’s energy stored. The kinetic energyis the energy that
alsorelates to the system’s power output. The two energy levels are added up to find the
totalenergy ofthe oscillator. This total energy is also the theoretical maximum amount
of energy that can be transduced by a transducer.

4.2.3 Bistable dynamics

A numerical model is made to determine the dynamics of the system. The equations
of motion are based on the lumped model, where the system is simplified into a mass-
spring-damper model. The mass-spring-damper model is extended with the bounce
loss coefficient, which willbe discussedin section4.2.4. Fjrepresents the force exerted
due to linear damping (F4 = cu). The linear damping coefficient is determined from the
prototype using the logarithmic decrement method (c = 0.0745 Ns/m). The damping
force is calculated using the relative damping between the frame and the proof mass.
The spring force is depicted as Fs, a linear interpolation fitted function from the force-
deflectioncurvefoundinAnsys (seeSec.4.2.1). Theforceisnotonly position-dependent
but also history-dependent. The load path is dependent on the initial condition, thus
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from which stable point the motion starts. When the oscillator snaps from one to an-
other stable state, the other load path is followed. The proof mass’s position is depicted
as x, the position of the driving motion is depicted as Y, and the relative displacement
between the frame and the proof mass is depictedasu (u =x —Y).

mi=-Fs(x-Y)—c(®-Y) (4.3)

Todetermine which load path is being used, an output function determines the po-
sition after each successful iteration step. The output function compares the stable posi-
tion (stored in a global variable) with the current position. When the current position is
beyond the other stable point, thereis a snap through. When such a snap through hap-
pens, theglobalvariableischanged, changingthe system’sload path. Therelative toler-

ance of the ODE solver was decreased to le-5 to prevent errors at the snapping point.

The system’s kinetic energy is based on the relative velocity between the frame and
the proof mass. The force-deflection curve isintegrated, starting from the stable points
todeterminethe system’spotentialenergy.Itisagain essentialtoknowwhenthe system
snapsthrough sincethe otherenergy pathneedstobeused. The same mechanisms, as
discussed above, is therefore used.

4.2.4 Bounce loss coefficient

A new method is proposed to simulate the impact behavior, called the bounce loss co-
efficient (BLC). The bounce loss coefficient is inspired by the coefficient of restitution.
The coefficient of restitution is often used for end-stops [2]. It determines the relation
between the velocity before impact and after impact.

Onemightusethecoefficient ofrestitution foranonlinear system suchasdescribed
aboveinsection4.2.1. Thestiffnessbeyondthestable pointsishigherthanthestiffness
when moving towards the other stable point. However, the coefficient of restitution ne-
glects all the dynamics happening beyond the stable point. One could argue that the
location of the coefficient of restitution should be set further; however, thereis no clear
guideline in what is the correct distance. Therefore the bounce loss coefficient is pro-
posed. Instead ofinverting the velocity right after reaching the stable point (asifit wasa
ball bouncing off the floor), the velocity is multiplied by the BLC when moving through
the stable point towards the other stable point. This way, the dynamics of the system,
when beyond the stable point, are not neglected. One might argue that there is addi-
tional damping since it has a longer motion path; however, the damping is marginal
compared to the effect of the bounce loss coefficient.

The bounce loss coefficient is determined in the same manner as the coefficient of
restitution. The prototype is impacted such that it hits beyond the stable point. The
velocity peak velocity for the impactis determined, and the peak velocity afterimpactis
determined.Intheresults section,acomparisonbetweentheexperimental, coefficient,
and bounce loss coefficient will be shown.

4.2.5 Experimental verification

The numericalmodelofthe systemisverified usingan experimental setup. Alinear air-
bearing stage is used to accomplish large amplitude motions with high precision. The
air-bearing stage has a maximum stroke of 500 mm and has a feedback system using

ﬂ
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an incremental encoder. The incremental encoder has a pitch width of 20 pm, which
isinterpolated up to 5Snm precision. Linear ironless motors power the stage, which are
controlled by a servo driver. The air-bearing stage allows for creating large amplitude
motions. Asdiscussed in Sec. 4.2.1, the prototype is attached to the moving bed of the
stage.

—— Laser sensor
Air-bearing / Nonlinear oscillator |

track

Moving base

Figure 4.5: Experimental setup used for validation, a linear air-bearing guide with a maximum stroke of
500mm. The frame is attached to the moving base as well as the laser sensor. The frame is attached such that
the driving motion is out of the plane of the flexure.

The displacement of the proof mass itself is measured using a Keyence LK-H052 laser
sensor. The Keyence laser sensor is attached to the moving bed of the stage and hasa
measuringrangeof+/- l0mmwithrepeatability of0.025um, preciselywithin theoscil-
lator’s range of motion. A figure of the experimental setup is shown below. The data is
measured usingaNI9215 analoginputmodule attached toa cDAQ-9174 chassis.

Figure 4.6: Close-up of the moving base. The frame in which the flexure is clamped is bolted to the moving
base. The laser sensor is also attached to the moving base and measures the center of the proof mass. The red
dot can be seen from the laser sensor from where it measures.

The incremental encoder feedback is also recorded as a reference signal of the mo-
tion stage. Since there is the possibility of an overshoot in the system, it is crucial to
record and verify the stage’s dynamics. Both the laser sensor and incremental encoder
measure adisplacement. The displacement signal is numerically differentiated to ob-
tain the velocity signal. The stage follows the same motion path as described in section
4.2.2 (see Eq. 4.2).
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4.2.6 Linear comparison
Alinear system is used as a benchmark to compare the performance of the nonlinear
oscillator. The same equations of motion and ODE solver are used as they have been
used for the nonlinear oscillator. However, the spring forceis nowonly taken as alinear
spring force and not history-dependent.
Themostchallengingofusingalinearspringisthespringconstant. Whenthespring
is too soft, it will hit the end-stops, causing fatigue. However, when the spring is too
stiff, it will barely move. Therefore the optimal spring stiffness needs to be chosen for
comparison where the spring is just high enough not to hit the end-stops. In real-life
scenarios, an energy harvester is designed for a specific use case; therefore, it would be
a fair comparison to use an optimized spring stiffness for the use case. However, the
spring won’twork optimal slightly below or above these conditions. In this experiment,

the lowest possible spring stiffness is chosen such that it will never exceed the range of H
motion using the conditions discussed in section 4.2.2.

4.3 Results

First, the prototype’sforce-deflection curveisshownandcomparedtotheforce-deflection
curve found using Ansys. After that, the numerical modelwill be compared with the ex-
perimental model in the time domain to validate the simulations and the bounce loss
coefficient. Next, the performance based on the total energy will be shown. Lastly, the
comparison will be made with the linear model.

4.3.1 Mechanical behavior

The figure below shows the prototype’s measured force-deflection curve using the red
line; the blue line indicates the force-deflection curve found using Ansys. The dashed
lines indicate the force required to snap between the two stable states.

= Numerical
— Experimental

6 -
-0.01 -0.005 0 0.005 0.01
Deflection [m]

Figure 4.7: Comparison of the numerical and experimental force-deflection curve measured using a
displacement controlled force-deflection setup.
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4.3.2 Experimental verification

Figure 4.8 showsthenumericaland experimentaldisplacementofthe proofmass com-
pared to the frame when excited at a displacement of 0.3 m with a peak velocity of 1.95
m/s. Boththemethods are shown; the coefficient of restitution is shown using the blue
line, the bounce loss coefficient is shown using the red line.

Forward Backwq rd
motion motio|

0.01

ik

placement prool mass (u) [m)]

0
2 0.005 —CoR
a —— Experimental
——BLC
-0.01 ‘
1 1.2 1.4 1.6 1.8

Time [s]

Figure 4.8: Time displacement signal of the experimental and numerical model when performing a motion
with a 0.3 m amplitude with a peak velocity of 1.95 m/s. The areas depicted in blue and red are the areas
where the base is moving. The blue area depicts the moving forth and the red area moving back. The blue line
shows the coefficient of restitution method, the black line shows the experimental data, and the red line
shows the bounce loss coefficient.

During experimental testing, torsion modes are noted, the torsion mode interchanges
between displacement and torsion. The torsion modes are not measured since thelaser
sensor measures the center of the proof mass around which it twists (see Fig. 6). Acom-
parison is also made of the numerical energy compared (both coefficient of restitution

and bounce loss coefficient) to the experimental energy. The total energy is shown in
figure 4.9.
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Figure 4.9: Total energy signal of the experimental and numerical model when performing a motion with a
0.3 m amplitude with a peak velocity of 1.95 m/s. The areas depicted in blue and red are the areas where the
base is moving. The blue area depicts the moving forth and the red area moving back. The blue line shows the
coefficient of restitution method, the black line shows the experimental data, and the red line shows the
bounce loss coefficient.

The numerical modelis calculated for different forced motions, ranging from 0.1 m
to0.5minputamplitudeand 0.1 gto5gacceleration. Theresults are shown below, with
the experimental data plotted asred dots. This figure does not showthe influence of the
inputamplitudesince theinfluenceislimited. Theinfluenceoftheinputamplitudecan
be seen in the next section.

0.04
0.035 |
0.03 |
0.025 |
0.02 |
0.015+

0.01F

Maximum total energy [J]

0.005

0 10 20 30 40 50
Acceleration [-m / s"’}

Figure 4.10: Total energy when performing a motion with a peak amplitude of 0.1 m to 0.5 m with an
acceleration ranging from 0.1 g to 5 g. The experimental data is depicted with red dots.
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4.3.3 Bistable performance

The performanceis calculated for adisplacement amplitude ranging from 0.001 mto 1
m (logarithmic) with an acceleration rangingfrom 0.1 gto 5 g. The totalenergyis shown
below. The red dots indicate the experimentally found data.
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Figure 4.11: Total energy when performing a motion with a peak amplitude of 0.001 m to 1 m with an
acceleration ranging from 0.1 g to 5 g. The experimental data is depicted with red dots.

4.3.4 Linear comparison
The bistable system is compared to a linear equivalent. The maximum total energy is
shown for thelinear system in blue and the nonlinear system in red in the figure below.
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Figure 4.12: Energy levels of the nonlinear and the linear system.
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4.4 Discussion

Eachoftheresults,asshowninchapter4.3,willbediscussed below. First, themechani-
calbehaviorofthenonlinearoscillator. After that, the numerical modeland the bounce
loss coefficient will be discussed. Finally, the nonlinear oscillator’s performanceis eval-
uated and compared to the linear equivalent; after that, final recommendations will be
drawn from this research.

4.4.1 Mechanical behavior

Thefirststepistoverifythe prototype’smechanicalbehaviorsincethenumericallyfound
force-deflection curve is used for further calculations. From the experimental force-
deflection curve, it can be seen that the magnet went loose on the left-hand side (be-

tween-0.01 mand-0.002m),causingtheforcetodrop. However, thisdoesnotinfluence

theresults significantly since the peak-force was already overcome.

Theforcenecessarytosnapbetween pointsisindicated with thedashedlines. From
the figure, it can be seen that there is a slight difference of approximately 20 % between
the forces necessary to snap between stable points. This difference in force might be
caused by production imperfections or how the sensor is attached to the prototype.
When the force-sensor is not in line with the prototype, it might cause a difference in
measured force.

The stiffnessin the stable pointfor the numericalmodelis 1550 N/m, while the pro-
totype has ahigher stiffness of 2783 N/ m. This difference might be due to how the force
sensor is pushing the oscillator. When the force sensor is slightly off, it might cause a
higher force resulting in a higher stiffness.

4.4.2 Experimental verification

The first stepis to verify the bounce loss coefficient compared to the coefficient of resti-
tution. The characteristic of the coefficient of restitution is that it will never pass the
end-stopswhich arelocated atthe stable points of the nonlinear oscillator. This behav-
ior is also seen in figure 4.8; the blue line never passes the stable points (located at +
0.0077 m and - 0.0077 m).

It might be interesting to investigate the effect of the position of the end-stop on the
dynamics. Whentheend-stopsaresetfurtheroutwards (beyondthestable points), they
willreplicate the nonlinear behavior in the oscillator too. However, when the end-stops
are set too far outwards, the coefficient of restitution will never be triggered since the
proof mass will never reach the end-stop position.

The first apparent difference that can be seen between the coefficient of restitution
and the bounce loss coefficient is the effect of damping. The blue line (thus the CoR)
seems to be overdamped compared to the experimental model. The red line (the BLC
seems tofollowtheexperimental model pretty well, right afterthe firstimpact. Themost
significant difference is when the forced motion stops and the proof mass is free to vi-
brate. The peakatt=1.5softhe experimental modelis thelargest; after that comes the
BLC, and lastly comes the CoR. The BLC seems to follow the experimental model better
at thatpoint.

Even when the system is not forced, the BLC matches the experimental model bet-
ter. There is, however, one crucial thing to notice, which is the difference in eigenfre-
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quency. When the nonlinear oscillator is free to vibrate, the experimental model shows
a lower eigenfrequency than the numerical model. This difference in eigenfrequency
would imply a difference in stiffness between the numerical and experimental mod-
els. This difference in stiffness does not comply with the higher stiffness found using
the force-deflection setup. The experimental model has alower eigenfrequency, which
would resultin a lower stiffness. However, when looking at the force-deflection curves,
theexperimentalmodelhasahigherstiffness. Duringtesting, rotationofthe proofmass
was noted; this rotation seems to have a considerable influence on the system.

When looking at the numerical and experimental energy, there is a small overesti-
mate when looking at the total maximum energy for both the coefficient of restitution
and the bounce loss coefficient (see Fig. 4.9). Since the velocity is squared to find the
kinetic energy (which has the most considerable component), a small difference in ve-
locity will lead to a large energy difference. The BLC has slightly higher overestimates
compared to the CoR. However, only by looking at the peak energy of the method does
the BLC short. The shape of the CoR is pretty similar to the shape of the BLC. However,
the BLCmatchestheexperimentalmodelrightafterthemotionsstop (att=1.5s)better.

Anotherinterestingthingtonotefromfigure4.9isthattheexperimentalenergylevel
fluctuatesupanddownafterthemotion. Theoretically,itshouldonlybeabletodecrease

since no energy is supplied to the system. However, it is noted that the proof mass will
rotatein the experiments. The flexure seems to hitan eigenmode where the proof mass
starts rotating. Energy is transitioned between the mode where it rotates and where it
displaces. The rotation is not measured since the laser sensor measures the center of the
proof mass around which it rotates, and it will thus not be shown in the energy curve.
Thetransition between the twomodes causestheenergylevel toincreaseand decrease.
The trend is that the total energy is decreasing over time (as expected).

Another interesting thing to see is the coefficient of restitution behavior in the nu-
merical model. Every time an end stops is hit, the energy level decreases with a factor
of 0.55 (CoR squared). Due to the coefficient of restitution, the energy of the numeri-
calmodel has a stepping down behavior. In contrast, the experimental energy tends to
decrease more smoothly (not including the energy dips due to rotation).

Infigure4.10, the experimental energy and the numerical energyis shown for mul-
tipleamplitudes and accelerations. The experimental model seems to snap from one to
another state for a lower acceleration. Thus, the force needed to snap in the numeri-
cal model looks higher than the experimental model, which does not comply with the
force-deflection measurements (see Fig. 4.7). One possible explanation is the addition
of rotation; by rotating the proof mass, the force needed to snap from one to another
state. When the system hits the system’s resonating eigenmode, less force is needed to
snap between the stable states. When the snappingbarrier is exceeded, the numerical
model has an overestimate compared to the experimental data.

4.4.3 Bistable performance

The performance of the bistable system is shown in figure 4.11. There are two main
points, which can be seen from figure 4.1 1, the influence of the amplitude and the ac-
celeration’s influence. When the acceleration is too low, only a small force will be ex-
citedontotheoscillatorbythe proofmassduetoacceleration. Fromtheforce-deflection
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curve (as discussed in Sec. 4.2.1), it can be seen that the force needed to snap between
statesisaround 1.3N. Usingaproofmassof57.8 gresultsinanaccelerationof24 m/s?.
Asshowninfigure4.11, this acceleration corresponds with theincrease of total energy
after thisacceleration.

The second thing to note is the amplitude’s influence; when the amplitude is larger
than 0.01 m, the influence becomes marginal. However, when the amplitude is smaller
than 0.01 m, the energy begins to decrease drastically. This decrease in energy is possibly
due to the amplitude being smaller than the distance between the two stable points.

4.4.4 Linear comparison
Animportantstepistocomparethe performanceofthenonlinearoscillatortothelinear
resonator. Thelinearresonatorisknowntohaveanarrowbandwidth, while thenonlin-
earvarianthas awide bandwidth. Figure 4.12 gives a good overview of the performance ﬂ
ofboth. Thelinearvariantshowsaclearresonance peak compared tothenonlinearsys-
tem. Thelinear case’s power outputis higherin the resonance peak (atlow amplitudes);
however, itismuch lower athigher amplitudes. Whenlooking for a system with a broad
amplitude bandwidth, the nonlinear oscillator is the best solution.
Onecouldarguewhetherthisisafaircomparison;thelinearstiffnessischosensuch
that the displacement is not larger than the displacement of its nonlinear equivalent.
The stiffness is relatively high such that the displacement peak in the resonance fre-
quency does not exceed the maximum displacement. However, the energy output for
thedifferentinputamplitudes maytherefore berelativelylow. One could arguewhether
end-stopsshouldnotbeintroduced;thisisafairargumentandneedstobeinvestigated
whether this is a viable option.

4.4.5 Recommendations

During the experimental testing, rotation of the proof mass was noted. The rotation
was due to an eigenmode of the system from which energy was transferred to another
eigenmode (displacement). A logical step would be to investigate the influence of this
rotation. Furthermore, nonlinear damping effects were ignored due to the inability to
estimate the nonlinear damping values. It was early noted by Rayleigh et al. [35] that
lineardampingisinsufficientwheninvestigatingimpulse behavior. Whenareasonable
estimation of nonlinear damping can be made of the system, the nonlinear damping
can be considered. As a final remark, it would be interesting to investigate the effect
of the end-stop location when using the coefficient of restitution. Changing the end-
stop location might replicate the oscillator’s behavior better; however, there should be
sufficient substantiation for where the end-stop is located.

4.5 Conclusions

Inthiswork, thedynamicsofanonlinearoscillatorexcited tolargeamplitudevibrations
were investigated. The nonlinear oscillator dynamics were simulated using a lumped
parameter model with the addition of the bounceloss coefficient. The bounce loss coef-
ficient matched the experimental data more closely compared to the coefficient of resti-
tution. The numerical simulations overestimated the system’s energy when it snaps from
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one state to another. The numerical model showed that the energy output is primar-
ily based on the acceleration when the vibration’s amplitude is larger than the distance
between the stable points. Experimental research confirms that the energy level is pri-
marily based on acceleration instead of the amplitude of the motion. The model was
simplified into a one-degree system; however, duringexperiments, it was observed that
rotations influence the system’s dynamics. A linear system may be beneficial when work-
ingwith small amplitude displacements. The comparison was made to alinear spring,
which has a stiffness such that the maximum amplitude would not exceed the motion
range of the nonlinear oscillator. The peak energy amplitude caused by the linear sys-
tem’s eigenfrequency was higher than the nonlinear system’s peak energy. However, the
linear system is more sensitive to changes in the frequency and acceleration than the
nonlinear oscillator, making the oscillator better for a broader range of applications.
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Chapter 5

Conclusion

Don’t mistake activity with achievement.

John Wooden
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5.1 Research activities

During the graduation project, multiple research activities were performed. The gradua-
tion project lasted 16.5 months from the 2nd of September 2019 until the 25th of January
2021. Due to the COVID pandemic, not all time was spent on the research project, but
also 3 weeks were spent on Project Mask. A project to design a testing setup for facial
masks during the outbreak of the pandemic. In figure 5.1, an overview of the research
activitiesis given. Theresearch started with analyticalresearch, afterwhich the experi-
mentalworkbegantoarouseinterest. The air-bearingstagewasboughtwithoutproper
documentation, and the stage didn’t work yet. Lots of effort went into getting the air-
bearingstagetowork, afterwhichitwasdocumented precisely. Theknowledgeacquired
fromtheanalyticalresearchwascombined with the experimental setup toverify thean-
alytical research in a paper combining both numerical and experimental work.

Dynamics of a nonlinear oscillator when
excited to a large amplitude motion.

Y -
Analytical Experimental Physical and
L ) L J electrical
‘L enclosure
containing all the
componems
i X Test-setup | ) . (appendix A)
Lit ; A e
iterature review |, | Simplified mass-spring Enclosures
(chapter 2) damper model - g ) B
\ p Redesigned wiring
. tn N in order to make
Hardware \Redeslgned wmng’ the stage work
(appendix D)
i A4 . Safety features
Model which can handle - Additional safety
it Joad path Extend model to two
ifferent load paths . features to ensure
(appendix F) different load paths a safe working
A4 . Working software i prlncg)_leB)
configuration with SRPENCIC
| Software . igitional safety features
(appendix C)
- ) ¥ v ) )
Additional damping s ™ Working stage with a
method; the modified Extend the model used for Vit }—b verification paper of the
coefficient of restitution damping dynamics

(appendix G)

Project mask

|

A novel testing setup built using
basic materials to test face mask
during the outbreak of the

pandemic

-

L ‘ J “'7 (chapter 3)

-

Nonlinear
oscillator

o

Paper discussing the dynamics of a nonlinear
oscillator when excited to a large amplitude motion,
verifying the modified coefficient of damping
(chapter 4)

Figure 5.1: Research activities throughout the process, the green boxes indicate the projects, the blue boxes
indicate a line of research, and the yellow boxes indicate the output in the research.



8.2Results 453uccesses 45

5.2 Successes

The project went with many ups and downs; many attempts were made, and it some-
times felt like going one step forward and two steps back. The successes of the process
aredescribed below. Theunsuccessfulattempts arealsodescribed in the next section.

5.2.1 Personal growth

Duringthe project, personalgrowthwasachieved in severalfields. The biggest personal
achievementwas working withouta clear goal. Working withouta clear goal turned out
toberatherchallenging. Everytime somethingwastried, newproblemsarose. However,
by dividing the problem into smaller problems, it became easier and more fun to do.
Having good planning helped during this process.

5.2.2 Project Mask

Right after the outbreak of the corona pandemic, project Mask started. There was a
shortage of face-masks, and lots of companies producing shifty face masks arose. Single-
purpose masks were even recycled to overcome the shortage. There was a need to test E
both the shifty masks as well as the recycled masks. The goal of Project Mask was to
design a testing setup for face masks with limited resources.
The design phase of the projectlasted 2 to 3 weeks, which were quite intense. Weeks
of 60 to 80 hours were not uncommon. While it was a war of attrition, it was extremely
grateful. Everybody was pushed over their limit; however, it resulted in a project to be
proud of.

5.2.3 Air-bearing stage

Themostchallengingand exhaustingpartwasbuildingthestage. Thestagewasbought
without extended documentation and a servo driver. Some people already built some
components to get the stage running, but no one tried to combine them in a working
system. The stage was handed to me as a project due to the practicality of it. The first
estimation was that it would only take 2 to 3 weeks to getit running. However, it turned
out to be three months to get it running and two more months to make it easy and safe
to operate. While it took a lot of effort, it was rewarding to see such a valuable piece of
equipment running.

5.2.4 Numerical model

Most of the time during this project went into building the stage. When it was done,
therewasaslightissue. Buildingsuch astageisanaccomplishment, butitisnotthesis
worthy. There was notenough academic value in only buildingit. The project needed to
be extended by combining a theoretical oscillator with an experimental one.

Since there was some arrearage compared to other people, there was a fear of a sig-
nificant delay. It was a sprint to catch up on the few months lost with the building of the
setup. However, the numerical model made during the literature review, with some ad-
justments, turned out to be sufficient. Since the numerical model complied pretty well
with the experimental model, the final steps went fast.
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5.3 Unsuccessful attempts

Forevery successful attempt, there were often multiple unsuccessful attempts. Every
unsuccessful attempt felt like a waste of time; however, it brought me closer to the final
product, the thesis in front of you.

5.3.1 CompactRIO

The first plan was to control the stage using a CompactRIO. After waiting for two weeks
onthecable to connectthe CompactRIO to the stage, National Instruments did notup-
datethe software anymore. The CompactRIO was, therefore, useless for controlling the
stage. Atthesametime, thiswasashamesinceitwould makeforanexcellentcontroller.
It took two to three weeks to obtain the correct cable, which felt like a waste afterward.
However, a more user-friendly and straightforward solution was found using the built-in
servo driver software.

5.3.2 Damping

In the first model, linear damping was used, which turned out to be insufficient. After
that, cubicdampingwasused, which turned out pretty well. After the simulations were
run, the paper was written, and it felt like it was finished. It was noted that cubic damp-
ing was excellent. However, it needs to be fitted from the experimental data and thus
was notaviable option. Anewmethod had to be conceived, newresults were made, and
the paper had to be rewritten.

5.4 Conclusions

This thesis’smain goalwastoresearchenergyharvesterdynamicswhenexcited atlarge
amplitude motions. Unfortunately, theresearchwasnotextended toenergyharvesters
butonly the nonlinear oscillator to which a transducer can be attached. This research
was combined into two parts; the theoretical part and the experimental part.

Anumerical model based on known equations of motions was researched to see the
effects of different parameters on the system’s energy output. The model was extended
with nonlinear damping, the coefficient of restitution, and eventually the bounce loss
coefficient. The numerical model was applied to a nonlinear spring with known me-
chanical behavior. A testing setup was built and used to verify the numerical model.

Whileitisnotthemostacademicwork, themostsignificantaddition ofthisresearch
was the air-bearing stage. The air-bearing stage was only several pieces of equipment
that were not working together at the beginning of the project. At the end of the project,
itisanoveltestingsetupthatsimulatesmotionsthatwereimpossibletosimulatebefore.
Thestageiseasyand safetooperateduetoadditionalfeatures built. The stagewasused
to verify the behavior found in the numerical simulations.

It was found from the numerical simulations that the numerical model can follow
theexperimentalmodel prettywelldespitefabricationimpurities. Whenthereisaslight
increase in the modified coefficient of damping, the numerical model will follow the
experimental results even better. However, there is still a difference in the acceleration
where the oscillator snaps from one to another state. Also, rotation of the proof mass
was noted during the experiments.
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5.5 Recommendations

There are two main recommendations based on this research. The first recommenda-
tion is based on experimental work. National Instruments updated the toolbox for the
CompactRIO, supporting the module to connect the servodriver again. Usingthe Com-
pactRIO with Labview gives endless possibilities in designing an own controller. This
controller can be built such that more information can be gathered and the controller
can be adjusted to the system. However, making such a controller is almost a master
thesis on its own.

The second recommendation is based on the dynamics of the system. Currently, a
simplified modelis used investigating only 1 degree of freedom. The next step would be
to extend the model with a second degree of freedom. During experiments, the rotation
oftheproofmasswasnoted. Duringtesting,itseemedlikerotatingthe proofmasswould
influence the force needed to snap through. It would be interesting to investigate how
this rotation influences the dynamics and if this can be modeled.
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Appendix A
Air bearing stage - mechanical
setup and working principles

Thisappendixfocussesonthespecificpartsusedinthestage, theirproperties,andtheir
working principles. The stage was designed and made by PM bearings. It consists of
three main components, the air-bearingitself where an incremental encoder, and mo-
tors are built-in. The servo driver was configured to be used with the air bearing stage
asitwasnotplug-and-play. Thecontrollerenclosurewasdesigned tofitalltheelectrical
componentsand preventelectrocutionhazard. Lastly, the physicalenclosureisused to
provide both protection to mechanical and optical hazards.

Figure A.1: The stage as designed by PM bearings with small modifications. The stage is secured to a heavy
metal table.
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A.1 Linear motors

The linear motors used in the air-bearing stage are Tecnotion UL-6N ironless motors.

Themotorsare3phase(120degrees)synchronousironless motorsrunningon300Vdc
(230VacRMS). Themotorscandeliverapeakforceupto480N, resultingin amaximum
acceleration of approximately 10 g. Since the motors are passively cooled, they can’t be
used for an extended period of time. A temperature cut-off sensor (1000 ohm PTC sen-
sor) is used to prevent the motors from overheating. The servo driver also has a builtin
foldback system to prevent the motor from overheating. The motor has a built-in digital
hall module for motor control. Both motor controls based on the hall-module and the
incremental encoder are used. The working principle of the motors will be discussed in
appendixA.1.1. Themotorisattached tothe moving base ofthe stage, which is approx-
imately Skg. The magnetyokes are two different sized units, thelargest oneis 546 mm,
which is butted together to a 210 mm unit, resulting in a total yoke length of 756 mm.
Each magnet pair is 42 mm apart from each other. The moving base itself has a travel
of a maximum of 500 mm. More relevant parameters can be found in the table below
(seeTab.A.1). Alltherelevant parameters used in the motor settings can be found in the
section software setup (see App. C).

A330hm 500 Wregenresistorisadded tothe system to prevent the motor from over-
heating and damaging the servo driver. The regen resistor is also called a braking resistor.
When the motor needs to slow down very quickly, itneeds todissipate the movingbase’s
energy. Without a regen resistor, it will dissipate the stage’s energy in the Kollmorgen
internally, causing it to heat up very quickly.
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Table A.1: Relevant parameters for the linear motors (Tecnotion UL6n). Data provided by Tecnotion.

Parameter Remarks Symbol Unit Value
Motortype 3-phase synchronous Ironless
Max voltage ph-ph 230Vac rms
300Vdc
Peak Force magnet @ 25°C Fp N 480
@ 20°C/s increase
Continuous Force coils @ 110°C Fc N 140
Maximum Speed @ 300V vmax m/s 5
Motor Force Constant mount. sfc. @ 20°C K N/Arms 68
Motor Constant coils @ 25°C S N2/W 195
Peak Current magnet @ 25°C Ip Arms 7
Maximum coils @ 110°C Ic Arms 2.1
Continuous Current
Back EMF Phase-Phase Bemf V/m/s 55.5
Resistance per Phase coils @ 25C Rph ohm 8.0
ex. cable
Induction per Phase Lph mH 6.5
Electrical Time Constant coils @ 25C tau e ms 0.8
Maximum Continuous  all coils Pc w 134
Power Loss
Thermal Resistance coils to mount. sfc. Rth °C/W 0.65
Thermal Time Constant up to 63% . tau th s 72
max. coiltemp.
Temperature PTC 1kohm/NTC
Cut-off / Sensor
Coil Unit Weight ex. cables W kg 0.47
Coil Unit Length ex. cables L mm 190
Motor Attraction Force Fa N 0
Magnet Pitch NN tau mm 42
Cable Mass m kg/m 0.09
Cable Type (Power) length1m d mm (AWG) 5.8 (20)
Cable Type (Sensor) length1m d mm (AWG) 4.3 (26)
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A.1.1 Motor principle

Asdiscussedearlier, theironless motorsare 3 phasesynchronous motors. Theworking
principle of the motorsis discussed below to geta better understanding. The motor has
three coils (U, V,and W); these letters are also used in the servo driver. The motors move
through a magnetic field. This magnetic field is generated by the stators (the magnetic
yokes). Each magnet is positioned 2 1mm apart; thus, each magnet pairs are 42mm apart.
The magnetic field is depicted in the figure below.
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Figure A.2: The magnet field in the stators (magnet yokes). Magnets are spaced 21mm apart; the magnet pairs
are spaced 42mm apart.

Theworking principle ofalinear motor can be compared with the working principle
of arotating motor. The only difference is that a rotating motor has (in the most simple
case) only two motor poles. By changing the current between the motor poles, the mag-
neticfieldchanges, thepolesareattracted orrepelled withrespecttothestatormagnets.
When the poles and stators are in the opposite direction, they will attract each other. A
simple figure showing the working principle is shown below. By changing the current
and thus the direction of the motor, it will start to turn.

QOO0

(a) Phase=0degrees, the
magnets are pulled toward
each other; thisis the most
effortless state since the
magnets are exactly in
between the states.

(b) Phase=45degrees, the
magnets are still attracted
asin state 1; however, with
a lowerforce.

(c) Phase=90degrees, the
magnets are in at the point
whereitneedstotip; when
the motoris started in this
state, it is not able to
determine the direction.
The motor keeps on
turning due to the
momentofinertia. There
isanoforcesincethereis
no current.

(d) Phase = 135 degrees,
this state is the same as
state 45 degrees; however,
with a different
orientation of the
magneticfield caused by
themotors. Thedirection
of the current has been
changed, causinga change
in the magnetic field’s
direction.

Figure A.3: Simplified working principle of a rotating electrical motor.

However, sincealinear motoris beingused, atleastthree polesarenecessary. When
there are only two poles, the system would not be able to start moving. It will keep on
attractingitself between two stators. The three poles are positioned further apart from
each other than the magnetyokes. By changing the current, the motors are repelled or
attracted fromthemagnets. Aservodriveris necessaryforcontrollingthe currenttothe
motors. The currentis 120 degrees phase-shifted, this causes the magnetic field from
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the motor poles to change in the correct order to move. The resultant force from 1 motor
poleisnotconstant (itis continuously changingover time); however, the resultant force
of the thee motors combined is constant. A clarification of the phase shift between the

motor poles is being shown in the figure below.
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(a) State 1;motor 1 hasa positive current resultingina (b) State 2; allmotors have acurrent and, thus, amagnetic
north-oriented magnetic field, which results in an field. Motor 1 and 2 both have a positive current resultingin
attracting/ repelling field to the right. The second motorhas ~ anorth-oriented magnetfield. Both magnets areattracted/
0zerocurrent resultingin nomagnetic field. Since the repelled totheright. Motor 3hasalarge negative current
motorisrightabove amagnet, nohorizontal force can be resultingin asizeable south-oriented magnetfield. The
generated. The third motor has anegative currentresulting ~ third motoris thusrepelled/attracted the strongest.

in a south-oriented magnet field; the magnet field is
attracting/ repelling the stator magnets.

1 3
|

N

(d) state 4; in this state, all the magnets have a current and

(c) State 3; this state is quite similar to state 1. However, in X 4 ]

this state, motor 2 is north-oriented, and motor 3is resultm.g magnetic ﬁeld'UusF asstate 2). Thecurrentof

south-oriented. Motor 1is right above amagnet, resulting motor 2 is atits highest since itis right between 2 magnets,
resultingin the highest force in motion direction.

in a force perpendicular to the motor.

Figure A.4: Simplified working principle of a rotating electrical motor for different example states.

Assaidearlier,ahallsensorisbuiltinthemotors. Thehallsensormeasuresthemag-
nitude of the magnetic field caused by the stators at each motor. The location of the
motor poles with respect to the stators can be determined using the hall sensors. This
process only gives a relative position of the motor and is not used for position control.
The hall sensorisused to control the motors by knowing the relative location of the sta-

tors.
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A.2 Incremental encoder

The actual position of the stage is determined using an incremental encoder. The in-

cremental encoder has a 20 nm interpolator forincreased resolution. The incremental
encoder consists of three main parts; the scale, thereadhead, and the interpolator. An
incrementalencodergivesarelativedisplacementfromareferencepoint. Therefore,ref-
erence marks are installed on the stage. The scale is a gold scale provided by Renishaw
(RGSZ20 scale). The scale has an ultra-low cyclicerror (+- 30 nm) and resolutions up to
1 nm. The scale has a pitch of 20 um and a linearity of 3 pm/m. There is one reference
mark, and two limit marks attached to the scale (see Fig. A.5). The reference mark is
used to calibrate the encoder. Thelimit switches are used to determine the stage’s outer
limits used for the homing procedure. The readhead used is a Renishaw TONiC T1000-
05A, capableofspeedsupto10m/s. Thereadhead canhandle shocksupto 50 g, which
makes it perfect for dynamic testing. A Renishaw Til000-0A interpolates the signal from
thereadhead. Theoutputoftheinterpolatoris an analogsignal (sine and cosine). Since
theRenishawinterpolatorisnotdirectlycompatiblewith thestage,anadditionaltermi-
nation resistance adapter is designed; this will be discussed in appendix D.

Figure A.5: One of the limit switches on the track.

A.2.1 Working principle

There are two main working principles; first is the readhead itself, then comes the in-
terpolation. The readhead sends out a light source, from which the reflection is mea-
sured. The scale has reflecting parts and nonreflecting parts spaced 20 pm apart from
each other. When thereadhead moves over the scale, it will give pulses (one pulse every
20um). When measuring the pulses for a certain amount of time, the speed can be cal-
culated. When the readhead moves over the scale and measures 30 pulsesin 1 second,
it moves 20 ym * 30 = 600 pm in 1 second, resulting in a speed of 600 pm/s. However,
thisonly givesyouthe speedand notthedirection of motion; therefore, asecond scaleis
added. The second scaleis shifted 90 degrees from the original scale. By comparing the
two signals, the direction of the motion can be determined as well. An illustration of the
signal is shown below.
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Figure A.6: The scale and working principle of the incremental encoder. The code track is measured using the
readhead as pulses. There is a phase shift of 90 degrees between the two tracks. The pitch of the scale is 20um.

The resolution of the signalis improved by using a sine interpolator. The sine inter-
polatorinterpolatesthedigitalpulsesintoananalogsinewave. Thesinewavesareagain
90 degrees shifted. The peak to peak value represents the 20 pm scale. However, since
itis a sine wave, it contains way more information than only the pulses. By interpolat-
ing the signal, the accuracy increases significantly. The reference signal, however, is still
a digital (pulse) signal. The output of the interpolator is sent to the Kollmorgen servo
driver.

Measured pulse signal
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Interpolated pulse signal (blue)

VAVAVAVAVAVAVAVAVAV:
VAVAVAVAVAVAVAVAVE

Figure A.7: The scale and working principle of the interpolator. The pulse signal is fitted with a sine wave to
get a higher accuracy.
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A.3 Air-bearing

PM-bearings designed the air-bearing and fabricated the stage (motors, incremental en-
coders,andair-bearing). Theair-bearingiscustommadeforthe stage; specificfeatures
arethusnotavailable. The stageshould beapplied with atleast4 bar (400kPa). Working
atslightly higher pressures is less harmful than working at lower pressures. Since the
air-bearingis sensitive to impurities in the air, it first goes through several filters. SMC
Corporations supplied the air filters (see Fig. A.8). The air is provided by a centralized
compressor, which has a working pressure of 8 bar.

Figure A.8: Air filters used for the stage, the air is flowing from left (compressor) to the right (stage)

Theairline’sfirstcomponentis thefilterregulator SMCAW30-FO3CE-B); thisregu-
latestheairpressure totheworking pressure (4 bar). Themaximum inlet pressureis 10
bar (1 Mpa). The filter has a nominal filtration ratio of 5 um. Next in line is a micro-mist
separator SMCAFD30-F03-A). Theseparatorhasanominalfiltrationratingof0.01 pm
(99.9 % filtered particle size). The outlet side oil mist concentration is max. 0.1 mg/m3
(ANR). The air is again sent through an air filter through a micro-mist separator with a
slightly higher nominalfiltration rating of 0.3 pm (99.9 %filtered particle size). The out-
let side oil mist concentration is max. 1.0 mg/m?3 (ANR). Lastly, the air goes through a
membraneairdryer (SMCIDG10-F03), afterwhichitgoestotheair-bearingand apres-
surerelayforsafety. Theairdryerhasadewpointindicator purgeairflowrateof 1 L/min
(ANR) and an outlet air atmospheric pressure dew point of -20 °C.

A.3.1 Mounting plate

The moving base has a large mounting plate on which the prototypes can be attached.
It is crucial to notice that only these mounting holes can be used. There are multiple
nuts on the stage used to adjust the air bearing; these should not be adjusted without
PM-bearings instructions. A figure of the mounting plate is depicted below, where the
mountingholes are type M4x0.7. The mountingholes are tapped in aluminum and are
therefore not very strong. Helicoils can be applied; however, the holes should first be
drilled out. Since this is not desirable, the screws should not be overtightened in the
stage.
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Figure A.9: M4 mounting holes on the stage, the holes encircled with red can be used. The mounting holes
are 8mm deep.

A4 Servo driver

The beating heart of the stage is the servo driver. It controls the motion and brings all
the signals together. The servo driver has several inputs; the incremental encoder, the
hallsensor, digitalinputs, and an analoginput. The outputare several digital outputs,
ananalogoutput,andthepoweroutputtothe stage’smotors. Foraservodriver, the AKD
basic (AKD-p00306) is being used. The specifications are listed below.

Rated Data Units Value
Drive Continuous Output Power Watts 1100
Rated supply voltage \% 240
Control logic, supply voltage \% 24
Rated outputcurrent (RMSvalue +3%) A 3
Peakoutputcurrent (+3%) A 9

Peak time S 5
Currentloop Bandwidth max. kHz 2.5 to4
Velocityloop Bandwidth max. Hz 0to 1000
Positionloop Bandwidth max. Hz 1 to 250
Updaterate MHz 1.5

The servo driver is mounted inside the controller enclosure. Itis depicted in the fig-
ure below, as can be seen, there are several inputs and outputs. Each connector will be
discussed briefly belowand more elaboratein appendix D. Connector X1isused for the
logical power and the STO. The motors are connected through connector X2. Power is
supplied to the driver by connector X3. Connector X7 and X8 are used for inputs and
outputs. X10isconnected totheincrementalencoder. Lastly, portX11 (ethernet)iscon-
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trolled for service. The servo driver uses a Field Programmable Gate Array (FPGA) to
control the stage. There are four command sources and three operation modes. These
modes will be discussed briefly below; the usage and settings will be discussed in ap-
pendix C and E. The first command source is the service mode; this controls the stage
throughtheethernetcableusingKollmorgenworkbench. Thesecond command source
isthe Fieldbus;thisisnotbeingusedforthissetup. The thirdmodeiselectronicgearing,
wherethepositionis proportionaltothe secondaryfeedback. Thismodeisalsonotused
for the stage. The last and most used mode is the analog input mode. It measures the
analoginputvoltage and converts this into a force-, velocity, or position command. The
operation mode determines which control loop is being used for the command source.
Thereare threeoperation modes: torque mode, velocity mode, and position mode. Each
mode will be discussed below.

A.4.1 Current control loop

The lowest level of control is using the current loop. The driver controls the current
passingthroughthemotor. Thecurrentis proportionaltotheforcethemotorgenerates.
A figure of the current loop is depicted below. The command source determines the
amplitude of the current command. A current offset can be added to the system, which
isadded totheoverallcurrentloop feedforward value. The Coulomb friction component
can also add friction. This friction requires a friction current and viscous feedforward
gain; this is not used explicitly. Cogging compensation is used when the systems tend
to have a stick-slip condition, however, is not used since the stage has an air bearing.
Thelimiter determines the maximum currentallowed tothe motors. Themaximum can
be the peak value or a value below to prevent damage to the motors (foldback). The
current feedback is subtracted to find the current difference that needs to be supplied
to the motors. This difference is fed to the PI controller, which determines the voltage
command. ThePIcontrollerhasaproportionalgainand parameters based onthe motor
properties.

Coulomb Friction Comp.
Velocity Command

Cogging Comp.  Limiter Pl Controller
Curmrent Command . + Voltage Command

| - »
— Il Il Y 1l ©

+

Curment Offset Cument Feedback

i Q

Figure A.10: Current control loop of the Kollmorgen servo driver, as depicted in Kollmorgen Workbench

A .4.2 Velocity control loop

When going one step further, the velocity loop is introduced. In the velocity mode, the
controls are based on the stages velocity. A large control loop is involved, which is de-
picted belowinfigure A.11. Ontheuppersideoftheloop, the velocity profile and the fol-
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lowing commands are shown. The velocity profileis determined for amotion task; these
motion tasksareuploaded to the driverwhen in service mode. These values are directly
added to the current command. However, since service motion is not the primary use
case, itwillnot be discussed below. The values can all be found in the motion tasks and
the selected profile. Let’s discuss the primary velocity loop. First, the velocity signalis
checked for the acceleration, whether it is not too large. When the acceleration is too
large, it will be limited by creating a velocity ramp. The velocity clamp affects the max-
imum speed of the drive when the command source is in service mode. The feedback
velocityis subtracted fromthevelocity command. AR3 (unitygain) and AR4 (Autotuned
BiQuad)filterthe feedback signal, whichis observed byfeedback 1, theincrementalen-
coder. The observer mode should be set to O; when the observer mode is set to 1, it will
use amodel to determine the velocity. There is no model for the stage; this mode should
not be used; it needs to use the incremental encoder’s actual feedback. Filter AR1 and
AR2filter the velocity error (velocity command minus feedback). Filter AR1 isalowpass
filter setat675Hz, AR2 is an autotuned BiQuad filter which isadjusted. Adjusting AR1
willadjust the audible noise by the stage. The filtered signalis sent to the proportional-
integral controller, which gives the current command. The current command is sent to
the current loop (see App. A.4.1), determining the motors’voltage.

Acceleration Feed Forward

V::gfﬁ? Friction Compensation
@ SiG
i 3 Observer
Viscous Damping Compensation Bandwicth
Vel o &
eloci " » ument
Cummaﬂ:d Ramp Limiter  Velocity Clamp AR1 AR 2 Pl Controller | Command

Cumert Command
Observer
Mode Cortrol

Welocity Feedback Urffitered Velocity Feedback

Filttered Velocity Feedback

Figure A.11: Velocity control loop of the Kollmorgen servo driver, as depicted in Kollmorgen Workbench
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A .4.3 Position controlloop

The final control loop is the position control loop. In the position control mode, the
drive’s controls are based on the position of the motor. The loop is depicted below in
figure A.12. The upper loop is used as a velocity feedforward loop. The desired velocity
(based on the position) is determined by differentiating the position. This feedforward
position is multiplied by a feedforward gain (this is often set to 1). The position erroris
determined bysubtractingthe positionfeedback fromthecommand. The position error
is first checked, whether it is not too large. When the position error is too large, it will
resultin a fault. The position error is set to a relatively small value to give a fault when
run-away occurs. A PI controller processes this error signal. The dampingis added by
the feedforward gain, resulting in a PID controller. The velocity command is sent to the
velocity control loop, which sends a current command to the current control loop. The
stageismostoftenusedin positionmodeduetothesmallchanceofrun-away. When the
stage is used in velocity or force mode, it can run-away, resulting in hitting the end-stops.

o

Velocity-Feed Forward Gain Welocity
Profile

g

didt — ‘

Posttion Max Posttion Emor Integral Gain Proportional Gain \ Velocity

Command Command
R — .~ OO
+ + T + + +

Paosition
Feedback

o

Figure A.12: Position control loop of the Kollmorgen servo driver, as depicted in Kollmorgen Workbench

A.5 Controller enclosure

All the electronics are built in a controller enclosure to prevent the danger of electro-
cution. The stage only works at 230 V AC; however, it is not desirable that the cables
are open and free to touch. The controller enclosure is a Rittal AE1339.500. By using
a controller enclosure, several interface features are added. The enclosure holds the
main power switch, six indicator lights, and two buttons. A figure of the outside of the
controller enclosure is shown below. The switch on the bottom acts as the main power
switch; when the poweris turned on, thewhiteindicatorlighton the topleft willlightup.
The green indicator lights indicate that the stage is turned on (loaded). The blue button
willlight up when the button can be pushed. By pushing the button, a faultin the servo
driver will be reset. Next to the blue button is the red indicator for the safety circuit;
when the safety circuit is interrupted, the light will turn on. The red indicator next to it
is the faultindicator light; this led will light up when a servo driver faultis issued. Next
to the main power switch is the power switch for the motor bus power; by turning on
the switch, power is supplied to the servo driver. Itis crucial to note that turning off the
motor power button willnot automatically mean there is no power going to the motors.
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It will only cut the power supply to the Kollmorgen; the internal BUS bar can still hold
voltage. The controller enclosure should remain closed when the main switchis turned
on, and the stage is in use.

Figure A.13: Outside of the controller enclosure with the interfacing features.

Thecontroller houses severalcomponents; Kollmorgen servodriver, regenresistor,
National Instruments Compact Rio, 24v Power supply, relays, and an air-pressure relay.

A.6 Physical enclosure

The stage can generate a lot offorce and is dangerous due to the moving parts. One can
easily crush his hand by getting hit by the moving base; therefore, a physical enclosure
is built. The physical enclosure is built up of Thorlabs aluminum profiles (see figure
below). The enclosure has one large side door which can be opened to work on the
stage (to attach prototypes, for example). When the door is opened, the safety circuitis
interrupted, which will stop the stage’s motion. The side panels are made out of 5Smm
thick polycarbonate, which is known for its high toughness. The physical enclosureis
bolted onto the table to prevent any movement. One side of the enclosure has an extra
black panel for when the Polytec laser is being used.

b

Figure A.14: Physical enclosure built around the stage to prevent any mechanical and optical hazard.
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Appendix B
Air bearing stage - Safety features

Since thelinear air-bearing stage is avery delicate, expensive, and possibly dangerous
pieceofequipment, severalsafetyfeaturesarebuilt-in. Thesesafetyfeaturesrangefrom
hardware to software solutions. First, the primary hardware features will be discussed
(Sare Torque Off (STO), end-stops, and enclosures). Next, several software features will
be discussed.

B.1 Safety Torque Off (STO)

The Safety Torque Offis a feature built-in the servo driver. The STO is a pin on the servo
driver; when 24V is supplied to the pin, the stage can turn on. When there is OV sup-
plied to the pin, the stage will stop immediately (the pin has a reaction time of <10ms).
Several safety features are connected in series; when one safety condition is not met,
thewirewill beinterrupted. The first safety featureis the emergencybutton; the button
has a normally closed contact (see Fig. B.1). The contact will normally be closed until
the button is pushed, interrupting the 24vloop. The next safety feature is the switch in
the physical enclosure; when the enclosure is opened, the loop isinterrupted. The last
feature in the safety circuit is the air-pressure relay, which measures the air pressure sup-
plied to the stage. When there is no or insufficient air pressure supplied to the stage, it
willnotturnon. Itiscurrently set tojustslightly below 4 bar. When the Safety Torque Off
loop is interrupted, a red indicator will light up on the controller enclosure.

Figure B.1: The emergency button connected to the STO circuit.
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B.2 End-stops

The stage has dampers built on the outer limits of the track (see Fig. B.2). When it was
to hit the end-stops, the shock will be absorbed. Two limit-switches are built-in at the
end of both sides of the track. These limit switches are about 1 cm before the physical
end-stops. When the base moves over the limit switches, they will be detected by the
incrementalencoder. Thesignalisconnected toahigh-speed digitalinput(updaterate:
250us). Triggeringthelimit switches willcause anerrorin the servodriver software. No-
faultis issued; thus, the axis will remain enabled. The limit switches are also used to
determine the center of the stage. At start-up, the stage will start moving to the right
untilit finds the firstlimit switch, after which it will move to the center of the stage.

Figure B.2: End-stops attached to the end of the air-bearing track to absorb the moving base if it were to hit
the ends..

B.3 Enclosures

There are two primary enclosures, the controller enclosure and the physical enclosure.
Thecontrollerenclosure protectsagainstelectrocutiondanger. The physicalenclosure
protects against mechanical danger as well as optical dangers (laser). A more detailed
description can be found in appendix A.6.

B.4 Switch off behavior

Theaxiscanbedisabledduringoperationduetoseveralreasons. Disablingcanbedone,
for example, on purpose when an experiment is finished but also for safety reasons. In
both cases, itis essential toreduce the speed of the stage as fast as possible. When the
stageisdisabled,itwillfirstdecreasethespeedtoathresholdspeed of3.5mm/s.Reduc-
ingthe stage’sspeed willsignificantly reduce thedangerofhittingthe end-stops or,even
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worse, the person operating it. The velocity profile is depicted below.

Motor Speed

i
|

T l t

Figure B.3: Velocity profile when the motor is turned off.

B.5 Temperature cutoff

Thelinear motors have a built-in positive temperature coefficient (PTC) resistor. When
thetemperatureofthemotorsexceedsaspecificvalue, theresistancewillincreasedras-
tically. Whenthe PTCinthemotorreaches 1000 ohm, themotorisoverheatedandneeds
to be turned off. This processis done automatically by the servodriver. Due to the pres-
ence of the regen resistor, the motors will tend to overheat less quickly. This safety fea-
ture is mainly to protect the stage itself from damaging.

B.6 Foldback

The motors are protected from too much current by several systems. The peak current
is set to 7 A according to the motor specifications. The maximum allowable current is
determined usingafoldback mechanism. The peak current can only be applied for sev-
eralseconds. Afigure showingthe workingprinciple of the foldbackis shown below. The
maximumcurrentcanonlybeapplied forashortamountoftime,decreasingthecurrent
toitsconstantcurrentvalue. Itisessentialtokeepaneyeonthefoldbackcurrentsinceit
decreases over time. When the current decreases, the force will also decrease. Therefore,
it may seem like the PID controller can’t hold up while the motors cannot deliver more
power.

Peak Current:

Continuous C
1.000

urrent:

Maximum Time: 10s Recovery Time:

Figure B.4: Working principle of feedback. The motors can only a certain time on the peak current.






Appendix C
Air bearing stage - Software setup

This appendix describes the settings used in the Kollmorgen Workbench software and
how they are determined. It will be a step by step guide on how to fill in the correct
parameters. The settings are valid for the setup, as described in appendix A, using an
AKD-P0306-NBCC servo driver. First, the device settings will be discussed; after that, the
axis (motor) settingswillbeaddressed. Apracticalguideonhowtousethesetupisgiven
in appendixE.

C.1 Device settings
First, the device settings will be discussed; the device settings control the servo driver’s
inputs and outputs. Each settings tab will be addressed individually.

C.1.1 Communication

The first tab describes the type of protocol used in the device. This section is also used
tocommunicate between the computer and thedriver. In our case, the device typeis set
to "1 - Analog with position indexer".

Communication

Overview on communication configuration.

-

Device Type: |1 - Analog with position indexer Change...

Figure C.1: Kollmorgen workbench communication settings.

69



70 CAirbearingstage - Software setup

C.1.2 Power

The power tab is used to monitor the bus voltage; this is not the output voltage on the
motors. The bus voltage describes the voltage applied to the servo driver; the power is
supplied through a relay module as described in appendix D. The under-voltage fault
threshold determines when afaultisissued when thereis toolittlevoltage onthe bus. A
warning is given when the bus voltage is between the fault and warning threshold. The
same holds for the overvoltage warning. An overvoltage can occur when thereis alarge
back-emf, current fed back to the driver due to the motor braking. The under-voltage
fault mode should be set to "1 - Only when drive enabled", and the operating voltage
should be set to "0 - Full". A figure with the correct parameters is shown below.

Power
Monitor and cofigure the diferent power values.
VBus
P ——
VBus Voltage [Vdc]
0 S50 100 150 200 250 300 350 400 450 S00
VBus
Voliage
Under Volt. Fault Thresh 90| Vde
Under Volt. Warning Thresh. 100| Vde
Actual Value: 321696 Vde
Qver Volt. Wamning Thresh.. 380 Vde @
Over Volt. Fault Thresh. 420 Vde
Under Voltage Fault Mode: 1-Only when drive enabled
Input

Operating Voltage 0-Full

Figure C.2: Kollmorgen workbench power settings with relevant parameters.

C.1.3 Regen

Anexternalregen resistoris attached tothe system. Aregen system is used when there
is alarge back EMF in the system, resulting in an overvoltage of the bus. The regen is
nothingmorethan aresistor capable oflarge currents. A33 ohm SO0OW regen resistoris
chosen;however,sincethe"ExternalRegenHeatuptime"isunknown, thevalueistaken
from the BAR-500-33 resistor, a similar model.

JVV\!’ Regen

) Corfigure the regeneration resistor.

Regen. Resistor Type -1- Extemal Regen ~ Select Resistor: |BAR-500-33 w
Extemal Regen Resistance Chm

Extemal Regen Heat Up Time: s

Extemal Regen Power:; W

Regen. Power: l:l W

Figure C.3: Kollmorgen workbench regen settings with relevant parameters.
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C.14 Feedback1

Section feedback 1 is the primary feedback loop used in the system. Feedback 1 is the
sine encoder (with the halls) connected to the AKD driver using connector X10. The
feedback which is being used is the "20 - Sine Encoder with Halls". Since a third party
motor is being used, the motor autoset should be turned off ("0 - Off"). The drive direc-
tionis set to 0, resulting in a positive direction when moving to the right (seen from the
computer). According to the following calculations, the value for "Sine Cycles/ Magnet
Pitch"is setto2100. The magnet pitch is 42 mm, while the scale pitch of the optical en-

coderis 20 um. Dividing the 42 mm by 20 pm will resultin a "Sine Cycles/ Magnet Pitch"
value of 2100.

Feedback 1 (X10)

The primary position feedback fitted to your motor.

Feedback Selection 20 - Sine Encoder with Halls ~

If you move the motor you - u

should see the position

move. [ ) I Halls
o w v

Motor Autoset 0-Off i

Position Feedback: | 3.693‘ mm

Drive Direction: | Dl

Sine Cycles/Magnet Pitch: | 21 DD‘

Goto Wake and Shake

Figure C.4: Kollmorgen workbench feedback 1 settings with relevant parameters.

C.1.5 Feedback 2

Feedback 2 is not being used and will, therefore, not be discussed.

Feedback 2 (X9/X7)

Select the Feedback source and mode.

Feedback Source 0 - Nong et

Feedback Mode: 0 - Input - A/B Signals ~

Resaolution: | D‘ counts/rev
Feedback Position: | D‘ counts (32 bits/rev)

Figure C.5: Kollmorgen workbench feedback 2 settings with relevant parameters.
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C.1.6 Encoder Emulation (X9cfg)

Emulationis notbeingused; therefore, the Emulation modeis setto "0 -Input (NoEEO
Output)".

@ Encoder Emulation (X9 Cfg)

The encoder emulation page is usd to configure the X9 connector onthe drive.

Emulation Mode: 1 -Ouiput - A/B with ance per rev index ~

Emuation Resolution: | 2000] inestrov

Index Offset [ 39.654] 1rev-65536
[ Direction of the motor is forward

Figure C.6: Kollmorgen workbench encoder emulation settings with relevant parameters.

C.1.7 Analoginput

Depending on how the stage is used, the analog input mode is chosen. The analogin-
put cable is connected to connector X8 pin 9 and 10. More information on how to use
the stage can be found in appendix E. When the stage is controlled using an analogin-
putsignal, it should be set to "1 - Command Source". When the stage is being used in
service mode (using motion tasks), analog input mode "O - Monitor" is sufficient. The
analoginputcanbeusedtosynchronizeand mergethedatacaptured usingKollmorgen
Workbench. Thefirst thing todois adjust the input voltage back to zero; this prefills the
offset. The lowpass filter should be set to a filter as low as possible (to avoid noise) but
high enough to passthrough the command signal. The following settings only hold true
whenusingtheanaloginputmode. Thedeadzoneshould beassmallaspossible (prefer-
ably0.00V). Thescaleshould besetaslittleas possible toavoid noisein the signal. Take,
for example, the case where the motion is between +/- 20 mm. The scale should be set
to 2 mm/V with an input of +/- 10 V. When the scale is set to a large value, a minimal
amount of noise (in V) will result in a sizeable amount of unwanted motion.

Analog Input

This page shows the analog input signal prepracessing.
Analog Input Mode: | 1-Command Seurce ~
Input Votage: v [¥ Adiust to 0
Analog Input  Low Pass Fiter Deadband Scale
% . e Position Command
Fa @
.

I

o~
B
w
]
i
=
[
=
=
]
=
=

/I, Analog input is ignored as command source (change command source)  Goto Postion Loop
Less <<

Deadband Mode: | 0 - Deadband ~

Figure C.7: Kollmorgen workbench analog input settings with relevant parameters.
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C.1.8 Analog output

The analogoutputvalue can be set to the application for which it is beingused without
altering the system. The analog output can come in handy when monitoring, for exam-
ple, thedisplacement ofthe system. The analogoutput cableis connected to connector
X8 pin 7 and 8. Itis again essential to choose the appropriate lowpass filter and scale.
The chosen value (position feedback for example) is scaled and output as a voltage. An
example of the settings is shown below.

Analog Output

This page shows the analog output signal preprocessing.

Analog Output Generator Scale Low Pass Fitter Analog Output

XBpins 748
j E E ’

1.000.000] {mm/shV 0.000| Hz v
Analog Output Mode: P Pass Through
1 - Actual Velocity ~

Velocity Feedback:

0.000| mm/s

Figure C.8: Kollmorgen workbench analog output settings with relevant parameters.

C.1.9 Digital inputs and outputs

The digital inputs and outputs are being used for several use cases, from the limit switches
to the led indicators. The two high-speed digital inputs are used for the limit switches.
DIN 1 (X7 pin 10) is connected to "18 - Positive Limit switch", and DIN 2 (X7 pin 9) is
connected to"19 - Negative limit switch", which are both active high. Digitalinput 3 (X7
pin 4) is used to reset a possible fault in the system. The two digital outputs are used
for the indicators. DOUT 1 (X7 pin 7 and 8) is connected to the indicator light, which
lights up when the axis is enabled (the stage is thus armed). DOUT 2 (X7 pin 5 and 6) is
connected to the faultindicator light; when there is a faultin the system, the indicator
will lightup.

e Bees Mode Parem e Py

DIN 1-Hon Speed o 18- Postve Lint Swich 1-10s

15-Nogatve st Swach 1.t
om o 1Pk et v 2-i6h

on o oo 2160

on oo 3 2-16h

ons 0o 3 2163

..... 7 o oo 2163 2 A Hih
Gener sl Purpose Digiel Outputs

Stare: Mok Parom
Dot (o™

bouT2: 11 Device Fakt

Digtal Relay oo 0-Fak Mode Nofauts, Rekay cosed.

Figure C.9: Kollmorgen workbench digital input and output settings with relevant parameters.
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C.1.10 Compare engines
The compare engines are not used and will thus not be discussed.

4 F Compare Engines
Overview on the compare engines available in the drive.
Compare Engine 0

0000 ms
Postion Loop Feadback 7 8698 mm ]
= m
@ = &
@ @ |

Compare Engine 1
0.000 ms.

Position Loop Feedback 8.698 mm
= £ -—
@ o= B v =
Iz —_—

Figure C.10: Kollmorgen workbench compare engines settings with relevant parameters.

C.1.11 Position capture
This particular position capture section is not used and will thus not be discussed.

Position Capture

The dive will be abls to capture the position of the axes

Position Capiure 0
Capturs Parameters
Capturs Mode: 0-Single-shot Position Source: 0-DIN1 >
Edge. 1- Rising Edge ~
Capturs FB Source: |3 - Standard position ~
Pre Condition
Am Condition: 0- Trigger edge ignors prece
Source: 0-DIN1 e
Edge. 1- Rising Edge ~
Position Capture 1
Capture Parameters
Capturs Mode: 0- Single-shot Postion Source: 0-DIN 1 ~
Edge: 1- Rising Edge v
Capture FB Source: | 3 - Standard position v
Pre Condition
Amn Condition: 0 - Trigger edge lignore precc ~
Source: 0-DIN 1 ~
Edge: 1- Rising Edge v

Figure C.11: Kollmorgen workbench position capture settings with relevant parameters.
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C.1.12 Motion profile table
The motion profile can be used when the system is in service mode. A further explana-
tion will be given in appendix E.4.

f Motion Profile Table @ Lesm .
sies -

D o e ot taties mat ave stores e Dove.

s Chck it KACCFF bt ators wsrsy the motiorspewie table. G 16102 e

M| e [

Figure C.12: Kollmorgen workbench motion profile table settings with relevant parameters.

C.2 Axis settings
The axis settings are the motor settings. Do not change these settings without consoli-
dating an expert. Each setting will be discussed individually.

C.2.1 Feedback

The feedback setting configures the connection of feedbacks and loop sources for the
axis. Since thereis only one feedback system, every feedback should be setto "0 - Feed-
back 1" see the figure below.

0 Feedback
Configures the connection of feedbacks and loop sources for this axis.
Control Loop Sources
Commutation 0-Feedback 1 v 20 - Sine Encoder with Halls|  Configure Feedback 1

— 0-Feedback 1 5 20- Sine Encoder with Halls  Configure Feedback 1

Peisiion Loog 0-Feedback 1 v 20- Sine Encoder with Halls|  Configure Feedback 1

Figure C.13: Kollmorgen workbench axis feedback settings with relevant parameters.

C.2.2 Motor

The most crucial section is the motor section; the parameters should not be changed.
The continuous and peak currentare found in the motor’s spec sheet (2.1 Armsand 7.0
Arms). The coil thermal constant determines how long it takes until the coil is at 63 %
of the coil temperature. The formula is found to be motor.ctfO = 1000/ (te*2*pi), which
results in a coil thermal constant of 2.2105 mHz. According to the spec sheet, the in-
ductanceis setto 6.5 mH, and the inductance saturation is setto 225 Arms. There are
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two motor poles; this value corresponds with the number of pole pairs. The motor has
a phase shift of 120 degrees, as discussed in appendix A.1.1. The moving base is ap-
proximately 5 kg, according to PM bearings. The force constant, EMF constant, motor
resistance, maximumpvoltage, maximumspeed,andpolepitchareallfoundinthemotor
spec sheet and are depicted below.

Motor
These parameters describe the motor attached to this drive

Motor Praperties
Motor Name: SezE L
Motor Type: 1- Linear, Permanent Mz ~ Create Motor.
Motor Autoset: 0-OF ~

Continuous Current:
Peak Cument:

Coil Themnal Constant:

2,100]

Inductance (quad, 1} 6500 mH
Induetance Saturtion: 2250000  Ams
Mator Poles:
Motor Phase

Mass:

Force Constant:

EMF Constant;

Mator Resistance {H):

Maximum Voltage:

5.001
63,001
55,500

8,000

™~

5.001

N/Ams
Vpeak/im/s)
Chm

Vims

mm/s

Maximum Speed:

Indl B
— |2
P} =l =s
S s8] [~ s/= =
a
iy
8

Pole Pitch: 42,00 mm

Figure C.14: Kollmorgen workbench axis motor settings with relevant parameters.

C.2.3 Foldback

Foldbackdetermines howfastthe motorheatsupandisdiscussed inmoredetail in ap-
pendixB.6.Itiscrucialtocheckwhetherthe peakand continuous currentvaluescorre-
spond to the previously entered values.

?\ Foldback

=" Foldback is used for motor/drive power ratings protection

|
------ \
\
\
\
\
hoS
Peak Curent .
Ams Time Constant
25914] s
¥
Continuous Current
e
t
PE— PEE—
Maximum Time: 12.957) s Recovery Time: 322457] s
Motor Foldback Curent Limi: Ams Fauk Level Ams
Alowable Curent 9.450] Ams User Faut Level 2.100] Ams 3
Curent Command: 0,000] Ams Waring Level 1.800] Ams

Figure C.15: Kollmorgen workbench foldback settings with relevant parameters.
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C.2.4 Brake

Nobrakeisfitted onthe system (this would be amechanical brake). Dynamical braking
(braking on the motor), which is purely damping, can be performed by the stage. The
brake state should be set to "0 - No brake fitted".

( ) Brake

The parameter for contralling a motor’s brake.

Brake State: 0 - No brake fitted ~

Figure C.16: Kollmorgen workbench brake settings with relevant parameters.

C.2.,5 Units

The servodriveris currently configured touse mm instead of meters. Itcanbe changed,;
however, the effect on the other componentsisn’tevident. The Pole-Pair pitch should be
set to 42.000 mm according to the motor section.

?  Units

i | You can select the units used for positions, velocities and accelerations.

Select Type of Mechanics: | Motor Only v

Pole-Pair Pitch

[ a0 om

Position Unit: 1-mm v
Velocity Unit: 1-mm/s v
Acceleration Unit: 1-mm/s"2 v
Modbus Unit: Goto Modbus

Figure C.17: Kollmorgen workbench units settings with relevant parameters.

C.2.6 Limits

Thelimits shown are a safety measure and are a combination of the previously entered
values. The only new parameters are the user over-speed limit and the maximum posi-
tionerror. When thesevalues are exceeded, afaultwillbeissued. Thelimit switches can
be tested by moving the stage (make sure the stage is disabled) over the limit switches
and see whether the indicator lights up, and a warning will be given.
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Limits

This page shows al the drive limits in one place.

Current Limits
Positive Peak Current; 7.000( Ams
Negative Peak Cument Ams
Dynamic Brake Peak Curent: 2,000/ Ams

Velocity Limil
Positive Speed Limit: 5.000.000( mm/s
Negative Speed Limit -5.000.000| mm/s

User Over-Speed Limit: mm/s

Overall Over-Speed Limit 6.000.001| mm/s ) Min from user, motor mechanical and back EMF limits
Posifion Limi
Maximum Postion Eror 100.000]

HW Postive Limt Switch Configure Inputs ()

o [2
| | |g
@&
sl|3
BB
s
&5 ~[|= &
@l 2
@l8 )
8|8 = B B
olln 2 2
28 3 2 2
= g[8
3
EH

HW Negative Limit Switch @]
SWI Limit Switch 0: [ o
W Limt Swich 1: [ 672,000 mm
son Lii
Acceleration: mm/s"2 /N Notused
Deceleration mm/s"2 A\ Notused

Motor and Drive Limits

These limits are set through the motor foldback: Goto Foldback

Figure C.18: Kollmorgen workbench limits settings with relevant parameters.

C.2.7 Home

Whenthestageisturnedon,itwillstartwithitshoming procedure automatically. Hom-
ingis crucial when performing a displacement controlled motion. By homing, it deter-
mines the outer limits and finds the center of the track. The type of homingused is the
"1 -find limit switch" method. It will move towards the positive limit switch from which
itmoves back250mm, which is the (approximate) center of the track. The center of the
stage is now the zero position; this is important when a motion moves around zero. The
homing procedure can be done manually by clicking the start button. Homing will only
startin service mode; therefore, itis essential to start the stage in service mode.

Home
This page is used to issue a homing command. The home command is used to zero the drives position.

Select the type of homing motion you wish to use:
1 - Find limit switch v

Negatve Limit Switch \I (—‘—]f 2. Positive Limit Switch
1. Sart Posi wnx
Reference Point

Goto Motion Status

Settings Controls
[ 299938 mmss"2 Found:

D [ 2999%8] mmss"2 Done
Direction: 1 - Postive v Active:

Dist. after homing: \ -250,000| mm Error: (@]
Postion mm Postion Feedback 868] mm

21,000 5 1- Enabled v
Position Emor Thresh.: 21,000 mm Auto Homing: al
i B A St

Postive Limit Switch: | Digial Input 1 () Confiqure Inputs
Max Distance: mm € Disabled when value is 0.

Figure C.19: Kollmorgen workbench home settings with relevant parameters.
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C.2.8 Current loop

The working principle of the currentloop is described in appendix A.4.1. Therefore, we
will not discuss the working principle and only highlight the relevant parameters. The
current offset, friction current, and viscous FF gain are set to 0; cogging compensation
is also turned off. The following parameters can vary for different testing conditions.
Thereforethereare twofiles with mostlyused testing conditions (servicemode and ana-
log input mode over the full range). For the PI controller, a proportional gain of around
40 V/Ais often sufficient.

Current Loop

Parameters for controlling the torque force of the motor. Usually no changes are needed with comect motor data.

Coulomb Friction Comp
Velocity Command

Cogging Comp.  Limiter Pl Controller
Current Command . Voltage Command
o o
Cument Offset Cument Feedback

Compensation Pl Controller  Limiter  Source  Status

Proportional Gain WA

Figure C.20: Kollmorgen workbench current loop settings with relevant parameters.

C.2.9 Velocity loop

The working principle of the velocity loop is also discussed in appendix A.4.2. Only the
relevantparameterswillbehighlighted. Theramplimiter (maximumacceleration)isset
to an appropriate value for the use case. The velocity clamp (maximum velocity) is the
same as the motors’top speed (5 m/s). The current parameters for different use cases
can be found in saved parameters files on the computer (see Appendix E).

n) Velocity Loop

The parameters for controling the velostty of the motor
Acceleration Feed Forward

Velocly  pamp Limiter  Vslosty Clamp Friction Compensation

Profile

Observer
Bandwidth

@

Viscous Damping Compensation

Velocity Curent
Command AR AR2 Pl Controller | Command

Observer Current Command

Observer
Mode Cortrol

Velocity Feedback Unfitered Velocity Feedback:

Fittered Veloctty Feedback

Ramp Limiter  Velocity Clamp AR Fiter P| Controller  Observer Source  Status

Proportional Gain. 0.425] Ams/fad/s)
Inegral Gain 3.121] He

Figure C.21: Kollmorgen workbench velocity loop settings with relevant parameters.
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C.2.10 Position loop

Again the working principle of the position loop is discussed in appendix A.4.3. The
parameters vary for different use cases; therefore, the correct parameter file must be
uploaded to the servo driver. When the values are setincorrectly, there is the chance of
loud audiblenoise and possibly damage to the setup. Be cautious when changingthese
parameters, and do not hesitate to disable the system when there is a loud noise.

@ Position Loop

The parameters for controlling the position of the motor.

Postion
Command

o

|

@
Velocity-Feed Forward Gain Velocity
{E ‘ -
Max Posttion Emor Integral Gain Proportional Gain Velocity
Command
‘ll + b+
T Position

Feedback

@

Gains  Limter Source Status

Proportional Gain:

Integral Gain:

[ o o T

Saturation Level

Feed Forward Gain:

Figure C.22: Kollmorgen workbench position loop settings with relevant parameters.

C.2.11 Programmable limit switches

The setup uses hardware limit switches due to their reliability. There are no software
limit switches configured. Software limit switches will not work when the homing pro-
cedure is not done correctly. The relevant parameters are shown below.

*6‘ Programmable Limit Switches

Tespage ows 1 corfure P Pogramrrable Lt Swdches L)

PLS Cordiuraton
Eried

o

Dot Qs

se Mo
8- Cortrmn
9. Cotrunn
0-Crtruna
0. Cortruna
0-Gortruna
0-Cortruna
0-Cortrumn
9-Cortrunn

© OsOm Tantcotoms  Grkam

Curert Postion
Peston Feattack

Postion res Vhctn Tme

0. Possen

0-Posten
0. Posten 0050] v
0-fomten ¢ 000] e
0-Posen 5] e
0-Fomten 300]
568 o 0 Fomen 0050] e
4350] 0-Fomn 0060) e

© Dot Ot 2 cordued. Cartiare

5658] n

Figure C.23: Kollmorgen workbench limit switches settings with relevant parameters.
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C.2.12 Enable/ Disable

The enable/ disable screen gives a good view of the status of the setup. The hardware
is always enabled due to a bypassin the system (see electrical wiring, appendix D). The
softwareisdisabled by defaultatstartup; the stage mustbe enabled using the Kollmor-
genworkbench before use; thisisdiscussed in appendix E. The disable modeisused in
such a manner that it will make a controlled stop and then dynamic brake after disabling.
The relevant parameters are shown below:

0 Enable/Disable

This page allows you to control how the drive enables and disables.
Hardware Enable Mode: 0 - Rising edge of hardware enable will clear drive faults v Disable Mode: 2-Controlled stop then disable v
Software Enable Default: | 0 - Software disabled at startup v Disable Timeovt: 1.000| ms

(False)

Software Enable (Faise)
No Fautt (Truc)

In-Rush Relay Closed (Faise)
Initislzation Successful (True)
No Controlled Stop (Truc)

Enable (7

Hardware Enzble (True) Power Stage (Of)
STO (False)

.

Velocity Threshald. [ 3500 oms Deceleration: [ 7000,119] mmAa"2
Velociy Threshold Tmeort: [ 6] ms
Cortrolled Stop Input: Corfiaure Inputs

Figure C.24: Kollmorgen workbench enable disable settings with relevant parameters.
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Appendix D
Air bearing stage - Electrical
wiring

Theairbearing stage setup hasalotofelectrical components. These componentsrange
from power cables, led indicators to a precision optical encoder readhead. These com-
ponentsneed towork together flawlessly to ensure a safe system. Since notall the com-
ponents are directly compatible, some adjustments are made. There is a difference in
termination resistance between the optical encoder and the servo driver. Therefore an
additional termination resistor box (the stagefixer 4000) is created. In the first section,
the electrical wiring in the enclosureis discussed. After that, the two data cables (going
from the servo driver to the stage) are discussed.

D.1 Enclosure

The electrical enclosure houses most of the electrical components, as discussed in ap-
pendixA.5.Theenclosure’sprimarygoalistoremoveanyelectrocutionhazard andorga-
nizeallthe cables (seeFig. D.1). Asingle power cable (3x2.5mm?)isfed tothe enclosure.
The cable goes through an on/off switch, after which itis divided into the components.
Insidetheenclosureisa24VAC/DC power supply unit (MeanwellNDR120-24), which
powers all the logical components. The power supply has an overcurrent protection,
such thatitwillrecover after the shortis removed. An overview of the wiring can be seen
in the figure below (see Fig. D.2). The connector X10is left empty; this will be discussed
in section D.2. The safety circuit and the latching relay will be highlighted to clarify the
working principle.
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Figure D.1: Inside of the electrical enclosure with all the components. On the right hand side is the servo
driver. On the left hand side is a National Instruments CRio which can be used in the future.



7'd @mSLy

*9INSO[OUD JI[[OIFUO0D 3} IPISUT WresSerp SULIIM [eI}09[H

BN U

e

Emergency Air-pressure
button sensor

Enclosure

switch

Safety circuit -
error indicator
[} 24y
1> (o] GND
— T—GND
— o] sTO
X7
o oM
o oI7
Faull eset
indicator (<} Di4
X2 "o o iz
Fault reset
o -Br ° oz
o +Br o o2+
o PE Fault o Do1-
© v o DO1+
on off ’
wwiteh Re Green M o v
o o
w Negative fimit switch o oI
o—
Positve imit swich
. o—
e X9 X10
Power On
indicator Regen resistor -bC
— % — +8C
1
2
5]
PE PE
Motor
indicator
o]0

x
@

o|l|o|Oo|OfO|O|OC|]O]|]O|O

AG

aInsopPuUA 1°q

G8



86 DAirbearingstage - Electrical wiring

D.1.1 Safety circuit

Asdiscussedearlier, the safety circuit (or STO)isanimportantfeature. When the safety
line (24 V) is cut, the motors will stop immediately, and afault will beissued. The safety
circuitline starts by going through an emergency stop, which is a normally closed con-
tact; when the button is pressed, the connection will be cut. After the emergency stop
button is the air-pressure sensor, which measures the air pressure supplied to the stage.
When the pressureis too low, it will open the contact; when the pressure is sufficient, it
will close the contact. Itis important to note that the sensoritselfis also attached to the
ground tousetheindicatorlighton the sensoritself. Lastlyis the enclosure switch; this
switchis builtin the physicalenclosure. When the enclosureis opened, the contact will
be opened as well. An indicator lightis added to the system to make debugging easier.
When the safety line is cut, an indicator light will light up. Since the indicator will light

_up when the line is cut, a relay is added. The relay is used as anormally closed relay.

s

Emergency Alr-pressure Enclosure
button sensor switch
24V AC/DC power supply j@i
unit simplified Satety circut X1

error indicator

4\, o +24V
GND

3 @] 5T0

Figure D.3: Electrical diagram of the safety circuit (STO).
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D.1.2 Motor power circuit

The servo driver needs two power sources, one logical power source (24 V) and one
powersourcetosupplythemotors(230/380V). Thepowersourcetopowerthemotorsis
provided tothebusbar. The bus bars’voltage canbe seenin the Kollmorgen Workbench
application,asdiscussedinappendixC.1.2. Itisanextrasafetyfeaturetobeabletostop
supplying power to the bus. Since there is a large current going through the relay, two
different relais are used. The first relay makes a latching circuit, which means the but-
tons only need to be pressed once to open the circuit instead of keeping them pushed
in. The second relay is a larger relay used for larger currents connected to the bus and
anindicatorlight. There are two buttons (a green and a red one) and an indicator light.

The green buttonis connected to the normally open switch; thered button is connected
to the normally closed switch. When the green button is pressed, the circuit will open;

therefore, 24 V will be supplied to the larger relay. When the red button is pressed, the
circuit is interrupted, closing both the small and large relay.

! )

GND +24V

—

Red
button

Green
button

2 ¢

—L1 ;\\‘.:
|—P X3-U1

*—L2 ) » X3-L2

Mator
indicator

Figure D.4: Electrical diagram of the motor power circuit.
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D.2 Data cables

Thereareseveralessentialdatacablesbetweentheservodriverandthestageitself. How-
ever,sincethestageisnotdirectlycompatiblewith the servodriver, someofthewiresare
splittomakeitcompatible, makingitsomewhatunclear. This section willdiscuss each
cable between the stage and the servo driver. Three cables and an air hose are coming
from/ going to the stage. The cables are depicted in figure D.5, which is captured from
the air bearing stage manual as provided by PM bearings.

Figure D.5: Cable overview captured from the PM bearings manual.

The first cable is the motor cable (with connector 2), which uses four cores (U, V,W,
PE). Since this cable is relatively straightforward (it is going directly into the servo driver),
itwillnot be discussed. However, in the manual provided by PM bearings, an extension
cableisdepicted;thiscableshouldnotbeused. Thecableistoolong,and theshieldingis
notconnected, causinglots ofelectromagneticinterference. The second cable (connec-
tor 3) is the cable of the Renishaw readhead. This cable is quite fragile; some caution is
required. At this point, the magic starts to happen. The Renishaw readhead captures the
limit switches. Usually, this is transferred directly to the servo driver through the same
connector. However, the servo driver requires the limit switches as two digital inputs.
Therefore a cableis made between the Renishaw readhead and the AKD servo driver to
divide those cores. Another problem is the incompatibility in termination resistance of
the AKDservodriverandthereadhead;therefore, atermination boxis made. The termi-
nation box is also discussed below. The last cable coming from the stage is the motors’
data cable (connector 4), which provides the hall sensor signals and the temperature
sensor. As can be seen from the figure below, the two cables (motor data cable and the
Renishaw readhead) are combined into two different cables. One cable is attached to
the digital input, which are only three cores (com, positive limit switch, negative limit
switch). The other cableis connected to the feedback port (X10) ofthe AKD servodriver.
Since there was insufficient data anewwiring diagram is created and depicted below.
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Termination resistor out X10 (feedback)
1 Cos - 1 Hallu
2 Sin - 2 Hall vV
3 Zero (Ref.) + 3 Hall W
4 5V 4 Sense +
5 5V L ‘f‘f‘—[ 5 Sense -
6 Set-up 6 Zero +
7 Limit switch 1 [ [ [ [ 7 Zero -
8 Limit switch 2 VV‘—'J)f 8 | Thermal control +
9 Cos + 1 ‘JV‘—'J)i 9 | Thermal control -
10 Sin + il [ r 10| +5V
11 Zero (Ref.) - ‘JJ ,—/ [ [ [ [ [ 1; ov
12 ov 1 A+
B o (- ey~
14 Remote cal E % E E % E 14 B+
15 15 B-
Motor data X7 (IO connector)
ov 1 Common line
5V 2 Digital input 7
Ground B ‘ ‘ ‘ 3 Digital input 4
Hall B ™1 4 Digital input 3
Hall A [ ™1 [ [ ( 5 Digital output 2-
Ground A j | ( 6 Digital output 2+
Ground C { F’” 7 Digital output 1-
Hall C ™ 8 Digital output 1+
PTC 1K ( ‘ 9 Digital input 2
PTC 1K 10 Digital input 1
NTC
NTC
Ground

Figure D.6: Wiring diagram of the feedback system (motor and readhead data). This data was not supplied
with the stage and is thus measured and documented for future reference.
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D.21 Termination resistor

Since the AKD servo driver uses a different signal termination compared to the Renishaw
Readhead, additional termination resistance needs tobeadded. Atotal of five resistors
need to be added to make the system compatible. A schematic overview of the termi-
nationresistanceboxisshownbelow. Threeterminationresistors (120ohms)areadded
betweenthecosine, sine, andreferenceto satisfy therecommended signaltermination.
Twomore termination resistors (> 10k ohms) are added to ensure that the current does
not exceed 20mA. While this subsection is only five lines long, it took along time to find
out what was wrong due to poor documentation.

Renishaw Readhead Termination resistor out
1 Cos - 1 Cos -
2 Sin - H L2 Sin -
3 Zero (Ref.) + ﬂ \l_— 3 Zero (Ref.) +
4 5V g 4 5V
5 5V 5 5V
6 Set-up 6 Set-up
7 Limit switch 1 § § 120R 10k 7 Limit switch 1
8 Limit switch 2 8 Limit switch 2
9 Cos + 9 Cos +
10 Sin + 10 Sin +
11 Zero (Ref.) - g 11 Zero (Ref.) -
12 ov —_Il ||j 12 ov
13 ov M 13 ov
14 Remote cal 14 Remote cal
15 15

Figure D.7: Wiring diagram of the termination resistors to make the readhead compatible with the servo
driver.
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Air bearing stage - How to use
guide

The linear air-bearing stage is a valuable piece of equipment and needs to be handled
with care. Several safety features are built-in; however, the operator is still critical in
ensuring a safe working principle. Please read this guide before using the setup and
consolidate a trained user when experiencing any problems.

The stage can beused in three different modes using two differentinput modes. The
threedifferentcontrolmodeswhichcanbeusedareforcecontrolled, velocity controlled,
and displacement controlled. Itisrecommended to use the displacement controlmode
duetothehighestlevelof control. This guide willuse the displacement controlled mode
as abase. There are two ways of sending the displacement signal to the stage using an
analoginputand using motion tasks. When using an analoginput, a BNC cable is con-
nected toafunction generator oranyanalogoutputdevice (aslongasitismaximum+/-
10V). The analog signalis then captured by the servo driver, which converts the analog
voltage value to a position. The servo driver will move to the desired location with a pre-
scribed maximum acceleration. The second mode uses motion tasks; instead of using an
analoginput, thedesired positionis programmed in the servodriverusing the software.
The servo driver will perform each task (command to go to a particular position) in the
given order. Both methods have their pros and cons, which will be listed below.

Pro Con
Analog input | - Ease ofuse - Analog signalsare
- Ability touse every sensitive to noise
type ofsignal - Due to noise; the
system can’t be as stiff
Motion tasks | - Motion can be described - Motion tasks can only
more precisely perform periodic motions
- Autotunercanbeusedfor - Updating motion tasks
controland can be setstiffer takesasmallamountoftime
- Using the motion task as a
referencerequiresan extrastep.

Bothmethodswill bediscussedin this guide. First, aquick explanation will be given
onthehardwareaspect. Whatstepsneedtobeperformedtopoweronthestageand start
the motion. Next, a description of the software’s basics will be given, after which it will
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splitinto two chapters, one explaining the analoginput mode and the other describing
the motiontasks.

E.1 Hardware

Whenyou are at this point of reading this guide, you should know how the stage looks.
Are you sitting next to it? Good.

The first step is turning on the air supply to the stage. The valve to turn on the air-
supply is next to the pole on which the air filters are attached. Please do not adjust the
air pressure; only open the valve and verify that the pressure is around 4 bar. The stage
is now free to move; you can verify this by pushing it with your hand; you should feel no
obstacles when moving it.

Figure E.1: Air supply line with the valve indicated in red.

Thenextstepis poweringon the stage and the computer. Checkwhether the stage’s
plug (under the table) is connected to the power outlet; if not, please do so. You can now
turn on the stage by turning the red on-off switch on the control enclosure’s lower left
(see Fig. E.2). A few indicators will light up, the white power button, and probably the
red safety circuit error; this is correct.

The indicators/ buttons all have their purpose. Youdo not need to touch any of the
buttons yet.

* Power - this is the main power switch of the system, including all the logical con-
trollers.

* Motor-thisisacombination ofa switch and indicator. By pressing the green but-
ton, the motor is supplied with electricity. Turning on the motor power does not
mean that the stage will start to move. It will only supply power to the BUS rails.
The indicator will turn on when it is turned on.

* Power on - this indicator will light up when the main power is supplied and the
power switch is turned on.
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Figure E.2: Outside of the controller enclosure with the interfacing features.

Axison-thisindicatorwilllightupwhenthestageisturnedon. Pleasebecautious
when the indicator is on.

Faultreset - when there is a faultin the system, the button will light up; this fault
can be reset using this button.

Safetycircuiterror-ifthesafety circuitis cut, thisindicatorwilllightup. Thethree
main safety features are discussed below.

Fault - if there is a fault in the system, the indicator will light up.

When the safety circuit error lights up, there can be several causes. There are three safety
features built-in when the indicator does not turn off, check whether one of the safety
features istriggered.

1.

Safetybutton-checkwhethertheredsafetybuttonisnotpressed. Youcanpullthe
red safetybutton toreleaseit. Donothesitate to push the button when something
goes wrong.

Air-pressure-whentheair pressureis toolow, the safety circuit will be cut. Check
whether the air pressure is right above 4 bar.

Physical enclosure - to prevent any mechanical hazard, an enclosure is fitted around
the stage. When the lid is open, the stage will not turn on. Please close the lid to
ensure safeworking.

You probably want to attach your prototype to the stage. Attaching a prototype is
easy using the mounting holes in the moving base. The mounting holes are M4 x 0.7
holes spaced apart, as shown in the figure below. It is essential to note that more bolts
and nuts are on the stage; you should neverloosen or adjust them since they are meant
to adjust the air-bearing itself.
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——— :
| IS | 20 x45' (4x] g

— | — .
30 s 0

Figure E.3: M4 mounting holes on the stage, the holes encircled with red can be used. The mounting holes
are 8mm deep.

E.2 Software

First, we will walk through the basics of the software which is being used. There is one
main program we’re using to control the stage; Kollmorgen Workbench. Kollmorgen
Workbenchisaprogram from AKD tocontroltheservodriver. Togetstarted, logintothe
computer; this can be done using your personal TU Delft account and the local admin
account (username: ".\localadmin", password: "Stage4000!"). After the computer has
loggedin,launch Kollmorgen Workbench. Youwill see a screen like shown below. Select
the driver (Stage4000) in the quick start settings and hit the connect button.

:
‘X’ Kollmorgen WorkBench

Quick Start Recent

Start

Figure E.4: Startup screen of Kollmorgen Workbench in which the servo driver can be selected and connected.

Possiblyyougetapopup thatasksyouwhetheritshould download thelocal param-
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eters tothe hostand vice versa. Select "download local parameters to host." Hitting the
other button does not influence the system significantly. Nowyou will see a screen like
showninfigure ; welcome to the Kollmorgen workbench. First, afew essential elements
will be explained. Don’tbe afraid; the stage will not start moving withoutyou telling it.

In the figure below, you see the home screen of Kollmorgen. The screen is divided
intofouressential sections. The usage ofeach section will be discussed below. Section 1
is the menu and toolbar, section 2 is the device list, and section 3 is the status bar.

Figure E.5: Home screen of Kollmorgen Workbench with the 3 main sections highlighted in the red boxes.

E.2.1 Menu and toolbar

The upper menu is familiar with programs you’ve probably used before and will there-
forenotbediscussedin-depth. However, it can be useful toknowthatyou can saveyour
project (with its settings) to a specificfile. The toolbar essential when using the stage; it

4> Kollmorgen WorkBench
File Edit View Tools Help
(¢) (2] [3l @ Panic Disable & Clear Faults ~ Save To Device  Disconnect = & Axis (1) Enable = Stop  0-Service v 2 - Position ~

Figure E.6: Menu bar of Kollmorgen Workbench.

holds some of the most used buttons. The buttons will be discussed when going from
left toright.

* Back, forward, up; these buttons speak for themselves.
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* Toggle watch panel; when clicking the button, the lower watch panel disappears.

* Panicbutton (F12); this is a critical button; when you press it, the stage will stop
immediately and issueafault. The panicbuttonis anemergencybutton;onlyuse
itwhen necessary (thereis a chance of slamming the end stops when powered off
incorrectly).

* Disable & Clear faults; when there is an error in the stage, you need to clear all
the faults. Most common faults (overspeed, safety circuit, position errors) can be
cleared this way (or by pressing the reset button on the enclosure. A significant
fault should be handled by lab support or a trained user.

* Save to device; when you made changes to the device, it can be useful to store
them in its memory. When you close the software, all settings won’t be lost.

* Disconnect; this button can be used to disconnect the drive. You don’t need this
button.

* Axis (1) enable; thisbuttonisused toenable the stage. Be cautious when pressing
this button. Do not press this button yet.

* Stop; it stops the motion command and does not work when the analog input is
used as a control signal.

* Command source; using this selector, you can choose which command source you
would like to use. Only the Service and Analog mode will be discussed.

* Operationmode;thisdetermineswhichlevelofcontrolyouwant, torque, velocity,
or position. Itis recommended to use the position mode.

E.2.2 Device list

The device list only shows up when the servo driver is connected (see Fig. E.7). This
device listis used to change the parameters. There are four bullets which we’ll be dis-
cussing and using. Do not change the axis settings as this may cause damage to the
motors.
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+ ) no_rame (Simulated)”
& Score
[ Parameter Load/Save
€, Teminal
4 @ Devics Setings
- @ Communication
B Pouer
A Regen
Feedback 1
Feadback 2
©) Encoder Emulation (X3 Cfg)
™| Analog Input
|/ Analog Output
A Digital 1O
- 4 Compare Engines
@ Position Capture
1 Motion Profile Table
[ Al Parameters
4 ) Device Diagnostics
@ Faults and Wamings
o w fois 1(1)
4 @ Setings
(@) Feedback
b @) Motor
= Foldback
Q) Broke

1 () Current Loop.
{02) Veloity Loop

1 {[)) Position Loop
‘G Programmable Limit Switches
(@) EnableDisable
Performance Servo Tuner

£ Siider Tuning

2 Motion Status

Y Service Motion

[F Motion Tasks

Figure E.7: Device list and settings in Kollmorgen Workbench.

The scope is used to record data inside the Kollmorgen. When you want to record
more than one signal (since there is only one analog output), you can choose to use the
scope. Thescopecanrecordupto 10,000 samples; thisisnotawholelot. Youcanrecord
sixdifferent sources; this can be, for example, the analoginput, the position command,
the position feedback,and manymoresignals. Inthe time-baseand trigger tab, youcan
select for how long and with which sample rate the scope should record.

Scoj
[~ Rhuineind =

Szt e e e vt e

E—

AP | Save i | Mmoo | Dy | Sl

Figure E.8: Scope viewer in Kollmorgen Workbench.

Parameters Load/Save is used to upload the parameters which set the correct set-
tings for the PID loop. This section will be elaborated later on.
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Device settings - only two device settings (analog input/output) may be changed.
The other settings should not be changed. The analog output can be configured to the
desired output. This outputis scaled from the selected parameter toavoltage. The ana-
log output can, for example, be used to record the actual position of the stage. Try to
scaletheanalogoutputtotheexpected outputsuchthatthevoltageisaslargeas possi-
ble.

Axis 1 - motion tasks - these motion tasks are one way to control the stage. A more
elaborate explanation will be given later on in section E.4.

E.2.3 Status bar

The status bar givesyou all the information youneed in ablink ofthe eye. Above the sta-
tusbaristhewatch panel, whichshowssomeparameters. Youcansettheseparameters
totheonesyoulike. Auseful parameteris the Foldback currentlimit (IL.MIFOLD); this
shows the maximum allowable currentsupplied to the stage. The stage can onlyhandle
alarge amount of current for a short period. This current decreases when the stageis
pushedtoitslimit; whenyouseethisvaluedecayingquickly, you knowyouare working
onthe stage’slimits. Below the watch panelis the axis status, which shows four blocks.
Software enable (SW) tells you whether the stage is enabled by software. Hardware en-
able (HW) tellsyou whether the stage is enabled by hardware; this value should always
betrue. Thecontrolled stopisgreenunlessthe systemis stoppedin software. The safety
circuit (STO) should be green as well for the stage to turn on. When you click the axis
status, an enlarged view will be shown with all the conditions to be met for the stage to
turn on.

O Axs 1(1) Status X

Dynamic Brake (False) O

Software Enable (False) O————1

No Fault (True)
In-Rush Relay Closed (False) O=—{
Initialization Successful (True)
No Controlled Stop (True)

Hardware Enable (True) Power Stage (Off)
STO (False) O

Figure E.9: Axis status as shown in Kollmorgen Workbench.

E.3 Usage

At this point, you know the very basics of the Kollmorgen software and hardware. Now
we willdo a step by step guide on how to use it. When you are at this point, please check
the following:

* The air supply is turned on.

* The main power switch is turned on.
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* All the safety conditions are met (air-pressure, the enclosure is closed, and the
emergency button is not pressed).

* You know which operation mode you’ll be using (motion tasks or analog mode).
e The fault indicators aren’t light up.

Thisguidewillnowsplitupintotwosections; whenusinganalogcontrol, continueread-
ing. When using motion control, please proceed to Sec.E.4.

E.3.1 Analog mode

The first thing we need to do is import the correct parameter file. Todo this, head to Pa-

rameters Load/Save and click Load from file. Select the file "Kollmorgen_parameters_analog".

The correct parameters for the PID are now imported.

The nextthingwe need to dois setthe analoginput settings since we’re going touse
that. Head to device settings - analog input and fill in the correct parameters. Ensure that
theinputsignalisaslargeaspossible(thusascloseaspossibleto+/-10V)andtheanalog
inputmodeis settocommand source. The scale can now be set to the appropriate value.
Dothesamefortheanalogoutputifnecessary. Ensuretheanaloginputisconnected to
the function generator or signal generator through the BNC connector and starthitting
the "Adjust to 0" button. Do the same for the analog output (select the analog output
mode and the scale factor).

Analog Input

This page shows the analog input signal preprocessing
Analog Input Mode: | 1-Command Source ~

Input Voltage v

Ana\cfslnput Low Pass Filter Deadband Scale Posttion Command

+
e ]
+
e [0y

/AN £nalog input is ignored as command source (change command source) Gt Postion Loop
Less <<

Deadband Maode: |0 - Deadband ~

Figure E.10: Kollmorgen workbench analog input settings with relevant parameters.

We're almost done, don’t worry. We first need to home the stage (determine where
the center of the track is). Follow the following steps:

1. In the upper toolbar, select "O - service" mode (even though we’re going to use
analog mode) and "2 - position" mode.

2. Turn on the motor power by pressing the green switch on the enclosure.

3. Press the "Axis (1) enable" button in the upper toolbar.
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4. The stage will start to move (and you’ll probably hear a high pitch noise), don’t
worry; it’s now homing (determining where the middle is).

5. Thestagewillnowreturntothemiddleoftheairbearingtrack;thisis250mm from
each side.

Atthis point, we can start switching to the analog mode; thisis done by changing the
controlmode in the upper toolbar from "O - Service" to "3 - Analog". The stage will make
anaudiblenoise;thisis correct; thisisthe analoginputnoise, which is beingamplified.
You can now start your signal generator and start measuring; good luck!

Some tips and tricks:

* When you're done measuring, disable the stage.

¢ Whenyouareagainstartingwithanewmeasurement, the stage maynotbeatthe
zero position (0 mm). When you turn on the stage (while it is not at zero) and the
inputiszero, the stage willjump asfastas possible back. This jumphappens with
such high acceleration that it may damage your prototype.

* When the situation above occurs, before enabling the axis, switch to "0 - Service"
mode and head to the axis settings menu, and click Motion tasks. Nowyou’ll see
some motion tasks of which oneis probably Omm. Select thisone and hitthe start
button. The stagewillmove backtozero,afterwhichyoucanswitchbacktoanalog
mode.

* Use the scope to measure data, and include the same signal as you use for the
analog output. This way, you can merge the two data streams.

E.4 Motion tasks

he first thing we need to do is import the correct parameter file. To do this, head to Pa-
rameters Load/Save and click Load from file. Select the file "Kollmorgen_parameters_motion_task".
The correct parameters for the PID are now imported.
The next thing we need to do is set the motion tasks. A motion task describes how
the stage moves from one position to another. The motion tasks can be found in Axis 1
(1) - Motion tasks. Amotion task needs several input parameters, the position which it
needs to move towards, the velocity (which is the maximum velocity), the acceleration,
and deceleration. The acceleration and deceleration are used to reach the command
velocity.
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Motion Tasks @ Leam more sbout ths topic
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Figure E.11: Kollmorgen workbench motion task table.

Whenyouclickamotiontask,yougetapopupscreentosettherelevant parameters.
Themotion taskhasalotoffeatures;only somerelevantoneswillbe highlighted. Please
note that using this feature is not recommended when doing a sine sweep. A velocity
profile defines the motion task; this determines how the stage will move from one point
to another. Usually, the profile is set to trapezoidal; however, a custom motion profile
can be made in the motion profile table setting.

Edit Single Task %
Motion Task @ Leam more about his topic

Motion Task allow you to define and corfigure in details drive motion tasks

Task umber [0 |

Preview -
Type: Profile Table Number: osten )
powiae Wz - =
Velocity
User v
32.000| mms
Acceleration
5333.424] mm/s™2
Deceleration:
5333.424] mmss™2
Following Task  Registration
[ Mext Task
Start Condition Dwell Delay Blend No Blend
Dwel Time 0| ms

b

OK Cancel

Figure E.12: Kollmorgen workbench motion task popup when creating a new motion task.

To create a custom motion profile, head to the motion profile table tab in the device
settings. Opening the page will load the preinstalled motion profiles on the stage. You
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can alsomakeyour custom motion profile using, forexample, MatLab. The motion pro-
file describes how the motion moves from point A (located at 0) to point B (located at
some value). The position of point B is entered in the motion tasks. The motion profile
table only describes the shape of the motion.

The motion profile can be imported as a CSV file with 1000-4000 records. The first
value should always be zero, and the last value should always be 232 — 1. The values
should be in ascending order.

Let’swalk through a simple example; the stage needs to move from O mm to 200 mm

with a position profile of x = 1 — cos(wt), which the motion profile is depicted below.

08F

06

0.4k

02F

Figure E.13: Motion profile of x = 1 — cos(wt) as described above.

We first create a time vector in MatLab of 4000 samples, ranging fromt=0tot=
pi/omega. This way, we start from O and end at the top position. The next thing we need
to do is calculate the position for each of the time samples. After doing this, we need to
scale the output by first normalizing it to zero (to do this, we divide it by the maximum
value). After that, we multiply it with 232 — 1. This vectoris saved toa CSV file, which can
be imported as a motion profile table. Do not forget to round the values since decimal
values aren’taccepted.

We’realmost done, don’tworry; make sure the motion tasks are all set and done. We
first need to home the stage (determine where the center of the track is). Follow the
following steps:

1. In the upper toolbar, select "0 - service" mode and "2 - position" mode.
Turn on the motor power by pressing the green switch on the enclosure.

Press the "Axis (1) enable" button in the upper toolbar.

W™

The stage will start to move (and you’ll probably hear a high pitch noise), don’t
worry; it’s now homing (determining where the middle is)

5. Thestagewillnowreturntothemiddleoftheairbearingtrack;thisis250mmfrom
each side.
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At this point, we can start performing motion tasks. Head to the motion task page,

selectthemotion taskyoulike toperform, and hitstart. The stage willnow start moving.
Good luckmeasuring!

Some tips and tricks:
* When you’re done measuring, disable the stage.

* Whenyouwanttomeasureusingthescopeandanexternal DAQ, consideracable
between the DAQ and the analog output or input. By measuring the same data
stream on both the scope and the DAQ, you can merge the data later.

* In the scope settings, you can set a trigger for the scope to start measuring. This
way, your measurement will always start at the same timestamp.
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Appendix F
Numerical modeling - different
load paths

Thenonlinearspringusedinchapter4hastwodifferentload paths. Havingtwodifferent
load paths creates anew challenge to the system. First, thisload pathneeds tobe cutin
two to differentiate theload path for different directions. After that, theload pathneeds
to be fitted to find the correct force-deflection curve. After that, there are two different
methodsin solving the ODE equation with the load paths. Finally, the potential energy
levelsneed tobecalculated forthe twodifferentload paths,whichbringadditionalchal-
lenges.

Fl1 Splitting the load paths

Thefirststepistosplittheload pathfoundusingAnsys. Theoutputofthe Ansysscriptis
adisplacement controlled force-deflection curve going back and forth, as shown below.
Since the direction is not yet known, the load path is first split at the maximum force.

6 I
4 l
2
= ”\
B 0
= —
-2
-4
-6
-0.01 -0.005 0 0.005 0.01

Deflection [m)

Figure F.1: Force deflection curve as found using Ansys
When this is the first or last index of the dataset, the split point is determined at the
minimum. The direction is found by determining the derivative of the displacement

points of the force-deflection curve. The split force-deflection curve with the direction
drawn in is shown in the figure below.
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Figure F.2: Splitted force deflection curve with direction dependence.

F2 Curve fitting the load paths

The numerical data points need to be fitted into a function. This function isused as the
spring force in the ODE model. Linear interpolation is used to find the corresponding
fitted force function.

E3 Implementing ODE equations

There are two ways ofimplementing the new force functionsin the ODE solver. The first
method uses globalvariables to determine in which state itis. The second method uses
events, which are less prone to errors.

E31 Global variables

In the first method, global variables are used to simulate the two different load paths.
Twonew functions are introduced in Matlab, "setGlobalK"and "getGlobalK". The func-
tion "setGlobalK" is used to set K’s value (which describes the load path you are fol-
lowing). The function "getGlobalK" outputs K’svalue. When using the global variables,
an output function for the ODE solver isused. Every time a successful iteration step is
completed,theoutputfunctiondetermineswhetherthe calculationisstillinthecorrect
load path. The output function checks what the current load path (K) is and what the
position of the proof mass relative to the frame is. When the proof mass displacement
is beyond the different load path’s stable point, K is changed (using "setGlobalK"). The
ODE function first checks which load path to use by reading the K value through "get-
GlobalK". A possible danger is the usage of global variables. Global variables are typically
notrecommended; however, in this case, values between different functions need to be
interchanged; therefore, global variables are justified.
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F.3.2 Events

The second method to switch between load pathsis using events. When usingan ODE
event, the solver is stopped when meeting a specific condition. In our case, two condi-
tions need to be met. First, the proof mass’s position must be beyond the stable point;
and the second condition describes that it needs to pass the stable point of the oppo-
site direction. When the condition is met, the ODE solver is terminated. A new ODE
solver needs to be started with newinitial conditions and anewload path. Usingevents
makesthesolversuitableforparallelprogramming, whichisn’tthe casewith globalvari-
ables. However, the events function is also used for the modified coefficient of restitu-
tion. Therefore one might consider using global variables.

F.4 Potential energy

The last and final step is to determine the potential energy of the system. Calculating
a nonlinear spring’s potential energy is somewhat more challenging than calculating
a linear spring’s potential energy. We again need the two direction-dependent force-
deflection curves as calculated above (see Sec. F.1). The first thing we need to dois to
determinethestablepositions. Atthesestableposition, the potentialenergyisassumed
tobezero. Westarttointegrate numerically from one stable point towards the other sta-
ble point (see bluelinein Fig. F.3). Next, we start tointegrate towards the end-stop/ stiff
side (see red line in Fig. F.3). After combining these two measurements, we find the po-
tential energy curve for one stable point. This procedure is now also done for the other
stable point to find the potential energy.

0.02 0.02
— 0.015 = 0.015
= o001 = o01
£ 0.005 = 0.005
0 0
-0.01 -0.005 0 0.005 0.01 -0.01 -0.005 0 0.005 0.01
Deteetion [in Detection |
(a) Starting from the left stable point. (b) Starting from the right stable point.

Figure F.3: Potential energy curves for two stable points. Vertical lines indicate the position of the stable
points.

Itisimportant to note that there is an extra step in the data processing when using
globalvariablessince snap pointsaren’tstored. Whenusingevents, the snap points can
be stored; thisis where the potential energy curve needs to be changed. Oneinteresting
thing to note is the loss of energy when snapping.






Appendix G

Numerical modeling -damping

The most challenging part of the numerical modeling turned out to be the damping
force. Multiple types of damping forces areinvestigated to find what was the best. First,
thelinear damping coefficient was determined from the prototype. The first simulation
only had linear damping, which will be discussed in appendix G.2. After that, a cubic
damping term is added (see App. G.3). Due to the inability to estimate the nonlinear
damping coefficient, the model was switched to a coefficient of restitution. However,
since the coefficient of restitution would assume infinite stiffness in the end-stops, the
modelis modified toanewmodeltorepresent the end stops ofthe nonlinear flexure (the
bounce loss coefficient). First, the method to find the damping factor and coefficient of
restitution is discussed, after which each form of damping is discussed.

G.1 Damping parameters

G.1.1 Linear damping coefficient

The first step is to find the linear damping coefficient of the prototype. The logarith-
mic decrement method is used to find the damping coefficient. First, the logarithmic
decrementitselfis determined, see Eq. G.1,where d is the logarithmic decrement, n the
number of peaks, x the amplitude of the peaks, and T the period. Next, the dampingra-
tiois determined; see Eq. G.2, where {is the damping ratio, c. the critical dampingand
ctheactualdamping. Finally, the critical dampingis determined for the system (see Eq.
G.3),wherem is the mass ofthe proof mass and w; is the eigenfrequency of the system.

1 x(t)
5=;lnm (G.1)
1 Cc
(=—/—7—=— (G.2)
2m 2
1+ 5
Cec = 2mwn (G3)

The nonlinear spring is measured in the same manner as discussed in chapter 4,
using a Keyence LK-H502 laser sensor. The spring is manually given a small perturbation
to see howitdamps out. The resulting time displacement diagram is shown below.
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Figure G.1: Position of the unforced system when given a small perturbation to find the damping ratio.
Vertical lines indicate the data points which are being used for the logarithmic decrement method

When performing the calculations, the linear damping coefficient is found to be:

0.074483Ns/m.

G.1.2 Coefficient of restitution

The next step is to find the coefficient of restitution. The same setup as above is used,;
however, this time, the perturbation is large enough to snap from one stable state to
another. The proofmassdisplacementis measured usingthelasersensorand thennu-
merically differentiated to find the velocity. The velocity is filtered using a lowpass filter
at 150 Hz, farbelow the resonant frequency of 22 Hz. The displacement and velocity are
showninasinglefigurebelow. Thevelocity signalfollows twodifferent sinusoidalwaves,
one with alarge amplitude low frequency and a higher frequency and lower amplitude.
The higher frequency velocity is due to the proof mass’s rotation (which was noted dur-
ingexperimental testing). Therefore only thelarge amplitude vibrationis taken intoac-
count. The velocity right before impactis at-0.2116 m/s, depicted by the line and the
reddotwhereitcrosses. Thevelocityafterimpactistakenasthemaximumvelocity after
therebound, whichis0.1569 m/s. Using the maximum velocity afterimpactis nothow
the coefficient of restitution is defined. However, since we are dealing with end-stops
with finite stiffness, thevelocity ifnotdirectly rebounded after hittingthe end-stop. One
mightarguethatthe coefficient of restitution is higher since energy islost due todamp-
ing. However, since the damping factor is so small, the influence might be neglected.
The coefficient of restitution is found to be 0.74.
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Figure G.2: Data used to find the coefficient op restitution. Both the position (blue) and velocity (red) signal
of the proof mass are shown when it is pushed from one stable state to the other.

G.2 Linear damping

The first method used was linear damping, the simplest form of damping. The linear

damping is described by equation G.4, where 1 is the relative velocity between the frame
and the proof mass.

Fa=cu (G.4)
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(a) Time displacement signal. (b) Time energy signal.

Figure G.3: Results when using linear damping with a damping coefficient of c = 0.074483Ns/m. The blue
lines indicates the numerical result, the red line the experimental result.

There are some interesting things we can make up from the figure shown above. First,
the displacement signal is analyzed; after that, the energy signal is analyzed. We can
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note thatthe analytical model bounces back way further than the experimental model.
More energy is lost when hitting the end stops in the experimental modal than in the
analytical model. The next thing tonoteis theincreasing amplitude in the deceleration
section, after which it bounces back to the other side. The final position is thus also
in the wrong stable state. When looking at the linear model’s total energy plot, there
aretwomainthings tonote. The numerical model’senergyis way higher after snapping;
thiscorrespondswiththebouncingbackbehavior,asseeninthedisplacementplot. The
second thingtonoteis the numerical energy step after the deceleration; this stepisdue
to snapping to the other stable point. During this snap, energy is lost.

Since we now know that the linear damping coefficient is too low, we increase it
till there is a good fit between the numerical and experimental displacement. Which

is found at a linear damping coefficient of c = 0.7Ns/m
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(a) Time displacementsignal. (b) Time energy signal.

Figure G.4: Results when using linear damping with a damping coefficient of ¢ = 0.7Ns/m. The blue lines
indicates the numerical result, the red line the experimental result.

Wecannowclearly see thatthe damping coefficienthasincreased. When lookingat
the displacement figure, the numerical model’s proof mass is slower to snap through
than the experimental model. The bounce back after the first impact is still slightly
higher, but it matches way better than the experimentally found damping coefficient.
The model now only snaps two times compared to the three times with the lower damp-
ing coefficient. When looking at the total energy plot, it can again be seen that the nu-
merical systemis slower than the experimental system. However, the peak energy com-
plies pretty well with the experimental peak energy.

Afinal step for the linear plot is to see the effect of changing the damping coefficient
slightly. The damping coefficient, as found using experimental testingis increased and
decreased by 10%. The resulting figure for the displacement is shown below.
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Figure G.5: Sensitivity analysis of linear damping, when the linear damping coefficient (c = 0.074483Ns/m) is
increased and decreased slightly.

Fromthefigureabove,thesensitivityofthedampingcanbeseen. Whenthedamping
coefficientis increased slightly, it will snap back way faster. When the damping coeffi-
cient is decreased slightly, it will make an extra snap-through (resulting in five snaps,
where the experimental model only showed 2). Thelinear dampingis thus very prone to
small errors.

G.3 Nonlinear damping cubic

Asanextstep, nonlinear dampingin the form of cubicdampingisadded (see Eq. G.5). It
was early noted by Rayleigh et al. [35] that linear damping is insufficient when investigat-
ingimpulse behavior. He, therefore, proposed nonlinear cubic damping. The difficulty
innonlinear dampingis finding the nonlinear damping coefficient. Elliotetal. [14] pro-
posed amethod to find the nonlinear damping coefficient for a linear system. However,
we’redealing with a highly nonlinear system; nevertheless, itisworth trying. The equa-
tion results in a negative nonlinear damping coefficient of c3 = —0.0812; however, itis
taken aspositive.

Faq = c1ii +c3i® (G.5)
3 2y2

1+ Teaw?X?%=0 (G.6)
4 00

The system’s resulting output when the nonlinear damping coefficient is set to ¢3 =

0.0812 is shown below.
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Figure G.6: Results when using cubic damping with a linear damping coefficient of c = 0.074483Ns/m and a
nonlinear damping coefficient of c3 = 0.0812. The blue lines indicates the numerical result, the red line the
experimental result.

Itcanbe seen from the figure above that the influence of the cubic dampingis negli-
giblewhenusingsuchalowfactor. Elliotetal. alreadydiscussed thatnonlinearsystems
require different nonlinear damping factors. This experiment confirms his statement.
When looking at the nonlinear energy plot, the results are even worse than solely lin-
ear damping. There is a third energy spike due to snapping, which doesn’t happen in
experiments.

Since there is no right way of finding the cubic damping coefficient, it is simulated

until it fits the experimental energy data. A new damping coefficient is found atcz = 3;
the resulting displacement and energy plot are again shown below.
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Figure G.7: Results when using cubic damping with a linear damping coefficient of c = 0.074483Ns/m and a
nonlinear damping coefficient of c3 = 3. The blue lines indicates the numerical result, the red line the
experimental result.

Thenewresultagain hasthethird snap; however, the overallfitis better. The ampli-
tude of the bounce back after the impactis similar to the amplitude of the experimental
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model. However, one should note that the damping factoris set such that the results fit

each other. Therefore the simulation is also compared to different experimental data,
from which the total energy is plotted below.
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Figure G.8: Maximum total energy when performing a simulation with cubic damping (c = 0.074483, c¢3 = 3),
where experimental data is plotted using red dots.

The experimental data comply pretty well with the numerically found results. The
difference in snapping acceleration is already discussed in chapter 4. However, one
could note that this holds for this specific case; however, it is not clear how well it holds
for different configurations.
The final step for cubic damping is to check the sensitivity of the system. The sen-
sitivityanalysisisdonebychangingthenonlineardampingcoefficientslightly (increas-
ing/ decreasing 10%).
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Figure G.9: Sensitivity analysis of cubic damping, when the nonlinear damping coefficient
(c=0.074483Ns/m, c3 = 3)isincreased and decreased slightly. Changing the damping coefficient slightly has
a great effect on which stable point it ends.
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From figure G.9,itcan be seen thatthe nonlinear damping factorisless sensitive. It
doesinfluencein which stable pointitends; however, the bounceback behaviorand the
snapping from one to another state are quite similar. Itis interesting to note that only
the middle nonlinear damping value snaps one time extra.

G.4 Coefficient of restitution

Amethod tocalculate the behavior when snapping through can be doneusingthe coef-
ficientofrestitution. The coefficientofrestitutionis usuallyused when the proofmassis
hitting a solid object. Acommonly used example is a ball bouncing on the floor. The co-
efficient of restitution describes the relation between the velocity when hitting the floor
andthevelocitywhen bouncingback. The coefficientofrestitutionis already calculated
inthe section above (see Sec. G.1.2)and found to be 0.74. When the proof mass hits the
endstop, at, forexample, 1 m/s, thereboundvelocityis0.74m/s. Theresulting figures
for the displacement en total energy are shown below.

0.025

T
Forward Backw; —— Numeri cal
motion motig Forward Backw{ d Experimental

0.02 motion motig
I \‘ v —.0.015

g 0.01

a

o
o
=

o
o
S
a

Displacement proof mass {u) [m]

0.005 0.005 'L \ Y
Numerical
—— Experimental J H h l!
-0.01 i 0 —=
1 12 .14 1.6 1.8 1 12 .14 1.6 1.8
Time |[s] Time [s]
(a) Timedisplacementsignal. (b) Time energy signal.

Figure G.10: Results when using the coefficient of restitution (CoR = 0.74) with a linear damping
¢ = 0.074483Ns/m. The blue lines indicates the numerical result, the red line the experimental result.

Thefigureabovealready shows promisingresults compared tothelinearmodel. Itis
beneficial compared to the cubic modelsince the coefficient of restitution of such a sys-
tem can easily be measured. Only a laser sensor is necessary, and no dynamic testing has
to be performed. Whenever the proof mass goes beyond the stable point, the motion is
inverted with a velocity multiplied by the coefficient of restitution in the opposite direc-
tion. The motion calculated using the coefficient of restitution follows the experimental
signal pretty well. Also, the peak energy levels seem to comply with the experimental
data. Next, the sensitivity of the coefficient of restitution is investigated by increasing
and decreasing the coefficient slightly.
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Figure G.11: Sensitivity analysis of coefficient of restitution, when the coefficient of restitution (CoR = 0.74) is
increased and decreased slightly.

G.5 Bounce loss coefficient

Thecoefficientofrestitution has somecrucialdrawbacks. Theend stopsinthesystems,
in real life, aren’t infinitely stiff and can therefore be used to store energy. Take, for ex-
ample, thedisplacementdiagraminfigure G.10. Whenthe proofmassisdeceleratingin
the forward motion, it will be pushed towards the end-stop (negative acceleration). This
would meanthe proofmasswillbe pressedin the spring’sstiffpart, storingenergyinreal
life. However, using CoR, thisisn’tthe case;itis pressed towards the end-stop, whichis
infinitely stiff, thus not storing potential energy.

Therefore, the bounce loss coefficient is proposed to overcome this problem, where
the spring’s behavior is conserved, but the principle of the coefficient of restitution is
used. Instead ofassumingthespringtobeinfinitely stiffafterthestable point, thespring
stiffnessis used. However, when the proof mass passes beyond the stable point, the ve-
locity is multiplied by the bounceloss coefficient. Belowis a figure showing the working
principle. The vertical lines indicate where the velocity is multiplied with the bounce
loss coefficient. The horizontalline represents the stable point of the spring. Again, the
same value as for the coefficient of restitution is used (BLC = 0.74).
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The new method results in the following displacement and energy curve.

0.025

T
Forward Backw{ d —Nume_ncal
motion motig Forward Backwi d Experimental

0.02 motion motig

% v = 0.015
0 : 0.01
0.005 -1 FL \,

Numerical
—— Experimental
-0.01 ! 0=

1 1.2 1.4 1.6 18 1 1.2 1.4 1.6 1.8
Time [s] Time [s]

o
o
=

o
o
S
a

proof mass (1) [m

Energy

o
Q
S
o

Displacement

(a) Timedisplacementsignal. (b) Time energy signal.

Figure G.13: Results when using the bounce loss coefficient (BLC = 0.74) with a linear damping
¢ = 0.074483Ns/m. The blue lines indicates the numerical result, the red line the experimental result.

It can be seen from the figure above that the numerical model follows the experi-
mental model better than using the standard coefficient of restitution (see Fig. G.10).
The most significant difference is seen in the displacement and energy at the end of the
backward motion. Thedisplacementgets closertotheexperimentalmodel, and thereis
also alarger energy peakin the system. Unfortunately, the difference in peak energy is
less significant. When only looking at the peak energy output, there is zero to no differ-
ence.

The next thing to do is determine its sensitivity to changes to the bounce loss coeffi-
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Figure G.14: Sensitivity analysis of the bounce loss coefficient, when the bounce loss coefficient (BLC = 0.74)
is increased and decreased slightly.

Asshowninthefigureabove, thesensitivityofthe BLC seems,lessthanthe CoR. The
mostsignificantdifferencecanbeseenwhenthe coefficientofrestitutionisincreased by
10%. However, this result is straightforward to explain. Since the coefficient of restitu-
tionis higher,itisrebounded with a slightly higher velocity. This higher velocity makes
it snap to the other state. When looking at the experimental data, it can be seen that
this example is just at the edge of snapping between states at the end of the backward
motion. Only a small difference was necessary to snap it to the other state. This results
complieswiththeexperimentaldata, whentheexcitationisslightlyincreased, theoscil-
lator snaps to the other state.

Afinalanalysisisto see howclosewe can getthe numerical modelto the experimen-
tal model for both the CoR and the bounce loss coefficient. For both systems, the CoR/
BLC s tuned until it matches the displacement signal as well as possible.
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During analysis, it was noted that it was easier to match the BLC than the CoR. The
response of the BLC was way more predictable. When the BLC was slightly increased, the
peakafter the backward motion increased, which wasn’tthe case for the CoR. Thevalue
for the BLC was found to be + 5 %, while the adjusted CoR value was + 3.5 %.
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Appendix H
Numerical model - parameter
tuning

In addition to chapter 4, this appendixinvestigates the influence of the flexure’s design
parameters. The same methods, as discussed in chapter 4, is used to find the system’s
dynamics. The dynamics of the nonlinear oscillator are numerically calculated when
moving according to a forced vibration.

First, the twodifferent design parameters, alpha, and beta, willbeintroduced (H. 1).
Next, the influence of alpha and beta on the force-deflection curve will be shown (H.2).
After that, the resulting dynamical behavior will be shown for different alpha and beta
values (H.3). Finally, the found results will be discussed (H.4).

H.1 Design parameters

Twonew parameters areintroduced, alpha (@) and beta (8), which describe the relation-
shipbetweendesign parametersused (seeFig. H.1). Alpha (g)describestherelationship
between the spring’s length (W;) and the total flexure length (Wi + W;y). Beta (B) de-
scribes the relationship between the height of the narrow (H,) and the wide area of the
spring (Hw ).

Wi
a=—— H.1
Wy + Wy (H.1)

Hy
= — H.2
B=ir (H.2)
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H.2 Mechanical behavior

The different configurations’ force-deflection curve is calculated in the same manner
asdescribedinchapter4.2.1. The parameteralphaisvaried from0.1792t00.2688in5
steps. The parameter beta is varied from 0.08 to 0.12 in 5 steps. By varying alpha and
beta, the force-deflection curve changes, which are shown below.
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Figure H.2: Force deflection curve when tuning the alpha parameter. When alpha is increased the force
needed to snap between two stable states increases as well. The stable point moves outward when decreasing

alpha.
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Figure H.3: Force deflection curve when tuning the beta parameter. When beta is increased the force needed
to snap between two stable states decreases. The stable point moves outward when increasing beta.
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H.3 Results

The alpha and beta parameters are tuned. The figure below shows the total energy for
five different values of alpha. The figure below is a slice of the surface plot, as shown in
figure H.4a for a large amplitude (amplitude = 1 m).
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(a) Total energy levels for when the parameter alpha is
tuned. By increasingthe alphafactor, the peak energy
output, and the bandwidthin the acceleration domain
decreases. Alarger alpha may be beneficial when looking at
smaller amplitudes due to the smaller distance between the
two stable points.
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(b) Total energy levels for when the parameter alpha is
tuned for a constant amplitude of 1 m. When alpha
decreases, the acceleration bandwidth tends to broaden.
However,itisimportanttonotethatitseemslikethereisan
optimum for alpha in the acceleration bandwidth. The
alphafactor 0.2016 has alarger bandwidth than
alpha-factor 0.1792, however, with a lower energy level.

Figure H.4: Force-deflection curves for when parameter alpha and beta are tuned.

The figure below shows the total energy for five different values of beta. The figure
below is a slice of the surface plot, as shown in figure H.5a for alarge amplitude (ampli-
tude = 1 m). The figure below is a slice of the surface plot, as shown in Fig. H.5a fora

large amplitude (amplitude = 1 m).
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(a) Total energy levels for when the parameter betais tuned.
By increasing the beta factor, the peak energy output

increases. Whenlookingatlowamplitudesasmallerbeta
may bebeneficial, thismaybedue tothesmaller distance

between the two stable points.
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(b) Total energy levels for when the parameter beta is tuned
for a constant amplitude of 1 m. When betaisincreased the
acceleration bandwidth tends to be broader with a slightly
higher energyoutput.

Figure H.5: Force-deflection curves for when parameter alpha and beta are tuned.
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H.4 Discussion

The last step is to investigate what the influence of the alpha and beta factor is. For the
discussion, both the force-deflection curves as discussed in appendix H.2 and the results
inappendix. H.3 willbeused. First, theinfluence ofalphawill be discussed, after which
the influence of beta will be discussed.

Whenalphaincreases, theforcetosnapfromonestablestatetotheotherincreases.
Afairhypothesiswould be that the variation where alphais thelowest would be the first
to snap; however, this does not seem to be the case. Alpha factor 0.2016 snaps with a
lower acceleration than alpha 0.1792 (despite the lower force needed to snap between
stable states). When the alpha increases further, the acceleration at which it snapsin-
creases. Figure H.4b shows that a lower value for alpha may be beneficial. However,
whenlookingatlowervalueamplitudes, ahigheralphavaluemaybebeneficial (see Fig.
H.4a);thisis probably due to the distance between the two stable points (see Fig. H.4b).
When alpha increases, the distance between the two stable points decreases.

Thereisnoapparent difference in the peak energy outputfordifferent alpha factors
(notincluding alpha =0.1792). This difference may be due to the trade-off between po-
tentialenergy and kineticenergy. Ahigheralphaleadstoastiffer system. Aless stiffsys-
temis likely to have more kinetic energy and less potential energy than its stiffer equiv-
alent.

The influence of beta seems to be more simple. When beta is increased, the force
necessary to snap between stable states decreases (see Fig. H.5b). This decrease in
peak-forceleadstolessaccelerationneeded tosnapin-betweenstates. Whenbetaisde-
creased, therelative velocity increases aswell, leading to higher total energy. One thing
tokeepinmindisthe system’s fatigue; highervelocities may cause more significantim-
pactsand, thus, fatigueintheflexure. Whenlookingforan extensive bandwidth system
in the acceleration domain, itis beneficial to increase beta (see Fig. H.5a).
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