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ABSTRACT

For the development of automatic People Counting systems, radar is increasingly
becoming a popular technology because of the increasingly stringent privacy require-
ments for people demographic information and the requirement to operate in a chal-
lenging environment. Because of the complexity of multi-target movement and the
diversity of application scenarios, Radar-based People Counting methods are required
to have sufficient robustness. However, based on the review of the current literature,
the grouping phenomenon (i.e., multiple individuals moving close together as a single
group) was not often considered in the experimental scenarios.

This thesis aims to study one of the most complex motions of individuals, group-
ing, and address the People Counting problem more in general, including the cases of
grouping of multiple individuals. After studying the characteristics of Group People (de-
fined as a group of people sharing neighboring, adjacent locations and moving together),
with the help of multiple-input-multiple-output (MIMO) frequency-modulated contin-
uous wave (FMCW) Radar, the combination of the Range-Azimuth map and spectro-
gram/cadence velocity diagram (CVD) is proposed to solve Group People Counting.

Algorithm-wise, there are two categories of existing Radar-based People Counting
methods, namely, tracking for counting methods and feature-based counting methods.
It was found that these two categories of methods have complementary strengths. Thus,
the proposed method combines the tracking for counting approach and feature-based
counting approach into a new processing pipeline to estimate the number of people in
each group in the scene while tracking each group. Based on it, the proposed method
achieves "Beyond classification", which is the output the unlabeled classes not defined
at the training stage. Moreover, compared with other state-of-the-art (SOTA) Radar-
based People Counting methods, the proposed method outperforms them, and thus it
is proved that the grouping problem can be solved in the Radar-based People Counting
field.
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1
INTRODUCTION

1.1. BACKGROUND AND MOTIVATION

There are many applications for monitoring and counting the number of people in
a given environment. First of all, the COVID-19 outbreak is a global emergency and its
high spread rate and high mortality rate have caused worldwide disruptions, including
more than 400 million confirmed cases and 6 million deaths [1]. To stop COVID-19 or
other infectious diseases from spreading, it is necessary for all people to obey the rules
of social distance and avoid large gatherings. With regard to sensing information on den-
sity / number of people, the study of the People Counting problem (also referred to as
Regional People Counting [2]) has been reemphasized. In addition to the COVID-19 use
case and related social distancing, application scenarios (in Fig. 1.1) such as shopping
malls, elevator, public transportation, and security are all expected to benefit from auto-
matic People Counting. Furthermore, the growth of the Internet of Things (IoT) and 5G
technology allows for more application areas such as smart buildings and urban man-
agement (named City Brain [3]) where the study of People Counting can be relevant and
provide useful information [4].

1
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Figure 1.1: Example of People Counting scenarios in the axonometric city view.

Based on the existing literature, the problem of People Counting can be formulated
with three different macro objectives in mind, which in turn influence the aim and the
possible means to achieve it. They are ranged People Counting, true People Counting
and exact People Counting. They are defined from various requirements of specific ap-
plication scenarios.

• Ranged People Counting means counting the density of people where/when know-
ing the exact number of people in a space is not necessary, i.e. the airport entrance
[5], the pedestrian street [6].

• True People Counting means counting the specific number of people while the
location (range, angle of arrival (AoA), and elevation information) of each person
is not required, i.e., the subway platform [7].

• As the most advanced type of People Counting, the exact People Counting is count-
ing the accurate number of people and knowing the location of each person. This
type of People Counting enables more information about people for business anal-
ysis, epidemiological investigation [8], and other IoT scenarios [9].

The detailed introduction of these three types of People Counting problem and their
application scenarios is provided in Section 2.1.

Manual Counting is commonly used in the traditional People Counting, but it ties up
people’s time and energy. Meanwhile, it is inevitable that people are prone to mistakes.
Thus, many advanced technologies have been proposed to solve the People Counting
problem. For example, WIFI/ Bluetooth device-based methods [10, 11], thermal image
sensors [12, 13], video camera [14, 15], radar [16], and LiDAR [17]. These technologies
have different environmental requirements for properly working (i.e. the radiation of
sunlight could influence the detection of the thermal image sensor [18]), and both the
advantages and disadvantages of all selected technologies are summarized in Table 1.1.
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Due to the increasingly strict privacy requirements for statistical information of peo-
ple and the requirement of operating in a challenging environment, Radar has some
advantages compared with other technologies to solve the People Counting problem.
There are mainly two categories of Radar-based People Counting methods proposed in
the recent literature.

• The first category is the feature-based counting method. In this method, the char-
acteristics of multiple people are collected and analyzed before outputting results
(i.e. the histogram of amplitudes from received signals [19]). This category of
methods generally has a low computing intensity requirement and good perfor-
mance in multiple stationary people, but they require large groups of data for anal-
ysis.

• The second category is the tracking for counting method. This branch of methods
can be regarded as Multiple Targets Tracking (MTT) methods, which apply track-
ing algorithms to estimate the motion of each person in the range-of-the-interest
(RoI), so that the number of people and even their location can be known.

The pros and cons of both categories are summarized in Section 2.2.
After briefly summarizing the state-of-the-art (SOTA) in People Counting, there are

still some research gaps, given as follows.

• Although existing literature mentioned that the motion of people is randomly walk-
ing, the grouping case (i.e. the case of multiple people walking or moving together
close to each other) is not studied but does influence the robustness of Radar-
based People Counting methods.

• Feature-based counting method: Although the commercial MIMO radar is used for
People Counting, there is still a room to use the features (range, Doppler, azimuth
angle, power etc.) provided by this Radar for better People Counting.

• Tracking for counting method: although current tracking for counting methods are
able to track multiple individuals and also record their tracks, the limited motion
of people for People Counting scenarios influences its scope of application.

1.2. CONTRIBUTION OF THE RESEARCH
The main contributions of this thesis research are summarized below:

• One of the most complex motions of individuals, grouping, is studied, and the
Radar-based People Counting problem is addressed with a dedicated processing
pipeline more in general, including the cases of grouping of multiple individuals.

• This pipeline was developed by studying the characteristics of Group People (de-
fined as a group of people sharing neighboring, adjacent locations and moving to-
gether), with multiple-input-multiple-output (MIMO) frequency-modulated con-
tinuous wave (FMCW) Radar. Specifically, the combination of the Range-Azimuth
map and spectrogram/cadence velocity diagram (CVD) is proposed to solve the
People Counting problem including grouping case.
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• Based on the fact that two categories of Radar-based People Counting methods,
i.e., tracking for counting methods and feature-based counting methods, have
complementary strengths, the proposed method combines these two approaches
into a new processing pipeline to estimate the number of people in each group in
the scene while tracking each group. Moreover, the proposed method can achieve
"Beyond classification", which is the output the unlabeled classes not defined at
the training stage. Additionally, compared with other state-of-the-art (SOTA) Radar-
based People Counting methods, the proposed method outperforms them, and
thus it is proved that the grouping problem can be well addressed in the Radar-
based People Counting field.

Part of the results from this thesis work are being written up for publication in a
high-quality IEEE journal such as IEEE Sensors, IEEE IoT Journal, and IEEE Transactions
on Geoscience and Remote Sensing (TGRS).

1.3. STRUCTURE OF THE THESIS
The structure of the thesis is as follows:
First, the literature view on the Radar-based People Counting methods is introduced

in 2 where the advantages and disadvantages of tracking for counting methods and feature-
based counting methods are analyzed and summarized. Thus, the definition of group-
ing is introduced, and its characteristics are studied in Chapter 3. Based on the study,
the proposed method that combines tracking for counting and feature-based counting
is introduced in Chapter 4 to solve People Counting problem including grouping case. To
test the performance, three Data Sets are used and the study of performance validation
is provided in Chapter 5. Then, four SOTA Radar-based People Counting methods and a
commercial product are used for comparison in Chapter 6. Finally, the conclusions and
future work are given in Chapter 7.
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2
LITERATURE REVIEW ON

RADAR-BASED PEOPLE COUNTING

METHODS

People Counting is a complex and large field due to people’s various motions and numer-
ous application environments. When applying different technologies, challenges of People
Counting and their solutions may have large differences. Thus, in this chapter, the scope of
People Counting is narrowed and the literature review of the Radar-based People Count-
ing is introduced. Section 2.1 is to define the types of People Counting. Section 2.2 defines
the relevant scenarios for Radar-based People Counting and the types of radar systems
used for this application, and summarizes the types of Radar used in the People Counting
field. Then, in Section 2.3 two categories of Radar-based People Counting solutions and
their pros and cons are analyzed. In the Section 2.4, the research gaps among these papers
are summarized.

2.1. TYPES OF PEOPLE COUNTING AND THEIR REQUIREMENTS
From the existing literature, the problem of People Counting is a large and complex

field. Inspired by Kouyoumdjieva et al. [24], People Counting can be divided into three
types based on their application scenarios and requirements. They are ranged People
Counting, true People Counting and exact People Counting.

• Ranged People Counting (also referred to density people counting [25]) is sug-
gested as a basic type of People Counting when the exact number of people in
a space is not necessary, e.g. the airport entrance [5], the pedestrian street [6]. In
this case, the output is a measure of the density of people. For example, the density
of people on the pedestrian street is 3 people per square meter. However, it does
not mean that the Ranged People Counting is an easy task. Normally, phenomena
such as multi-path, clutter, occlusion and mixing problems largely influence the
accuracy of people detection [26].

6
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• True People Counting is preferred for those scenarios where the accurate num-
ber of people in a given space is required. Meanwhile, each person’s location is
not required, e.g. the in-elevator counting. In the recent study, the SISO radar is
popularly used in this type of People Counting to estimate the number of people
[19, 27]. Thus, the potential limitations of this kind of radar-based solution are
significant, and it is discussed in detail in Section 2.2.

• Exact People Counting is counting the number of people and also getting the
location of each person, e.g. the in-vehicle passengers counting [28], smart of-
fice/house via Heating, Ventilation, and Air Conditioning (HVAC) control [29]. The
term location means at least the azimuth and range of people are required to be
known. This type of people counting is the highest level of People Counting, and
the capability to know the location as well as the number of people is potentially
appealing to a broad range of applications. To know the location of each person,
the SISO radar can not be used, because it can not estimate the azimuth angle of
targets.

2.2. SCENARIOS OF RADAR-BASED PEOPLE COUNTING
According to the relevant literature, People Counting has numerous application scenar-
ios, and generally they are grouped into "Indoors" and "Outdoors". However, this divi-
sion may not be suitable for Radar-based People Counting. Thus, Subsection 2.2.1 in-
troduces the specific grouping of scenarios under Radar-based People Counting. Mean-
while, in Subsection 2.2.2 the types of Radar used in People Counting and their particular
scopes and applications are discussed.

2.2.1. "OUTDOORS" OR "INDOORS"?
In several literature surveys on People Counting, the types of scenario are always

divided into Indoors and Outdoors [30, 31]31], most likely related to the different light-
ing conditions that can affect camera-based systems. But in the radar. But in the radar
case when dealing with People Counting, we are more interested in the static/dynamic
people’s behaviours, and related clutter and multipath effects. Therefore, it may be inap-
propriate to divide the scenarios into Indoors and Outdoors in the Radar-based People
Counting problem. In this thesis, the application scenario are split into three types. They
are open area, narrow area and cluttered area.

• Open area is defined as a place with little clutter and multi-path effect, i.e. out-
doors lawn, indoors basketball playground. The common features of the open area
are that there is no roof and wall, or the roof is high and the walls are far from the
area under test.

• Narrow area is a challenging place when using Radar as there is an expected large
multipath effect, that is, the elevator, the airport entrance. The narrow area gen-
erally has a low roof and is closely surrounded by walls. In this case, the Radio
Frequency (RF) signal collected by a receiver via two or more propagation routes
causes phase differences [32]. This could generate ghost targets and greatly in-
crease the difficulty of People Counting.
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• Cluttered area is also a challenging place where there is a large static/ dynamic
clutter effect, i.e., the office with tables and chairs, the busy crosswalk with vehi-
cles. In the People Counting, the clutter is defined as those unwanted detected
objects that still appear as returns in the radar received signals. In general, the
cluttered area has some static clutters (i.e., tables, trees) or dynamic clutters (i.e.,
cars, bicycles). How to effectively classify, separate, and suppress clutter is still a
challenging research question [33].

Figure 2.1: Examples of three types of scenarios for People Counting (open area, narrow area, cluttered area).

2.2.2. TYPES OF RADAR USED IN THE APPLICATION AREA
In the Radar-based People Counting field, the expression ’Radar’ generally means

a low-cost radar with limited number of channels. In recent studies, both the FMCW
radar and the IR-UWB radar are applied in People Counting, while there is no systematic
comparison between FMCW radar and IR-UWB radar [34, 35].

The major major performance-related difference among the different types of Radar
is the number of transmitters and receivers. In other words, whether they provide az-
imuth/elevation information and the related resolution when counting people, influ-
ences which type of People Counting they are able to solve. As mentioned in 2.1, SISO
radar is only applied for Ranged and True People Counting due to the lack of angular in-
formation, while SIMO and MIMO radar can be used for all cases. The literature review
for this thesis shows that the SISO radar is still a popular choice for People Counting [35,
36, 37]. But the main weakness of the SISO radar is noteworthy and may cost avoid-
able expenses and consumption. The SISO radar can not provide the estimated azimuth
(or even elevation) information of people in the Range of Interest (RoI), and it is ques-
tionable when dealing with multiple people standing/moving at the same range bin. Al-
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though in some of those literature papers the accuracy of Ranged/ True People Counting
is more than 80%, the limited information provided by the SISO Radar may increase the
difficulty when analyzing and fixing the counting error.

2.3. TWO CATEGORIES OF "RADAR-BASED PEOPLE COUNTING"
METHODS

In the existing literature in this field, solutions to "Radar-based People Counting"
can mainly be divided into two categories: tracking for counting (introduced in Subsec-
tion 2.3.1) and feature-based counting (introduced in Subsection 2.3.2). Meanwhile, the
pros and cons of both categories are summarized and explained in details in Subsections
2.3.3. Moreover, Some selected publications studying Radar-based People Counting us-
ing tracking for counting methods as well as feature-based counting methods are listed
and described in Table 2.3 and Table 2.4.

2.3.1. THE STATE-OF-THE-ART SOLUTIONS OF TRACKING FOR COUNTING

METHODS
The tracking for counting method is defined as using tracking algorithms to track

each person’s movement in the RoI for counting purpose. In particular, this category
of method can be regarded as Multiple Targets Tracking (MTT) methods, while in this
case "targets" means people. Depending on the wavelength, Radar cross-section (RCS)
of people and the distance from the radar, the "target" can be point target or extended
target. The pipeline before applying the tracking algorithm may differ because of dif-
ferent Radars (i.e. FMCW radar, IR-UWB radar) [38, 39]. In this subsection, the general
pipeline of FMCW MIMO radar is discussed, and in this thesis people are extended tar-
gets because the wavelength is assumed to be in the mm-wave region, e.g. commercial
60 GHz radar. There are four steps for this general pipeline, which are preprocessing step,
detection step, clustering step, and tracking step as shown in Fig. 2.2.

Figure 2.2: The general pipeline of Radar-based tracking for counting.

• Preprocessing step:

The preprocessing step mainly includes clutter removal, angle, range, and Doppler
estimation. The clutter removal includes static clutter removal and dynamic clut-
ter removal.

Hafner et al. [40] proposed the background subtraction method to suppress the
static clutter. Will et al. [41] applied the exponential moving average (EMA) al-
gorithm to remove stationary clutters. However, the moving clutter can also in-
fluence the association of tracking and even mask the presence of human beings.
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Researchers work on the dynamic clutter removal method. Rizik et al. [42] per-
formed the moving target and clutter segmentation based on the different ranges
of Doppler and distinct micro-Doppler features. Nallabolu et al. [43] presented
the improved intrinsic high-pass filter (HPF) with varying the weighting factor α
in the EMA algorithm to differentiate moving targets and dynamic clutter.

The angle estimation is necessary since commercial radar has limited channels
and thus the angle resolution is poor. Super-resolution methods are proposed to
improve the angle estimation, i.e. MUSIC [44], MVDR [45]. Gurcan et al. [46]
proposed the joint dimensional (range-azimuth-Doppler) estimation using MU-
SIC approach to improve the estimation accuracy. Meanwhile, the 2D-FFT is nor-
mally applied for the range and Doppler estimation.

• Detection step:

From the related MTT paper, the detection step is of great importance since the
clustering and tracking methods depend on the generated point cloud. Thresh-
olding detection method is mainly applied and a group of constant false alarm
rate (CFAR) processing (i.e. cell averaging CFAR (CA-CFAR) [47], ordered statistics
CFAR (OS-CFAR) [48], censored harmonic averaging CFAR (CHA-CFAR) [49]) are
applied to calculate a data adaptive threshold for better target detection. Since
CA-CFAR has a requirement about the smallest distance between each target, OS-
CFAR is popularly used in MTT scenario where targets are mixing [50]. Safa et al.
[51] proposed an improved thresholding method featuring a higher probability of
detection (PD ) for a certain probability of false-alarm (PF A) which outperformed
OS-CFAR in indoors scenario with a lot of connected clutters.

However, the thresholding method is not robust in detecting weak targets [52].
Weak targets are common in the People Counting field, especially long-range de-
tection (>10 meters). Thus, the track-before-detect (TBD) is proposed to deal with
the weak detection issue. The key idea of TBD is that rather than declaring the
presence of targets based on the measurements collected in a single frame, the
measurements received in multiple frames are jointly processed, and the target
is detected from the record of a number of candidate trajectories. Yan et al. [53]
summarized some types of TBD method (i.e. Particle filter based TBD, dynamic
programming based TBD, Hough transform based TBD, and Optimization based
TBD) and proposed joint TBD to confirm more reliable candidate trajectories for
target detection.

• Clustering step:

When using the FMCW MIMO radar at mmWave, people are extended targets. In
other words, more than one detection point are generated from one person. The
clustering is to assign and combine all detections originated from one person at a
given time step to one single input for the following tracking step. Density-based
spatial clustering of applications with noise (DBSCAN) [54] and K-means [55] are
commonly applied in the MTT clustering part, but this is not well suited for Radar
because of the non-equidistant sampling density. In other words, the minimal
azimuth distance between two detected points (originated from the same person)
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increases with range. Thus, Kellner et al. [56] proposed the Grid-based DBSCAN to
solve this. Meanwhile, Wagner et al. [57] proposed the improved ordering points
to identify the clustering structure (OPTICS) to solve the case when two people
comes too close to each other.

• Tracking step:

After applying the clustering step, multiple people are represented as multiple
point input (named ’plots’) in each frame, and tracking is to decide reliable tracks
among those frame-to-frame plots. Thus, the MTT has two challenging research
questions. The first is how to decide the association of points, especially associat-
ing the existing track with plots at the next frame. The second research question is
when to generate a new track, especially under the frequent missed detection and
false detection situation.

In the MTT modelling literature, there are various advanced filters used for track-
ing multiple extended targets (i.e. Multiple hypothesis tracking (MHT) [58], Gaussian-
mixture probability hypothesis density (GM-PHD) [59], Poisson multi-Bernoulli
mixture filter (PMBM) [60]). Those MTT filters have different definitions about
the target birth model, extended target measurement model, and dynamic model.
Based on them, the proposed filters are custom-designed and often tested with
LIDAR in automotive related scenarios. However, due to the fact that the angular
resolution of commercial radar is poorer than the LiDAR, the implementation of
those filters in the radar case is complicated and requires a lot of modeling adjust-
ments.

In the Radar-based Tracking for counting, classic filtering methods (i.e. Kalman
Filter (KF) [61], extended KF (EKF) [62], Bayesian filter [63]) are commonly been
applied. Pegoraro et al. [64] proposed an extended object tracking Kalman filter
and used a deep learning classifier to help estimate the position, shape and ex-
tension of people for better tracking. Nicolas et al. [65] proposed the improved
Bayesian filter to track two people walking parallel to each other and mixing to-
gether. Ninos et al. [38] mentioned the order of clustering and tracking could in-
fluence the performance and the grouper tracker with clustering is proposed for
mixing case at the close distance (< 3 meters). However, the scenarios of tracking
for counting are limited, where a few people are testing in the RoI (less than 3) and
people in the RoI keep moving for maintaining the existing trackers.

2.3.2. THE STATE-OF-THE-ART SOLUTIONS OF FEATURE-BASED COUNT-
ING METHODS

The feature-based counting method is defined as using the prior knowledge of sum-
marized features of received data with the help of the artificial neural network (ANN) or
non-ANN methods to solve the People Counting. In other words, feature-based counting
is defining People Counting problem as a classification problem. According to the exist-
ing literature, both ANN and non-ANN methods have a common pipeline including four
blocks as shown in Fig. 2.3. The first block is to process the raw data received from Radar,
and then pass them to the second block, which performs the feature extraction. In order



2

12 2. LITERATURE REVIEW ON RADAR-BASED PEOPLE COUNTING METHODS

to jointly use the extracted features, the feature fusion block is proposed, which is repre-
sented as the third block. Finally, the associated classification is proposed to output the
expected class (e.g. the number of people in the RoI).

Figure 2.3: The general pipeline of feature-based counting.

• Preprocessing step:

This step is similar to "Preprocessing" in the tracking for counting methods men-
tioned in Subsection 2.3.1. A series of algorithms are applied to obtain an "ar-
ray" of inputs for following feature extraction. The "array" contain “vector” a one-
dimensional array), “matrix” (a two-dimensional array), and "tensor" (three di-
mensions and above) for the remainder of this thesis.

As Radar has evolved to provide multi-dimension information, the variety of input
arrays available for People Counting has correspondingly increased. Based on the
number of dimension, these inputs can be divided into three types: signal, im-
age, and point cloud. Signal means a vector of inputs which is a one-dimensional
array, such as the range profile [37], power spectral density (PSD) [27]. Image rep-
resents a two-dimensional array (also named as matrix). With the development of
neural networks, image feature is popularly used for training [66, 67]. Point cloud
means a high-dimensional array (more than three), and can be achieved when us-
ing a MIMO Radar [68, 69, 70]. According to the existing literature, there are few
paper about directly process the point cloud for feature-based counting, while it is
squeezed into lower dimension for the following classification process such as the
range-azimuth map.

• Feature extraction step:

This step is to find the "interesting" parts of input arrays, which are associated
with the expected class, such as the number of people in the RoI. In this step,
non-ANN and ANN methods have different directions to extract features from pro-
cessed data. In non-ANN methods, features are devised manually from some so-
phisticated processes (such as Curvelet transform [26], CLEAN algorithm [71]) to
form the feature vector, and they are named as handcrafted features [37]. In ANN
methods, smarter tools are used to extract features than manual extraction, such
as neural networks. But, as a disadvantage of these methods, such features are
difficult to be interpreted.

• Feature fusion step:

This step is applied when using multiple inputs for classification. Based on the fact
that people move through scenarios that are very diverse and random, single type
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of features cannot cover complex situations, such as people walking in the same
range bin are less likely to be classified based only on the range-domain features
[27]. In non-ANN methods, multiple feature vectors are first normalized separately
to hold similar span level, and then concatenated to develop a single feature vector
for following classification. In ANN methods, attention (which mimics cognitive
attention) is used to do the feature fusion [72, 73]. As some features may contribute
less for classification, attention is used to enhance some of these features while
reducing the importance of others. In this case, the network is able to focus on a
smaller but more important subset of features. Choi et al. [37] used long short-
term memory (LSTM) to connect the information from multi-frame range profiles
for People Counting purpose.

• Classification step:

As summarized at the beginning of this subsection, People Counting is regarded
as a classification problem in feature-based counting methods. The classification
step is to assign a measurement to a given class based on trained data. In non-ANN
methods, linear or nonlinear classifier (e.g., linear regression [74], k-nearest neigh-
bors algorithm (k-NN) [75], naïve Bayes [76], random forest [77], support vector
machine (SVM) [78]) is trained with feature vector and corresponding labels to op-
timize the decision boundaries, which enables the classifier to predict the number
of people from newly measurements. In ANN methods, fully connected layer (FC)
is commonly used to map the "distributed features" learned through the network
to the expected classes and thus to achieve the role of a classifier [37, 79].

2.3.3. PROS AND CONS OF BOTH CATEGORIES OF METHODS
After summarizing the SOTA solutions of both categories, the benefits and draw-

backs of both categories are summarized in Table 2.1 and explained in details.

Advantage 1 of tracking for counting : This category of methods does not rely on the
pretrained data to solve People Counting.

Compared with the feature-based counting method, the tracking for counting method
is able to be implemented directly without collecting and using the processed data for
training in advance. This offers more flexibility when counting multiple people under
various environments, in the comparison with feature-based counting methods [39].

Advantage 2 of tracking for counting : It is able to output and record the position of
people in the RoI.

When the current radar evolves from SISO to MIMO, more information about the
target is available, such as the azimuth, range, and even elevation information of people.
This information of position is assigned to the status of target, and is used to predict
and update the tracking algorithms [80]. In this case, we are able to be aware of "who is
where" when applying tracking for counting methods.

Advantage 3 of tracking for counting : 3. It is able to use information from time se-
ries to predict and update the status of target, thus the accuracy of People Counting is
improved.

In tracking for counting method, interframe information is used for predicting and
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updating target status. Moreover, two major challenges when using the Radar to do the
detection, which are multi-path effect and clutter effect, can be solved by tracking al-
gorithms [81]. Thus, the accuracy of people counting is improved after connecting the
relative information between each consecutive frame [82]. This can be used to deal with
counting people with complex motion. For example, Person A is occluded by Person B
in the ith frame, but it shows up in the (i+3)th frame. In this case, the "tracking for count-
ing" method could associate the past information and present information and update
the number of people in the RoI [83].

Table 2.1: Summary of Pros and Cons of Both Categories of Radar-based People Counting Methods.

Methods Advantages Disadvantages

Tracking
for

Counting

1. This category of methods
does not rely on the pre-
trained data to solve People
Counting.
2. It is able to output and
record the position of peo-
ple in the RoI.
3. It is able to use infor-
mation from time series to
predict and update the sta-
tus of target, thus the accu-
racy of People Counting is
improved.

1. In the implementation stage, for
newly received data, these methods
require large computation intensity to
output results.
2. It is not able to count the number
of people when they are walking as a
group (named as Group People) in the
RoI.

Featured-
based

Counting

1. In the implementation
stage, the pretrained model
is able to output results
with low computation in-
tensity.
2. It is able to solve group-
ing problem, when treat-
ing this as a Classification
problem for which an algo-
rithm can be trained.

1. It requires large amount of data
for training before outputting the ex-
pected labels.
2. From the existing method, outputs
of pretrained model are limited to the
number/density of people and can not
know "who is where".
3. It ignores the close connection be-
tween each time step as people move
in the RoI due to the fact that the out-
puts from the pretrained classification
model are independent.

Disadvantage 1 of tracking for counting : In the implementation stage, for newly re-
ceived data, these methods require large computation intensity to output results.

Compared with the pretrained model, tracking for counting method needs to pre-
dict and update target’s status each time step for every new measurement. Meanwhile,
interframe information is used to decide whether associating the existing track or creat-
ing a new track when more than 2 human targets move freely and randomly in a certain
RoI [84]. As a result, large computation load is required to perform the processing and
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make decisions for every newly received data.

Disadvantage 2 of tracking for counting : It is not able to count the number of people
when they are walking as a group (named as Group People) in the RoI.

The assumption of applying tracking for counting methods is that the number of
people equals to the number of tracks. However, it ignores that case when people are
moving as a group. In this grouping case, the number of people are more than the num-
ber of tracks. This is the biggest disadvantage when applying tracking for counting meth-
ods in some certain scenarios, such as pedestrian street, music festival, where people are
always moving in groups [85].

Advantage 1 of feature-based counting : In the implementation stage, the pretrained
model is able to output results with low computation intensity.

In the feature-based counting method, classification models are trained before the
implementation stage. In the implementation stage, the received data pass through this
pretrained model, and the expected classes are output, such as the number/ density of
people. Compared with tracking for counting methods, lower computation intensity is
used [86, 87].

Advantage 2 of feature-based counting : It is able to solve grouping problem, when
treating this as a Classification problem for which an algorithm can be trained.

As mentioned in the disadvantage 2 of tracking for counting, grouping is one of
the most complex case of people’s motion, and it does influence the accuracy of Peo-
ple Counting. Featured-based counting method is able to solve grouping problem when
regarding it as classification problem. How to analyze and solve grouping problem is one
of the contributions of this thesis.

Disadvantage 1 of feature-based counting : It requires large amount of data for train-
ing before outputting the expected labels.

Before applying the feature-based counting method to output the accurate result of
counting, a large amount of data in many situations need to be collected. Multiple peo-
ple with different motions in the RoI may have a large group of cases, e.g. three people
walking separately, two people walking side by side. Some features may have bad per-
formance of counting people in some specific cases, e.g. the accuracy of using micro-
Doppler spectrograms for classifying two/ three people walking side by side is less than
80% [88]. It is a challenging research question of how to select a proper feature under
those various cases. In a word, feature-based counting method can not work without
collecting data in advance for a proper training of the classifier.

Disadvantage 2 of feature-based counting : From the existing method, outputs of pre-
trained model are limited to the number/density of people and cannot know "who is
where".

According to existing studies, the labels of People Counting classifier are limited to
the number/density of people in the RoI, and locations of people are not always avail-
able. There are two reasons of this fact. The first reason is that the use of MIMO Radar
in People Counting is not yet not yet extensively studied, and thus the azimuth and el-
evation information of people is not available. The second reason is to be trained that
if the classifier is trained for knowing "who is where", larger amount of data for training
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process is needed. It is not a good choice for counting people in a wide range [27]. There-
fore, currently feature-based counting methods focus on telling the number/density of
people in the detected region instead of identifying "who is where".

Disadvantage 3 of feature-based counting : It ignores the close connection between
each time step as people move in the RoI due to the fact that the outputs from the
pretrained classification model are independent.

According to recent studies, the "feature-based" people counting methods ignore
the information between each consecutive frame. In other words, each decision is made
independently, while people’s motion in the RoI is continuous. Ignoring temporal con-
nection can output inaccurate results. For example, the estimated number of people
in the elevator fluctuated at every time step, although people stayed static and nobody
came in or went out of the elevator [19].

Table 2.2: Summary of Radar-based People Counting with related feature-based or tracking approaches.

Types of People
Counting

Types of Radar
Categories of

Radar-based People
Counting Methods

Ranged People
Counting

SISO, SIMO, and MIMO
Radar

Feature-based Counting

True People
Counting

SISO, SIMO, and MIMO
Radar

Feature-based Counting
and Tracking for

Counting
Exact People

Counting
SIMO and MIMO Radar Tracking for Counting

2.4. SUMMARY OF RADAR-BASED PEOPLE COUNTING AND RE-
SEARCH GAPS

After summarizing the Radar-based People Counting methods (shown in Table 2.2),
there are still some research gaps, given as follows.

• Although existing literature mentioned that the motion of people is randomly walk-
ing, the grouping case (i.e. the case of multiple people walking or moving together
close to each other) is not studied but does influence the robustness of Radar-
based People Counting methods.

• Feature-based counting method: Although the commercial MIMO radar is used for
People Counting, there is still a room to use the features (range, Doppler, azimuth
angle, power etc.) provided by this Radar for better People Counting.

• Tracking for counting method: although current tracking for counting methods are
able to track multiple individuals and also record their tracks, the limited motion
of people for People Counting scenarios influences its scope of application.
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In Table 2.4 and Table 2.3, some selected publications studying Radar-based People Count-
ing using tracking for counting methods as well as feature-based counting methods are
listed and described.

The contribution of this thesis is to fill the gaps identified above. The grouping prob-
lem in Radar-based People Counting is studied, and the proposed pipeline combines
both advantages of tracking for counting and feature-based counting.



2

18 2. LITERATURE REVIEW ON RADAR-BASED PEOPLE COUNTING METHODS
Ta

b
le

2.
3:

C
o

m
p

ar
is

o
n

s
o

ft
h

e
st

at
e-

o
f-

th
e-

ar
tr

ad
ar

-b
as

ed
p

eo
p

le
co

u
n

ti
n

g
m

et
h

o
d

s.

A
u

th
o

rs
R

ad
ar

Ty
p

e

T
h

e
N

u
m

b
er

o
r

T
h

e
D

en
si

ty

E
xp

er
im

en
t

Se
t-

u
p

M
o

ti
o

n
o

f
P

eo
p

le

M
ax

im
u

m
N

u
m

b
er

o
fP

eo
p

le
M

et
h

o
d

fo
r

C
o

u
n

ti
n

g

C
h

o
ie

ta
l.

[1
9]

IR
-U

W
B

ra
d

ar
T

h
e

N
u

m
b

er

E
le

va
to

r
an

d
in

d
o

o
rs

ro
o

m
w

it
h

5
m

m
ax

im
u

m
ra

n
ge

W
al

ki
n

g
w

it
h

o
u

t
m

ix
in

g
an

d
st

ay
in

g
st

at
ic

10

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
ge

n
er

at
-

in
g

a
p

ro
b

ab
il

it
y

d
en

si
ty

fu
n

ct
io

n
o

f
th

e
am

p
lit

u
d

es
fr

o
m

cl
u

st
er

fe
at

u
re

s
an

d
d

er
iv

in
g

th
e

m
ax

im
u

m
li

ke
li-

h
o

o
d

eq
u

at
io

n
fo

r
p

eo
p

le
co

u
n

ti
n

g

Ya
n

g
et

al
.

[5
]

T
I

m
m

W
av

e
F

M
C

W
ra

d
ar

T
h

e
D

en
si

ty
N

ar
ro

w
en

tr
an

ce

W
al

ki
n

g
an

d
st

an
d

in
g

st
at

ic

4

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
th

e
p

ea
k

am
p

li
tu

d
e

fe
at

u
re

s
fr

o
m

ra
n

ge
-a

n
gl

e
m

ap
,

an
d

ap
p

ly
in

g
a

m
ax

im
u

m
lik

el
ih

o
o

d
cl

as
si

fi
er

to
id

en
ti

fy
th

e
d

en
si

ty

A
b

ed
ie

t
al

.[
34

]

T
I

m
m

W
av

e
F

M
C

W
ra

d
ar

T
h

e
n

u
m

b
er

In
-v

eh
ic

le
w

it
h

3
m

m
ax

im
u

m
ra

n
ge

Si
tt

in
g

st
ill

5

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
th

e
ra

n
ge

-a
zi

m
u

th
h

ea
t

m
ap

an
d

ap
-

p
ly

in
g

m
ac

h
in

e
le

ar
n

in
g

m
et

h
o

d
to

co
u

n
t

th
e

n
u

m
b

er
o

fp
eo

p
le

an
d

in
-

d
ic

at
e

th
ei

r
lo

ca
ti

o
n

Ya
n

g
et

al
.

[2
6]

T
I

m
m

W
av

e
F

M
C

W
ra

d
ar

T
h

e
d

en
si

ty

In
d

o
o

rs
w

it
h

m
ax

im
u

m
5

m
ra

n
ge

St
an

d
in

a
q

u
eu

e
an

d
m

u
lt

ip
le

p
eo

p
le

ga
th

er
in

g
w

it
h

d
if

fe
re

n
t

d
en

si
ty

5

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
cu

rv
el

et
fe

at
u

re
s

o
f

m
u

lt
i-

ch
an

n
el

ra
n

ge
-a

m
p

li
tu

d
e

m
ap

an
d

d
o

in
g

th
e

fe
at

u
re

fu
si

o
n

w
it

h
am

p
li

tu
d

e
fe

at
u

re
s

o
fr

an
ge

-a
m

p
lit

u
d

e
si

gn
al

s

C
h

o
ie

ta
l.

[2
7]

IR
-U

W
B

ra
d

ar
T

h
e

N
u

m
b

er

In
d

o
o

rs
w

it
h

10
m

m
ax

im
u

m
ra

n
ge

R
an

d
o

m
ly

w
al

ki
n

g
10

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
th

e
am

p
li

tu
d

e
fe

at
u

re
s

fr
o

m
b

o
th

ra
n

ge
d

o
m

ai
n

an
d

fr
eq

u
en

cy
d

o
m

ai
n

to
ef

fi
ci

en
tl

y
ad

d
re

ss
b

o
th

d
en

se
an

d
d

is
p

er
se

d
d

is
tr

ib
u

ti
o

n
s

o
f

in
d

iv
id

u
-

al
s



2.4. SUMMARY OF RADAR-BASED PEOPLE COUNTING AND RESEARCH GAPS

2

19

Ta
b

le
2.

4:
C

o
m

p
ar

is
o

n
s

o
ft

h
e

st
at

e-
o

f-
th

e-
ar

tr
ad

ar
-b

as
ed

p
eo

p
le

co
u

n
ti

n
g

m
et

h
o

d
s.

(C
o

n
ti

n
u

ed
)

A
u

th
o

rs
R

ad
ar

Ty
p

e

T
h

e
N

u
m

b
er

o
r

T
h

e
D

en
si

ty

E
xp

er
im

en
t

Se
t-

u
p

M
o

ti
o

n
o

f
P

eo
p

le

M
ax

im
u

m
N

u
m

b
er

o
fP

eo
p

le
M

et
h

o
d

fo
r

C
o

u
n

ti
n

g

T
I

[6
1]

T
I

m
m

W
av

e
F

M
C

W
ra

d
ar

T
h

e
n

u
m

b
er

O
p

en
ar

ea
an

d
in

d
o

o
rs

co
n

fe
re

n
ce

ta
b

le
w

it
h

5
m

m
ax

im
u

m
ra

n
ge

M
ov

in
g

w
it

h
o

u
t

m
ix

in
g

an
d

si
tt

in
g

st
ill

5
Tr

ac
ki

n
g

fo
r

co
u

n
ti

n
g:

cl
u

st
er

in
g

p
o

in
t

cl
o

u
d

s
an

d
ap

p
ly

in
g

ex
te

n
d

ed
ka

lm
an

fi
lt

er
fo

r
tr

ac
ki

n
g

Ji
a

et
al

.
[6

6]

SF
C

W
th

ro
u

gh
-

th
e-

w
al

l
ra

d
ar

T
h

e
n

u
m

b
er

In
d

o
o

rs
w

it
h

m
ax

im
u

m
12

m
ra

n
ge

W
al

ki
n

g
w

it
h

m
ix

in
g

6

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
R

es
N

et
-b

as
ed

(a
ty

p
ic

al
d

ee
p

co
n

-
vo

lu
ti

o
n

al
n

eu
ra

l
n

et
w

o
rk

)
fe

at
u

re
fr

o
m

ra
n

ge
-t

im
e

m
ap

Ya
n

g
et

al
.

[8
9]

IR
-U

W
B

R
ad

ar
T

h
e

N
u

m
b

er

N
ar

ro
w

co
n

fi
n

ed
ro

o
m

an
d

o
p

en
lo

b
b

y
w

it
h

3
m

m
ax

im
u

m
ra

n
ge

R
an

d
o

m
ly

w
al

ki
n

g
an

d
st

an
d

in
g

in
a

q
u

eu
e

3

Fe
at

u
re

-b
as

ed
co

u
n

ti
n

g:
u

si
n

g
C

N
N

fe
at

u
re

s
fr

o
m

ra
w

d
at

a.
In

p
u

t
d

at
a

w
it

h
se

ve
ra

ls
ig

n
al

p
ro

ce
ss

in
g

m
et

h
-

o
d

s
(C

lu
tt

er
re

m
ov

in
g,

D
C

re
m

ov
-

in
g

et
c.

)
w

er
e

p
ro

ve
d

n
o

t
n

ec
es

sa
ry

w
h

en
ap

p
ly

in
g

C
N

N
.

B
ao

et
al

.
[9

0]
IR

-U
W

B
ra

d
ar

T
h

e
N

u
m

b
er

O
u

td
o

o
rs

o
p

en
ar

ea

W
al

ki
n

g
an

d
st

an
d

in
g

st
at

ic

10
Fe

at
u

re
-b

as
ed

co
u

n
ti

n
g:

u
si

n
g

C
N

N
fe

at
u

re
s

fr
o

m
m

u
lt

i-
sc

al
e

ra
n

ge
-

ti
m

e
m

ap
s

H
u

an
g

et
al

.[
91

]
IR

-U
W

B
ra

d
ar

T
h

e
N

u
m

b
er

O
u

td
o

o
rs

o
p

en
ar

ea

W
al

ki
n

g
w

it
h

o
u

t
m

ix
in

g
5

Tr
ac

ki
n

g
fo

r
co

u
n

ti
n

g:
u

si
n

g
th

e
d

en
si

ty
-b

as
ed

cl
u

st
er

in
g

m
et

h
o

d
to

ge
t

th
e

p
o

in
t

cl
o

u
d

o
f

m
u

lt
ip

le
p

eo
p

le
an

d
ap

p
ly

in
g

th
e

re
cu

rs
iv

e
K

al
m

an
fi

lt
er

tr
ac

ki
n

g
al

go
ri

th
m

fo
r

co
u

n
ti

n
g

p
u

rp
o

se



3
RADAR-BASED

CHARACTERIZATION OF GROUP

PEOPLE COUNTING

In the existing literature in the Radar-based People Counting, the assumption of peo-
ple’s motion is limited to walking without grouping, even though they mentioned the mo-
tion is randomly walking. In this chapter, the characteristics of grouping are fully studied,
which provide a valid idea for the design of the Group People classifier in the next chapter.
In Section 3.1, the definition of Group People is introduced, and its model is proposed in
Section 3.2. After that, in order to study the Grouping more systematically and to analyze
whether the features currently used in the field have limitations, the study of Grouping
with existing features is analyzed first in Section 3.3. Those features that are not signif-
icant for a different number of people grouping will be given the lowest priority in the
Group Classifier design introduced in the next chapter. Then, the study of synchroniza-
tion and cadence velocity diagram (CVD) is introduced in Section 3.4, which is a proposed
manual approach to study the spectrogram. This study could support the Group classifier,
and the conclusion is drawn in Section 3.5.

3.1. DEFINITION OF GROUP PEOPLE
Group People is defined as a cluster of people sharing neighboring locations and

moving together, as shown in Fig. 3.1 with two people. This behavior is common in
everyday life, such as friends travelling in pairs or couples taking a walk together.

Although the existing articles state that the target moves randomly, the motion of
individuals does not include grouping in their assumptions [37]. Or they assume that
individuals do not always move as a group [27]. In other words, the people observed by
the Radar will always separate at a certain moment and move as separate individuals.

Grouping is one of the most complex motions of individuals. In contrast to using
a camera for crowd segmentation, in the Radar’s view, without prior knowledge, Group

20
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People can not be separated individually when using collected information. Therefore,
this is a challenge for one of the most popular Radar-based People Counting methods
that uses the tracking algorithm to count (named as tracking for counting method, as
discussed in Chapter 2). Group People can not be tracked individually, so they have to be
treated as a single extended target. This fact breaks the implicit assumption of tracking
for counting methods, which is that the number of tracks equal to the number of people.

From the study of performance comparison, grouping can not be solved properly
when applying the current Radar-based People Counting methods. The results are shown
in Chapter 6, and those results prove that grouping is an open problem in the Radar-
based People Counting. It should be noted by the readers that in the rest of this the-
sis, the expression "the number of Group People" refers to the number of people in one
group.

Figure 3.1: The ground truth of Group People with 2 individuals and the FMCW MIMO Radar is used.

3.2. GROUP PEOPLE MODELLING
After giving the definition of Group People, the section aims to build the model for

Group People for future analysis.
The model of Group People is built from two parts. The first part is to build the

3D model of individual, then the second part is to link the relationship between each
individual.

• Part 1: model of individual

In the existing study, the Boulic model is popularly used for the motion model of
human beings [92], which is similar to using 3D global marker in volunteers to
make motion models of game characters. In this thesis, the Boulic model of indi-
vidual is used with 11 control points and the ellipsoid is used as the body segments
of group people, as shown in Fig. 3.2 (a).
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Meanwhile, the locations of individual should also be taken into account. It is
shown in the Radar equation Eq. 3.1:

R = 4

√
Pt G2λ2σGP

(4π)3R4PNi LS L ALGP SN R
(3.1)

where R is the range from transmitter antenna to the target and λ is the wave-
length. Pt is the transmitted power, and PNi is the the noise power generated
within the Radar. G represents the antenna gain, and GP is the processing gain
for noise interference. σ is the Radar cross-section (RCS), which indicates how
detectable a target is by Radar. SN R is the signal-to-noise ratio. Ls is the system
losses, L A is the propagation path losses, and LGP is the ground plane losses. Be-
sides, the antenna gain is low when away from the boresight direction. Thus, the
connection model must take angle and range attenuation into account.

• Part 2: connection model of multiple people in the group

The connection model is required to consider the connection between each indi-
vidual when they are in a group.

As mentioned in Section 3.1, Group People are sharing neighboring locations. In
this case, three parameters are used to represent this relation. In Fig. 3.2 (b), d1

is the chest width of individuals. d2 is the shoulder width of the individuals and
d3 is the Euclidean distance between two neighboring individuals. There are var-
ious ways of obtaining the values of d1 and d2, essentially the dimensions of the
ellipse that define the area occupied by each individual in a group. For example,
by looking up some publicly available population data, or by enlisting volunteers
to participate in the data count. d3 is the distance between people in the group. In
this thesis, it is set at a maximum of 15 cm. The purpose of this is to prevent the
distances between people from being so large that their boundaries can be distin-
guished by angle estimation (as shown in Eq. 3.2), which breaks the definition of
group people.

∆θ ≈ 0,886λ

N d cosθ
, (3.2)

where N is the number of virtual antenna elements, d is the distance between
neighboring antenna elements, and θ is the angle between the target and the Line
of Sight (LoS).

The result of the Group People model when two people walk as a group is provided
in Section 3.3.
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Figure 3.2: Schematic diagram of Group People model: (a) in the front view with the body points and segments
related to the Boulic model, and (b) in the top view with the three important parameters defining the size of
the group.

3.3. EXISTING FEATURES USED FOR PEOPLE COUNTING
Group People is first discussed in the Radar-based People Counting. As a starting

point, several features and data formats which have already been used in this field are
studied in this section. The aim is to find whether Group People also have distinct dif-
ferences in these features. The readers should note that the data used here to generate
example figures belong to the collected experimental Data Set I, which is discussed in
more detail in Chapter 5.

• Range-Time Map

Range-Time Map provides the range information of targets at a given time period.
Jia et al. [66] found that the lines in the Range-Time map represent moving people
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Figure 3.3: Range-Time maps and their range profiles of Group People for (a) one human, (b) two humans, (c)
three humans, (d) four humans, and (e) five humans walking as a group.
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and the number of lines is connected with the number of people. As shown in
Fig. 3.4, in addition to the multi-path, the lines with high amplitude in Fig. 3.4 (a-
f) relate to the number of people, and the number of continuous lines is roughly
equal to the number of people.

However, this characteristic is not met in the Grouping case. In Fig. 3.3 (a-e), no
matter how many people walking as a group, this characteristic is not obvious
compared with previous studies. The number of continuous line does not asso-
ciate with the number of Group People. Therefore, this morphological character-
istics of Range-Time Map is not the best option for solving Group People Counting
problem.

Figure 3.4: Range-time images used for Radar-based People Counting for (a) one human, (b) two humans, (c)
three humans, (d) four humans, (e) five humans, and (f) six humans [66].

• Range Profile

The Range Profile is the one-dimensional feature where targets are represented as
the peaks, as shown in Fig. 3.5. Lee et al. [93] mentioned the probability density
function of the range profile fits the Log-normal distribution. Based on it, Choi et
al.[19] proved the number of people is associated with the number of peaks and
the amplitudes, and thus applied the maximum likelihood ratio to do the People
Counting. They mentioned the number of clusters which connected a group of
peaks was necessary and important for People Counting.

In the Grouping case, the characteristic in range profile does not match the con-
clusions drawn in the previous studies. In Fig. 3.3, a group of peaks appears in the
Range profile. And as the number of people in the group rises, the peak amplitude
of the signal does not follow a linear relationship. Besides, the number of clusters
does not fit the number of Group People. Therefore, like the Range-Time map, the
Range Profile is not the best choice when solving the Group People Counting.
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Figure 3.5: Range profile used for Radar-based People Counting [37]

• Range-Doppler Map

Range-Doppler map has more information for People Counting than the Range
Profile (in Fig. 3.6). As mentioned by Choi et al. [27], Range Profile performed
good when individuals are sparse in the RoI, while it can not tell the difference
when people are walking at the same range bin. Range-Doppler can be effective
when individuals walking in different direction even if they are at the same range
bin. For example, people walking towards the Radar has opposite sign of Doppler
information compared with people walking back to the Radar.

However, the Range-Doppler map becomes vulnerable in the Grouping case. In
Fig. 3.7 (a-e), the width of Doppler information increases when the number of
Group People increases, but this growth is not linear and robust. It can only be
concluded that the larger number of Group People there are, the wider the width
of Doppler is likely to be. The positive and negative signs of Doppler are only used
for distinguishing different groups, which break the conclusion summarized in the
previous study. Thus, the Range-Doppler map can be a feature to do the Group
People Counting, but this feature is not robust enough.

Figure 3.6: Range-Doppler features used for People Counting [27].
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Figure 3.7: Range-Doppler maps and their zoomed versions of Group People for (a) one human, (b) two hu-
mans, (c) three humans, (d) four humans, and (e) five humans walking as a group.
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• Range-Azimuth Map

Figure 3.8: Range-Azimuth maps measured for (a) one human, (b) two humans, (c) three humans, (d) four
humans, and (e) five humans walking as a group. (f) The summarized of occupied Range-Azimuth bins with
Group People from (a-e).

Range-Azimuth map shows the spatial location of targets in the RoI. This feature
is commonly used in narrow areas, such as vehicle, elevator, metal ramp [5]. Not
all Radar systems are able to provide angle information, and thus the MIMO Radar
is used to get azimuth or even elevation information of targets. But the weakness
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of this feature is how to estimate the AoA due to the fact that the Radar has poor
angle resolution compared to LiDAR, and the resolution degrades away from the
boresight direction. Without the prior knowledge, extended targets can not be sep-
arated when the angle between them is less than the angle resolution.

Figure 3.9: Range-Azimuth map in the far range for (a) three humans (b) five humans waling as a group.

Although it is challenging to estimate the accurate angle of targets, the Range-
Azimuth map is promising for Group People Counting. Group People is a defini-
tion in spatial area, where Range-Azimuth exactly represents this characteristic. In
Fig. 3.8 (a-e), when the number of Group People increases, the occupied width of
the azimuth angle increases. This phenomenon is robust in the near range, while
in the far range the Range-Azimuth map loses these advantages for Group Peo-
ple Counting. After extracting the Range-Azimuth bins from the figure and rank
them by the number of occupied azimuth bins, it is found that when the number
of Group people increases, more azimuth bins are occupied, while this relation is
not linear according to the fitted curve in Fig. 3.8 (f). In Fig. 3.9 (a) and (b), where
three and five people walk as a group in the 16 m range, the occupied bins seem
the same. It can be explained by the Group People model. As people get further
away from the Radar, their AoA gets smaller and smaller until it is less than the
angular resolution. Near and far is a comparable term. In this thesis, based on the
configuration of Radar and the Group People model, when the distance from the
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Radar exceeds 12 m, this is called far range.

Therefore, Range-Azimuth map can be a good choice to solve the Group People
Counting, but this feature is fragile when Group People exist in the far range. Other
features which have not been used for Radar-based People Counting are required
to be studied.

3.4. SYNCHRONIZATION AND CADENCE VELOCITY DIAGRAM

3.4.1. STUDY OF SPECTROGRAM AND CVD
After studying the existing features that have already been used in the literature on

Radar-based People Counting, these features hardly reflect the periodic swaying of the
limbs as the person moves. In the field of Radar, this periodic swinging feature is of-
ten represented in the micro-Doppler signature; hence, in this section the spectrogram,
which represents the micro-Doppler information, is studied.

Figure 3.10: Simulated spectrogram based on the proposed Group People model (mentioned in Section
3.2)when (a) one person walks away from Radar, (b) two people walk away from Radar.

The spectrogram can represent well the characteristics of the gait of people. When
a person moves away from the radar, we can clearly see the micro-Doppler generated by
the movement of the limbs through the spectrogram (in Fig. 3.10 (a)). When analyzing
more than one person moving together, we expect to be able to see the mixing of micro-
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Doppler due to the inconsistent movements of multiple people, as shown in Fig. 3.10 (b).
However, when experimenting in practice, it was found that not all spectrograms showed
this "mixing" phenomenon. When comparing this with the video files recorded during
the experiment, it was observed that even when volunteers were allowed to move in the
way they were used to, there was some degree of consistency in their pace. Although this
consistency is not perfectly uniform as for "soldiers walking in unison", the similarity in
the frequency of their limb swings is what leads to the micro-Doppler being very similar.
In other words, the image morphology of the spectrogram of their movement is similar
to that of the spectrogram when only one person is moving.

Moreover, it was also found that the more people move together, the more likely we
are to observe the phenomenon of mixing on the spectrogram. Therefore, this step con-
sistency is related to the number of Group People and deserves to be studied in depth for
the development of classifiers for Group People Counting. In this thesis, we refer to the
"phenomenon that describes the consistency and inconsistency of pace when multiple
people are moving" as the "synchronization phenomenon".

To study the synchronization phenomenon, the cadence velocity diagram (CVD) is
introduced. The CVD Sc (g1, g2) is calculated by taking the FFT of the spectrogram across
the time axis:

Sc (g1, g2) =
Nw−1∑

l=0
|Ŝ(l , g2)|w(l )e−j2πg1l/Nw , (3.3)

where Ŝ(l , g2) is the spectrogram. wl is the hanning window with length Nh . Nw is the to-
tal number of windows when applying FFT. The indices are defined as g1 = 0,1,2, ..., Nh−
1 and g2 = 0,1,2, ..., Nw −1. By taking the FFT across the time axis, the CVD can repre-
sent the frequency with which the Doppler velocity of the target repeats. In other words,
it exactly studies the periodic properties of people’s motion. The ambiguity of the CVD
frequency is fs /2, where fs = 1/(Nwσl Tc ). σl is the overlapping frequency and Tc is the
duration of the chirp, which is defined by the Radar configuration. Due to the fact that
the frequency of the limbs swing during normal human movement will not exceed 2.5
Hz and will not fall below 0.5 Hz, the CVD frequency is selected in this range for study.

To investigate the relationship between CVD and the synchrony of human move-
ment, two sets of data from Data Set 1 (described later in Section 5.1) were selected.
Each set of data was collected by two different volunteers. Fig. 3.11 provides detailed
information on the difference between the high synchronization case and the low syn-
chronization case. They are analyzed in the following paragraphs. For the reminder of
the reader, the Doppler velocity of spectrogram is displayed in the absolute value.

The synchrony of human movement was found to be related to the height of the
person. When there was little difference in height between the two volunteers, they were
more likely to move in high synchrony due to the similarity in their stride length (in Fig.
3.11 (a)). On the contrary, when there was a larger difference in height between the two
volunteers, they were more likely to move asynchronously (in Fig. 3.11 (b)). In Fig. 3.11
(a-b), according to the control points and the estimated skeleton marked on the people,
it is obvious that in the high synchronization case the two volunteers’ feet are raised from
the ground at all times at the same time and their arms are swung at a similar angle.
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However, in the low-synchrony situation, the two volunteers’ feet landed on the ground
at different times, and their arms swung at different frequencies.

Figure 3.11: The analysis of synchronization. Ground truth with estimated skeleton in (a) high synchronization
for people of similar height, and (b) low synchronization case for people of diverse height. Spectrogram in (c)
high synchronization and (d) low synchronization case. The Doppler velocity is displayed in the absolute value.
CVD map in (e) high synchronization and (f) low synchronization case. CVD profile in (e) high synchronization
and (f) low synchronization case.

For the spectrogram, according to the estimated outline, the spectrogram is much
less "clean" in the case of low synchronization (in Fig. 3.11 (c)) compared to that of
high synchronization (in Fig. 3.11 (d)). Conclusions beyond this are difficult to obtain
through empirical observation. Therefore, CVD is applied to extract the target’s periodic
movements. In Fig. 3.11 (e), it is seen that there is one vertical line with high ampli-
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tude around 1.5 Hz along the CVD frequency. By calculating the mean value along the
Doppler velocity of the CVD map, we can obtain the CVD profile and clearly find a peak
at around 1.5 Hz as shown in Fig. 3.11 (g). This peak represents the periodic motion of
people. In contrast, because in the case of low synchronization the inconsistency of the
two gaits leads to "unclean" CVD, it is not possible to easily extract periodic information
(in Fig. 3.11 (f)). After the same approach is applied to obtain the CVD profile for the
low synchronization case, this peak is less pronounced in the 0.5 to 2.5 Hz interval than
in the high synchronization case as shown in Fig. 3.11 (h). All in all, the CVD is good for
studying the synchronization of people’s motion, which is connected with the number
of Group People.

3.4.2. SYNCHRONIZATION FACTOR δ
After concluding that the CVD profile is able to provide information on the level of

synchronization, a parameter that indicates this is described in this subsection.
By comparing the difference between CVD profiles of high and low synchronization

in Fig. 3.11 (g-h), we can see that the shape of the peaks is highly differentiated between
0.5 and 2.5 Hz. As Fig. 3.12 shows, the higher the synchronization, the larger the peak and
the greater the width of the impulse will be. Conversely, the lower the synchronization
rate, the smaller the peak and the wider the impulse.

Figure 3.12: Example of CVD profile from the high synchronization case vs the low synchronization case.

To represent this difference, the synchronization factor δ is proposed in this thesis
and its calculation is listed in Algorithm 1. This algorithm is similar to the calculation
of the peak factor in [94]. To study the performance of the proposed synchronization
factor, the training set of Data Set I (described in detail in Section 5.1) is used. Based on
the fact that the calculated synchronization factor is the highest when there is only one
person moving in the RoI, a normalization is proposed to constrain the synchronization
factor from 0 to 1. In Fig. 3.13, the fitted Gaussian distribution is proposed to study
the synchronous phenomena in different numbers of Group People. It can be seen that
as the number of people increases, the synchronization factor becomes smaller, while
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for each multiple number of Group People, the reported higher value of this parameter
is consistent and not an accidental phenomenon. This means that when designing a
classifier, the difference between when the group gait is synchronised and when it is not
needs to be taken into account by selecting suitable and sufficient features for this.

Algorithm 1 Propose synchronization factor based on CVD profile.

Require: CVD Profile |Sc(g1)|k |, in which g1 = 0,1, ..., Nh −1, k = 1,2, ...,K
1: Calculate ambiguity of CVD Frequency: fs = 1/(Nwσl Tc )
2: Calculate CVD step: xc = linspace (− fs /2, fs /2, g1)
3: Select appropriate interval of CVD profile:
4: if 2.5 ≥ xc ≥ 0.5 then
5: |Sc1(xc )|k | = |Sc(xc )|k |
6: end if
7: Gmax = max(|Sc1(xc )|k |)
8: xc0 =argmaxxc (|Sc1(xc )|k |)
9: Find the largest local minimum G1 = |Sc1(xc 1)|k | around xc0

10: Find the minimum G2 = |Sc1(xc 2)|k |
11: δk = ((Gmax −G1)/G1)+ (Gmax −G2)/G2))/2
Ensure: δk

Figure 3.13: Fitted Gaussian distribution to the values of Synchronization factors when different number of
Group People are moving in the RoI.

3.5. CONCLUSIONS
In this section, the characteristics of Group People have been studied.
Group people are defined as a group of people sharing neighboring, adjacent loca-

tions and moving together. As a starting point, existing data formats and features which
have been already used in Radar-based People Counting in the literature, such as Range
Profile, Range-Time map, and Range-Doppler map, all have similar signal or image mor-
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phological characteristics regardless of how many people move as a group.
With the help of MIMO Radar, the angle information of the targets can be estimated.

The Range-Azimuth map is more promising than the previous formats, as is shown by
the fact that the more people move as a group, the more azimuth bins are occupied. But
this feature on its own is vulnerable when Group People exist in the far range.

In addition to the Range-azimuth map, which can be used in the design of classi-
fiers, spectrogram and CVD are found to be useful for Group People Counting. Exist-
ing features ignore that fact that people’s movement is a periodic motion. The spectro-
gram of Group People that characterises this periodic motion is studied. Apart from the
fact that the spectrograms are less clean when people walk at different paces than when
one person walks, it is also possible for multiple people to walk at the same pace. With
CVD, synchronization ratio is proposed to study whether people move in synchrony. It is
concluded that as the number of people increases, the synchronization factor becomes
smaller, while for each multiple number of Group People, people moving with relatively
high synchronization is not an accidental phenomenon. This means that when design-
ing the classifier, the difference between when the gait of groups of people is synchro-
nized and when it is not, needs to be taken into account and suitable and sufficient fea-
tures need to be selected for classification.

To conclude, features that are related to the Range-Azimuth map and spectrogram/CVD
can be a good choice to solve Group People Counting.



4
INTRODUCTION OF THE PROPOSED

PIPELINE

After summarizing the advantages and disadvantages of the feature-based counting
and tracking for counting methods, the proposed method combines them to deal with the
grouping problem. This chapter is to describe in detail how those advantages are com-
bined. In Section 4.1, the structure of the proposed pipeline is introduced. Then, how
to generate and preprocess the Radar cube is given in Section 4.2. After that, the processed
data is passed to the People Tracking and Counting block to estimate the number of people
and their locations in the scene introduced in Section 4.3. In this section, for a complete ex-
ploration of the solution to Group People Counting, both non-ANN and ANN approaches
are introduced to classify the grouping case. Finally, post-processing is provided in Section
4.4 to optimize the estimated results based on time information, and thus the exact people
counting is achieved.

4.1. OVERVIEW OF THE PROPOSED METHOD
This section provides an overview of the proposed method, which combines the

tracking for counting block and the feature-based counting block. In total, this method
can be divided into four main parts, that is, Radar cube generation, pre-processing, peo-
ple tracking and counting part and post-processing part shown in Fig. 4.1. The meaning
of each section is briefly described in the following paragraphs, while the details are pre-
sented in the next sections of this chapter.

• The Radar cubes generation is the conversion of raw data from Radar data acquisi-
tion into a standard Radar cube (i.e., Channels × Fast Time × Slow Time × Frames)
to facilitate the subsequent processing of the Radar cube.

• Pre-processing is to process the Radar cube and obtain the range, Doppler velocity,
and angle information in the scene. Meanwhile, removing the static clutter is done
to reduce the probability of miss detection and false detection.

36
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• People tracking and counting part includes tracking for counting block and feature-
based counting block. This part is designed to estimate the location and number
of Group people. Thus, this is a coordinated application of tracking for counting
and feature-based counting. It includes the counting unit which processes each
decision window and estimates the number of Group People, and multiple target
tracking (MTT) block to predict and update people’s location in the scene.

• Post-processing is the process of updating the results for the current moment by
combining the results before and after that point in time. In other words, the final
estimated number of people is optimized before output based on the time infor-
mation.

It is worth noting that there is a feedback loop in this method, where the counting
unit and multiple target tracking interact and feed back into each other. That is, the
decisions made by the counting unit or the multiple targets tracking algorithm are fed
back to each other. For example, when one group stop moving in the scene, even though
the counting unit thinks that there is no target in the scene because there is no Doppler
information, the tracking algorithm will determine that the target has not left the scene
based on its position and the predicted position information, and will continue to wait
for the target to move, activating the counting unit to continue to update its estimate of
the number of targets.

Figure 4.1: Overview of the proposed People Counting pipeline, which combines relevant element of the Track-
ing for Counting and Feature-based Counting approaches used in isolation in the literature.
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4.2. RADAR CUBE GENERATION & PRE-PROCESSING
For conciseness, this section presents the first two parts of the proposed methodol-

ogy, that is Radar cube generation, and pre-procesing.
The generation of Radar cubes is the conversion of raw data from Radar data acqui-

sition into a standard Radar cube to facilitate subsequent processing of the Radar cube.
Based on the use of MIMO radar, angle estimation of the target is possible, and the virtual
antenna is generated (mentioned in Appendix A).

When using the FMCW MIMO Radar, the received raw data is the complex signal
of each receiver, for example if the radar used has three Txs and four Rxs, the length of
the received raw data is (4 × ns ), where ns is the total number of samples of each Rx.
But by analyzing the raw data at this point, we cannot know when the data received by
the receiver was transmitted by which transmitter. Therefore, it is important and nec-
essary to generate the radar matrix, and how to calculate it depends on the parameters
of the radar and the parameters of the chirp. The Algorithm 2 is applied to reshape the
cube into (Channels × Fast Time × Slow Time × Frames), when using the Time Division
Multiplexing (TDM) mode of the MIMO Radar.

Algorithm 2 4D Radar Cube Generation.

Require: Xr (nRx ,ns ),chirps per frame nc , samples per chirp nadc , total number of sam-
ples of each receiver ns , the number of transmitters nT x , the number of receivers nRx

1: Calculate the number of frames n f = ns /(nT x ×nc ×nadc )
2: Calculate the number of virtual arrays nv = nT x ×nRx

3: Calculate the Read Cube Re = linspace (1,ns ,ns )
4: Reshape the Read Cube to capture the samples generate by chirps of each Tx

Re (ns /(nadc ,nadc ))
5: Use FOR loop to extract the samples transmitted by each Tx, and build the virtual

array
6: for each i ∈ [1,nt , (ns /nadc )] do
7: XR (na ,nadc ,nc ,n f ) = [Xr (1,nRx ,Re(i ),n f ), ..., Xr (max(na),nRx ,Re(i ),n f )]
8: end for

Ensure: XR (na ,nadc ,nc ,n f )

Subsequent pre-processing aims to obtain the Doppler velocity, Range and Angle
information from the Radar cube. Meanwhile, the static clutter is removed for more
accurate and effective feature extraction, which is applied in later steps. The algorithm
that implements this pre-processing part is placed in Algorithm 3.

It is worth mentioning that the estimation method of angular information in this
paper is different from simply performing an FFT across the channel dimension of the
cube for all range and Doppler bins. This commonly used FFT beamforming is to do the
Fourier transform along the channel dimension of the cube, but in fact the angle infor-
mation obtained in this case has a high sidelobe, which is not very good for determining
where the target is. Especially for the extended target in the case of Grouping, it is not
very easy to confirm the boundary of the target just by the amplitude of the resulting
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angular profile.

In this thesis, the Doppler-based angle estimation method is applied and is included
in Algorithm 3. The base idea is to generate the Range-Doppler map first. Then the de-
tection method (i.e., 2D CA-CFAR) is applied to find the range-Doppler bins. 2D CA-
CFAR is an adaptive algorithm, and is widely used in the Radar systems. The detection
points are collected when the cell under test (CUT) is higher than the adaptive threshold,
as shown in Fig. 4.2. The threshold is called adaptive, because the threshold is continu-
ously updated by the training cells, which are around the CUT. Meanwhile, the guarding
cells are used to avoid energy leakage from the CUT to destroy the estimate of threshold
[95]. In this case, the static clutter is removed, and targets are located at certain range-
Doppler bins. Finally, the FFT beamforming is performed at those range and Doppler
bins along the Channel axis.

Figure 4.2: Example of the 2D CA-CFAR.

In Fig. 4.3, an example from Data Set III (later described in detail in Section 5.1) is
used to show the results of the FFT beamforming and the Doppler-based angle estima-
tion method. It can be seen that when the classic FFT beamforming is applied directly
in all range bins, there is a lot of clutter, as shown in Fig. 4.3 (a). Thus, at low SNR con-
ditions as in this case, it is difficult to determine the location and edge of targets when
the detection method such as CA-CFAR is applied directly. However, according to 4.3 (b),
only moving targets in the scene are focused and studied when the Doppler-based angle
estimation method is applied.
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Figure 4.3: Results of angle estimation when applying (a) FFT beamforming, (b) Doppler-based angle estima-
tion.

After the pre-processing part, moving targets are defined by values in the processed
Radar cube (Angle × Range × Doppler × Frame). The M-frame sliding windows are ap-
plied to automatically transfer multiple frames to the people tracking and counting part,
because the spectrogram required multiple frames to be generated, and the CVD map
needs enough time window to extract the periodic motion. In this thesis, the length of
the sliding windows M is set at 10. Meanwhile, the overlap ratio has to be determined.
This represents the proportion of the mth window that overlaps with the m−1th window.
In other words, this indicates that the number of frames is kept in the next decision win-
dow. In this thesis, the overlapping ratio is set at 90%. The decision window, as the name
suggests, means that each time a window is entered, the number of people in the scene
and their location are obtained by the people tracking and counting part (introduced in
the next section).

4.3. PEOPLE TRACKING AND COUNTING

4.3.1. GROUPING
Grouping is the first block of the people tracking and counting part, and its mission

is to separate different groups in the scene from the Range-Azimuth map and pass each
group’s feature (i.e. the Range-Azimuth map, and the spectrogram/CVD map) to the
Group classifier. In other words, clustering and assignment methods are used in this
part, and its algorithm is provided in Algorithm 4.
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Algorithm 3 Pre-processing steps of detection and estimation in range, Doppler, angle.

Require: XR (na ,nadc ,nc ,n f )
1: for n = 1,2,3, ...,n f do
2: Range and Doppler estimation based on 2D-FFT

XR̂ (na ,nR ,nD , i ) =FFT2(XR (na ,nadc ,nc , i ))
3: Apply detection method CA-CFAR to determine the Range and Doppler bin for an-

gle estimation (nR̂ ,nD̂ , i ) =CA-CFAR(XR̂ (na ,nR ,nD , i ))
4: Apply angle estimation FFT beamforming at the selected range-Doppler bins along

Channel axis nA = argmaxA(FFT(XR̂ (na ,nR̂ ,nD̂ , i )))
5: end for

Ensure: XR̂ (nA ,nR ,nD ,n f )

Figure 4.4: Difference between calculating the Euclidean distance (a) based on the Cartesian coordinate, (b)
based on the principle of the Radar, where Target 0 at t1 and Target 2 at t2 locates at the same range; Target 0
at t1 and Target 1 at t2 locates at the same azimuth.

• Clustering:

The use of clustering serves two purposes. Firstly, to calculate distances on the
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Range-Azimuth map based on the density of measurements and thus to separate
the different clusters within the scene, i.e., Group People. Secondly, to calculate
the central position (cluster centroid) based on the measurements of each group,
which is used in the tracking algorithm to reduce the complexity of the calculation.

In this thesis, the grid-based Density-based Spatial Clustering of Applications (DB-
SCAN) is applied [96]. Compared to standard DBSCAM, grid-based DBSCAN takes
the relation between angle bin and range bin into account to calculate the distance
that is suitable for the Radar principle.

As a result, different groups with their measurements are divided in the scene, and
the central position of each group is calculated and passed to the MTT block.

• Assignment:

The assignment algorithm has two purposes. The first is to assign the processed
feature to the correct group. Let us discuss this with an example. Group 1 is de-
tected walking from range bin 130 to range bin 137 in one window time, and then
the spectrogram calculated in that range is assigned to Group 1. The second pur-
pose is to select the best association hypothesis θi

k (which means the hypothesis
in the i th frame and the k th decision window) between each frame and to prune
all other hypotheses θi

k ∈Θi
k . Thus, the single N -target hypothesis is applied.

In this thesis, the best association hypothesis is determined by the distance be-
tween each estimated position of the groups with the Gaussian model ??.

Compared to calculate the Euclidean distance based on the Cartesian coordinates,
the principle of the radar, i.e. its data in a range-azimuth map rather than a Carte-
sian map, is taken into account. As shown in Fig. 4.4, there is a target (Target 0) in
the area of 12 meters from the radar at an angle of 20 degrees to the Line of Sight
(LOS) at t1. At t2, two groups appear at a distance of 14 meters from the radar at
an angle of nearly 20 degrees to the LOS marked as Target 1 and at a distance of 12
meters from the radar at an angle of nearly 2 degrees to the LOS marked as Target
2. According to the Cartesian coordinate, Target 2 at t2 is the selected point with
the highest association hypothesis, as shown in Fig. 4.3 (a). However, in the actual
case where Radar is used, sampling rates between different angle bins are differ-
ent. In other words, even if the angle between the LOS of two targets and the radar
differs by 15 degrees, when they are away from the Radar, the distance between
the two is much larger in the actual range-azimuth map compared to the Carte-
sian coordinate. As shown in Fig. 4.4 (b), Target 1 at t2 is the correct association
target for Target 0 at t1 with the highest association hypothesis.

4.3.2. NON-ANN GROUP CLASSIFIER
This subsection is an introduction to the proposed non-ANN classifier.
Through the analysis in Chapter 3, Range-Azimuth map and spectrogram are rec-

ommended as input to the classifier to deal with Group People Counting. However, when
designing the non-ANN classifier, the challenge is that it is required that the features
composing the feature vector be extracted artificially.
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Algorithm 4 Grouping algorithm including a clustering and an assignment/association
part.

Require: XR̂ (nA ,nR ,nD ,n f ),
1: Based on the sliding window, multiple frames are formatted into k windows, and

each window includes i th frame.
2: for k=1, 2, ..., K do
3: for i=1, 2, ..., I do
4: Based on grid-based DBSCAN, determine the number of groups in the scene

E(i , j ), where j is the number of groups in the scene, and j = 1,2,3, ..., J .
5: Based on the Radar principle, select the nearest positions at i +1 with the best

association hypothesis θi
k .

6: Assign the selected features to each group f (E(i , j ),k).
7: end for
8: end for

Ensure: xi
k (nA ,nR ,nD ), f (E(i , j ),k),θi

k

Figure 4.5: Overview of the proposed non-ANN group classifier.
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The features of Range-Azimuth are very intuitive. based on the occupied azimuth
bin, the difference in the number of Group People can be discerned intuitively in the
near range. However, unlike the range-azimuth map, the features of group people are
difficult to extract from the spectrogram. As concluded in Section 3.4, CVD is calculated
from spectrogram to emphasize better the feature of periodic motion of people, because
it is not easy to manually get features from spectrogram. So CVD map is used for the
design of non-ANN classifiers where manually extracting features is a must.

As shown in Fig 4.5, Range-Azimuth map and CVD are used in the design of the
non-ANN classifier. Range-Azimuth map and CVD features are described in detail in
Algorithm 5. The features extracted from the Range-Azimuth map and the spectorgram
are summarized below:

• Range-Azimuth Map

When manually extracting features from the Range-Azimuth map for non-ANN
classifiers, three kind of features are extracted, i.e., (1) the length of the occupied
azimuth bin, (2) the peak amplitude, (3)the mean amplitudes are selected from
each two frames. Deciding to use features each two frames is to reduce the overfit-
ting, where the total number of features of Range-Azimuth map for classification
can reach 30. So in this thesis, the length of the feature vectors extracted from the
Range-Azimuth map is 15.

Figure 4.6: Example of the 4th types of the CVD map, where the length of selected mean amplitude is 6. The
left figure is the mean amplitude from the CVD map along the Doppler velocity axis.

• CVD Map

For the CVD map, four kinds of features are extracted for the classification, i.e.,
(1) the synchronization factor δ (studied in Section 3.4), (2) the maximum CVD
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frequency of the CVD profile, (3) two half-height CVD frequencies from the CVD
profile, and (4) the selected mean amplitudes of the CVD map along the Doppler
velocity axis are used, inspired by Ricci et al. [97]. In this thesis, the length of the
selected mean amplitude is 6, as shown in Fig. 4.6. So in this thesis, the length of
the feature vectors extracted from the spectrogram is 10.

In total, 25 features are used for the proposed non-ANN classifiers. Then, the nor-
malization is applied to each selected features from Range-Azimuth map and CVD map.
It enables the eigenvalues of the samples are converted to the same scale, which in turn
improves the speed of the gradient descent method to solve the optimal solution for
ANN classifiers. Some non-ANN classifiers also require feature normalization, e.g., Sup-
port Vector Machine (SVM), k-nearest Neighbors Algorithm (KNN) [98].

Then, two sets of feature vectors are concatenated and passed to principal compo-
nent analysis (PCA) to reduce the dimensionality of the predictor space. Thus, it is to
make sure all components used for the classification are useful for classification. Re-
ducing the dimensionality can help classification models prevent overfitting [27]. In this
thesis, the PCA is required to keep only the principal components that explain 80% of
the variance.

After the PCA, the feature vectors are passed to the statistical machine learning clas-
sifier. The selection of the classifiers and the study of the proposed non-ANN classifier
performance are provided in Section 5.2.

Algorithm 5 Feature extraction of Range-Azimuth map and CVD map.

Require: f (E(i , j ))
1: for j = 1,2, ..., J do
2: if Determining odd and even numbers of I, mod(I ,2) == 1 then
3: I = I −1
4: end if
5: for i = 1,2, ..., I /2 do
6: Select the maximum occupied azimuth bin of each two frame f1(E(i∗2, j )) and

record its range bin f2(E(i∗2, j ))
7: Select the maximum amplitude of each two frame f3(E(i∗2, j ))
8: end for
9: M frames are used to generate CVD map, f (E(:, j )) is used.

10: Select the synchronization factor δ j

11: Select the maximum CVD frequency of the CVD profile f4(E(:, j ))
12: Select the half-height CVD frequency f5(E(:, j ))
13: Select mean amplitude of the CVD map along the Doppler velocity axis f6(E(:, j ))
14: end for
15: Integrate the selected features into two sets of feature vectors f̂r (E(i , j )) =

[ f1(E(i∗2, j )), f2(E(i∗2, j )), f3(E(i∗2, j ))], and f̂s (E(i , j )) = [ f4(E(:, j )), f5(E(:, j )), f6(E(:, j ))]

Ensure: f̂r (E(i , j )), f̂s (E(i , j ))
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4.3.3. ANN GROUP CLASSIFIER

This subsection introduces the proposed ANN Group classifier.
The previously described Non-ANN Group classifier uses Range-Azimuth map and

CVD to solve the Group People Counting problem, while ANN Group classifier is re-
quired to be more “artificial”. “Artificial” means that the ANN classifier is required to
automatically extract the salient features, so the two matrices of the Range-Azimuth map
and spectrogram are directly input to the proposed ANN group classifier. So in this case,
compared to extracting the feature from the Range-Azimuth map in several frames sep-
arately when designing the non-ANN classifier, Range-Azimuth maps with M frames are
averaged and then inputted to the classifier.

The pipeline of the proposed ANN group classifier is shown in Fig. 4.7. Inspired by
Choi et al. [37], there are mainly three blocks of the pipeline.

The first is the feature extraction block. In contrast to manual feature extraction,
CNN neural networks are applied to learn and extract features on such two-dimensional
matrices. Rather than building CNN layers at random, this thesis chose to use some
layers of ResNet18 [99] as a backbone. Then, after concatenating the two sets of outputs
obtained through the CNN layers, the transformer learns feature, which are extracted
from the two images, in parallel using the Multi-Head Attention mechanism [73]. Finally,
the fully connected (FC) layer is used to output the likelihood of each class, which is the
number of Group People. The detailed structure of the proposed ANN Group classifier
is listed in Table 4.1.

Comments on each block of the proposed ANN classifier are provided.

• Feature extraction

For Radar data, the number of Radar data is limited, which requires the network
structure not to be too deep. Therefore, ResNet-18 is used for feature extraction
of the 2D matrix. Compared with adding CNN layers arbitrarily, the degradation
problem with increasing number of layers can be solved effectively and the fitting
ability can be improved with the help of residual blocks [99].

In this thesis, the first three blocks of ResNet-18 are used for feature extraction,
because when using all the blocks of ResNet-18, overfitting occurred. The input
channel of the first block of the ResNet-18 backbone is changed to 1, because the
input is not a picture, there is no information of the three channels of RGB.

• Attention

One of the advantages of Transformer is the ability to achieve parallel computa-
tion when solving sequences. In classical RNN structures (LSTM [72], GRU [100]),
they process them one by one according to time. The hidden state ht at time t is
determined by the previous hidden state ht-1 and the current input. This results
in the current moment having to wait for the historical results to be updated, and
very early historical information is discarded because of the performance impact.
But transformer is able to read the whole matrix at the same time, for example, the
full motion of people can be processed in parallel rather than step by step. This
broader inductive bias enables it to process generalized information [101].
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Because of the input format requirements of the transformer, the spectrogram and
Range-Azimuth map are extracted by the CNNs separately and integrated into a
sequence, which is then input to the transformer.

• FC

In the ANN classifier, the last layer of this classifier is the FC, which outputs the
probability of each class. Thus, the estimated number of Group People is out-
putted by selecting the label with the largest probability.

Due to the multi-head attention architecture in the transformer model, the out-
put sequence length of a transformer is the same as the input length. Thus, the
number pf the output channel of the FC is the maximum number of Group People
Nmax +1.

The performance study of the proposed ANN classifier are provided in Section 5.2.

Figure 4.7: Overview of the proposed ANN group classifier.
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Table 4.1: Detailed architecture of the proposed ANN Group classifier.

Part Layer Output Size Kernel

Feature Extraction

Conv1 64×112×112 7×7, 64, stride 2
Conv2_1 64×56×56 3×3 max pool, strid 2

Conv2_2 64×56×56
[

3×3,64
3×3,64

]
×2

Conv3 128×28×28
[

3×3,128
3×3,128

]
×2

Ave1 128×1×1 average pool
Concatenation 256×1×1

Attention Transformer 256×1×1 dmodel = 256, nhead = 4
Classification FC (Nmax +1)×1 I f = 256, O f = Nmax +1

4.3.4. MULTIPLE TARGETS TRACKING
After the best association hypothesis is selected, this part is to update all tracks from

the Range-Azimuth map, and initiate new tracks if needed. This processing is part of
the Global Nearest Neighbor (GNN) tracking, which is used for tracking N -object [102],
and the motion model of target is the constant velocity model. The algorithm is listed in
Algorithm 6. Compared to other MTT algorithms such as Gaussian-mixture probability
hypothesis density (GM-PHD), Poisson multi-Bernoulli mixture filter (PMBM) [58, 59,
60], GNN tracking algorithms require fewer models of targets and motions to be built,
and thus save the computation power, due to the fact that the complex motion in this
thesis is only the grouping. The core of the GNN tracking is actually the extended Kalman
filter which includes the prediction, and update step.

There are two important cases for the feedback loop of the proposed method.

• False detection and miss detection

For possible false detections and missed detections, the thesis divides the trajec-
tories into two categories, one is the confirmed trajectory and the other is the ten-
tative trajectory.

A confirmed trajectory means that the best association hypothesis θt for the tar-
get can always be found at t . The tentative trajectory means that the target with
the maximum association hypothesis is not found at the next moment. For tenta-
tive trajectories, one of two reasons will make the algorithm decide to delete the
trajectory. The first is that if the number of invisible trajectories exceeds a cer-
tain value, then the trajectory is deleted. This eliminates false detections due to
environmental noise and ghost targets generated by the multi-path effect. The
second is that the group classifier continuously determines that there is no person
on these tracks. It can eliminate dynamic clutters in the scene.

• Static group in the scene

For the case where the target moves for a period of time after entering the scene
and then remains static in the scene, two reasons will allow the tracking algorithm
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to maintain the tracks. One is that the Group classifier estimates that there is at
least one person in this group at the previous time. The second is that the target
has not left the scene by the prediction of the tracking algorithm. Later, if the target
starts to move again, the grouping and MTT algorithm will continue to implement
People Tracking and Counting using the position where it stayed as the target birth
place.

From this we can also see that the feature-based counting block and the tracking
for the counting block can help each other to make better decisions, for both position
estimation and People Counting.

Algorithm 6 Tracking via GNN approach.

Require: xi
k (nA ,nR ,nD ), f (E(i , j ),k), N̂ i

k ,θi
k

1: for k = 2,3, ...,K do
2: for i = 2,3, ..., I do
3: Initializing Tracks Li

k (xi |i
k )

4: Given θi
k

5: Prediction: Chapman-Kolmogorov prediction
6: p i |i−1

k

(
xi

k

)= ∫
π

(
xi

k | xi−1
k

)
p i−1|i−1

k

(
xi−1

k

)
dxi−1

k
7: Update:
8: The exact posterior density is approvimated by GNN density parameterized by

the object densities p
θ⋆1:k
k|k (Xk )

9: p i |i
k

(
xi

k

)= P D
(
xi

k

)
gk

(
zθ

⋆,i

k | xi
k

)
p i |i−1

k

(
xi

k

)
10: if Li

k (xi |i
k ) == 0 then

11: Assign the trajectory to tentaive trajectory Li
k .I D == 0

12: if the number of invisible trajectories exceed σI D & N̂ i
k == 1 then

13: Delete Li
k (xi |i

k )
14: end if
15: end if
16: end for
17: end for
Ensure: Locations and tracks of each group in the scene Li

k

4.4. POST-PROCESSING
After the number of Group people and their location are estimated by the People

Tracking and Counting block, with the help of tracking for counting block, the estimated
number of people in each group are recorded in chronological order.

Then, the post-processing part is to combine results before and after this time to
update the results for the current moment. In other words, the final estimated number
of people is optimized based on time information. In the thesis, the five-point median
filter is applied to average the estimation. The results of this part are shown in Section
6.3.
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The algorithm of post-processing is provided as follows:

Algorithm 7 Post-processing to the estimated number of each group from the group
classifier.

Require: Estimated results from the proposed group classifier N̂ i
k

1: Given the length of time used for consideration m, m is odd number.
2: for k=1, 2, ..., K do
3: for i=1, 2, ..., I do
4: mh == floor(m/2)
5: N i

k = mean(N̂ i
k−mh

, ..., N̂ i
k−1, N̂ i

k , N̂ i
k+1, ..., N̂ i

k+mh
)

6: end for
7: end for
8: N i

k = Rounding(N i
k )

Ensure: N i
k
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PERFORMANCE VALIDATION

In this chapter, the performance of the proposed Radar-based People Counting method
is verified using experimental data sets collected from outdoors environment. In Section
5.1, the basic information about the equipment and its configuration are introduced. To
evaluate the performance toward People Counting, three representative case studies are
selected to show the performance of tracking part, Group People classification part, and
the proposed method where the first two parts are integrated into a whole. The results are
shown in Section 5.2. Then, the cause of incorrect results is studied in Section 5.3, which
can be improved in future investigation. Finally, the conclusions of performance valida-
tion are drawn in Section 5.4.

5.1. EXPERIMENTAL SETUP AND DATA COLLECTION
This section aims to introduce the basic information about the experimental equip-

ment and setup. In addition, some supporting explanation of TI Radar is provided in
Appendix A.

In the thesis, the TI 60 GHz radar with associated hardware is chosen for People
Counting purpose. The hardware in addition to IWR6843ISK Radar includes mmWave
ICBOOST board, DCA1000EVM as shown in Figure 5.1. TI is a good tool among var-
ious commercial off-the-shelf radars. It makes the radar easy to control and record
data. The TI Resource Explorer (https://dev.ti.com/tirex/explore/node) offers
pre-defined functions to start with. Meanwhile, the TI radar has relatively cheap prices
and offers off-the-shelf hardware.

IWR6843ISK is a 60 GHz mmWave sensor based on the IWR6843 device with long-
range antenna. Three transmitters (Txs) and four receivers (Rxs) form a virtual 12-channel
array. This board enables access to point-cloud data over USB interface. With the help
of DCA1000-EVM, the raw data rather than point-cloud data is available. In this the-
sis, the raw data is directly processed instead of using point-cloud data processed by TI
post-processing methods. Supported by the user manual of TI Radar [103], the custom
configuration of TI Radar is designed for outdoor People Counting scenario, with param-
eters listed in Table 5.1. The maximum detection range is about 20 meters and a field of
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view (FoV) of 120◦ region is chosen for experiments. To the best of my knowledge, this
experimental region is wider than the existing Radar-based People Counting work [27,
37], setting a more interesting and challenging problem.

Figure 5.1: Setup of the People Counting equipment (1-mmWave ICBOOST board, 2-DCA1000EVM, 3-
IWR6843ISK Radar).

The experiments were carried out in an outdoor open area where less multi-path
and clutter effect occurred, mentioned in Subsection 2.2.1. The reason for choosing an
outdoor scene is that the outdoor environment tends to have more rules and regula-
tions on privacy protection than the indoor scene, such as the General Data Protection
Regulation in the Netherlands [104]. Therefore, outdoor scenes are more common in
Radar-based People Counting. The reason for choosing the open scene is that this paper
focuses on solving the problem of Group People rather than removing the multi-path ef-
fect or clutter effect, so open scenes are used for experiments. A fan-shaped scene with
a radius of 20 m and FoV of 120◦ was chosen for experiments as shown in in Fig. 5.2.

Figure 5.2: Overall measurement scenario of the proposed People Counting method in Case 2.
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Three types of data sets are collected and constructed in the scene mentioned above
(in Table 5.2). Due to the fact that the proposed method includes feature-based count-
ing block and tracking for counting block, the three Data Sets have separate purposes.
Data set I is used to testing the performance of the feature-based counting block and is
also used for comparisons when applying SOTA methods. Data set II is used to evaluate
the capability of tracking for counting block, and thus does not have training set as sum-
marised in one of the advantages of tracking for counting methods in Table 2.1. Data set
III is used to evaluate performance when combining feature-based counting block and
tracking for counting block as a whole.

To ensure the reproducibility of the experiments, two approaches are followed. The
first approach is to ensure the diversity of volunteers. Similarly to the experimental de-
sign of the authors Choi et al. [27], 15 volunteers were invited to participate in the exper-
imental data collection shown in Table 5.3. Their heights varied from 1.65 m to 1.90 m,
and their physiques basically covered the most common physiques in the current soci-
ety. The second experimental approach was to ensure that the volunteers involved in the
acquisition of the test set and the training set were not the same, while the acquisition of
the test set and the training set was carried out at different times.

Table 5.1: Basic setting of IWR6843ISK and its configuration in this thesis.

IWR6843ISK
Carrier frequency 60 GHz

Number of Txs 3
Number of Rxs 4

Azimuth Field of View +/- 60◦
Azimuth Angle Resolution at

Boresight
15◦

Elevation Angle Field of View +/- 15◦
Elevation Angle Resolution 58◦

Configuration
Maximum Detection Range 20 m

Range Resolution 8 cm
ADC Samples 256

Chirps per Frame 200
Frame Duration 0.12 s

Maximum Doppler Velocity 2.5 m/s

To study Group People more systematically, three experimental assumptions were
proposed. These assumptions help constrain the problem to a manageable complexity
within the scope of the thesis.

• Assumption 1: People in RoI will always enter and leave the scene under Radar
surveillance.

In other words, people will not remain stationary in the scene. The effect of clutter
is unavoidable when using Radar. The difference between a stationary clutter and
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a person is that the person will always move in the scene. Based on this assump-
tion, tracking algorithms were developed. A stationary clutter such as a tree in an
outdoor scene will not be tracked and sent to classifier because the target has not
moved in a limited time. Therefore, Assumption 1 is necessary.

• Assumption 2: Group People in RoI will not be mixing, spawning, or occluded.

People’s motion is complex and various. This thesis is focusing on study grouping.
Thus, for Group People, other complex motions are not included. To better help
distinguish different complex motions, mixing, spawning and occlusion events are
explained. Mixing is an event when multiple targets share the same tracks at a cer-
tain time [105]. Spawning (also referred to as splitting) is an event where a single
extended target separates into two or more extended targets, or vice versa [106].
Occlusion means that an existing target is obscured by a new target or obstacle,
resulting in a miss detection [107]. This assumption of occlusion applies to the
motions of people in the same group and the motions between different groups.

• Assumption 3: When people move in RoI, they only walk instead of running.

Usually, the walking velocity is between a 1.3 meters per second and 1.6 meters
per second [108]. Based on this fact, the configuration of Radar set 2.5 meters per
second as the ambiguity of Doppler velocity.

Table 5.2: Description of Collected Data Sets (each group has maximum 5 people).

Training Set Testing Set

Data
Set I

• Maximum one group in
the RoI.
• Approximately 6 min-
utes for each number of
Group People

• Maximum one group in the RoI.
• Approximately 1.5 minutes for
each number of Group People

Data
Set II

No training set for track-
ing for counting block

• Multiple people in the RoI with-
out grouping.
• Approximately 30 seconds for
the testing data and maximum 4
people in the RoI

Data
Set III

Using the Training Set of
Data Set I

• Multiple groups (more than one
and maximum three groups) in
the RoI.
• Approximately 1.5 minutes for
each number of people in the RoI
(ranged from 1 to 6).
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Table 5.3: Physical characteristic of participants in the data set (in Gender, M represents male, and F represents
female).

Individual A B C D
Gender M M M F

Height (m) 1.70 1.71 1.90 1.82
Weight (kg) 69 72 79 62
Individual E F G H

Gender M M M F
Height (m) 1.69 1.72 1.75 1.66
Weight (kg) 70 68 72 50
Individual I J K L

Gender F M M M
Height (m) 1.65 1.77 1.80 1.78
Weight (kg) 45 70 70 68
Individual M N O /

Gender F F M /
Height (m) 1.67 1.73 1.84 /
Weight (kg) 48 52 78 /

5.2. CASE STUDY

5.2.1. INTRODUCTION OF PERFORMANCE METRICS
The performance metrics are used to evaluate the capability of the proposed method.

Due to the fact that the proposed method combines tracking for counting block, and
feature-based counting block, it requires the performance metrics that can be used to
jointly study performance of both blocks.

Three factors are included in the metrics, that is, Mean Square Error (MSE), Average
Probability of True Positives (ATP), and Multiple Groups Tracking Accuracy (MGTA). MSE
and ATP are used to evaluate the performance of the classifier.

Inspired by Choi et al. [37], MSE is able to jointly study how much a prediction differs
from the true number of people in the RoI. Based on it, MSE reflects the accuracy and
precision of the classification process, which is defined as

L MSE =
∑

k
∑

i (N̂ i
k −N i

k )2∑
k imax

, (5.1)

where imax represents the number of Groups in a certain window. N i
k represents the

predicted number of people in i th Group at the kth window, and N̂ i
k is the true number

of people at the same time. Thus, N̂ i
k ∈ N and N i

k ∈ N (set of non-negative integers).
Unlike the general MSE used in Radar-based People Counting [37], the denominator is
the number of decisions and is greater than the total number of people in the RoI (which
is the denominator in Eq. 5.1). Therefore, the MSE used in the thesis is to focus on the
hard case where numerous people are in the scene rather than reducing the weights of
the case where there are a large number of people in the surveillance area.
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ATP is used to study how well each label is trained. This factor is necessary for the
Group People case, which is newly introduced in the Radar-based People Counting field.
It is defined as

L AT P =
∑

Cγ
T P

|Cγ|
, (5.2)

where |Cγ| represents the number of trained labels. In this thesis, γ equals 6, and thus Ck

is ranged from 0 to 6 and Ck ∈N. T P is the probability of true positives of the confusion
matrix. Since each class of the training set is balanced, it is suitable to use ATP to study
how well each class is classified.

Finally, MGTA is proposed to study the performance of tracking for counting block.
In the general case of multiple targets, Multiple Objects Tracking Accuracy (MOTA) [109]
is used to study the case of missed/false detection and mismatch of tracking methods.
But in this thesis, grouping is introduced, and a single identity (ID) is used to represent
one whole group instead of using different IDs to represent people in a group shown in
Fig. 5.3. Therefore, general MOTA is not suitable in this thesis. Moreover, the value of
MOTA can also result in negative values when the number of errors is larger than the
number of targets in the RoI [110]. To overcome it, MGTA is proposed and defined as

L MGT A =
∑

k (MD +F D + I DS)∑
k N tot al

t

, (5.3)

where N tot al
t is the total number of people in the RoI during each windowing time. MD

means the number of missed detections, and MD ∈ N. F D is the false detection and
F D ∈N. I DS is the identity switch and I DS ∈N. The identity switch (named miss match)
influences the tracks of each group, and it could influence the accuracy when assigning
different group’s information to the Group classifier in the proposed method.

An example of MD , F D and I DS is shown in Fig. 5.3 where Fig. 5.3 (a) is the ground
truth at t1, and Fig. 5.3 (b) detection at a later time instance t2. The identity of ID1
and ID2 switches at t2, which is an example of the IDS event case. The MD occurs for
ID2, where one person is missed from the cluster of the group. This kind of error can
be automatically calculated by analyzing the points that are not clustered into the group
with the help of the ground truth. ID3 in Fig. 5.3 (b) is an example of the FD, where the
group truth does not have people at that predicted region.

Figure 5.3: Example of calculating MGTA. (a) People Counting scenario in the real world (ground truth) at t1.
(b) Predicted identities of groups from tracking for counting methods at t2.
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5.2.2. CASE 1: GROUP PEOPLE COUNTING IN A SINGLE GROUP
In this case, the tracking for counting block in the proposed method is not avail-

able, and only the feature-based counting block is used (highlighted in Fig. 5.4). In this
case, the proposed method can only output the estimated total number of people in RoI
N tot al

k . It is required that up to one group exist in the RoI. Based on it, Data Set I is used
for study (mentioned in Section 5.1). The Data Set contains approximately six minutes
of each number of Group People for training and 1.5 minutes of each number of Group
People for testing, as discussed in Section 5.1.

This thesis provides two classifiers to solve the Group People Counting problem,
i.e. the non-ANN group classifier and the ANN group classifier. In this subsection, the
performance of both classifiers is tested as follows.

A. Non-ANN group classifier

There are two parts in which to study the performance of the proposed non-ANN
classifier (introduced in Subsection 4.3.2). The first part is to study which non-ANN clas-
sifier can be used for the proposed non-ANN Group People Classifier. The second part
is the "ablation study" of the proposed non-ANN classifier to examine how much each
input contributes to the overall accuracy. For the remainder of the reader, the operation
of the "ablation study" of the non-ANN classifier could also be called feature selection
or input selection.

Figure 5.4: Overall scheme of the proposed People Counting method in Case 1 where the focus is on the Group
People classifier block.

There are various types of classification algorithms, and the optimal classification
algorithms are different depending on the feature vectors. For the best results, four
common non-ANN classification algorithms are used and compared. They are: 1) Naïve
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Bayes; 2) Random Forest; 3) Support Vector Machine (SVM) and 4)k-nearest Neighbors
(KNN) classifiers. The parameters of each classifier are determined by the Hyperparam-
eter optimization [111], and the design of classifiers are introduced as follows.

• Naïve Bayes

The Naïve Bayes was created with Gaussian Kernel and calculated the probability
that a measurement belongs to a label. Then the estimated number of people N is
calculated by selecting the class which has the highest probability:

N = argmax
k∈{1,...,K }

p (Ck )
n∏

i=1
p (xi |Ck ) , (5.4)

where N is the estimated number of Group People, and n features are applied. Ck

is the classes with the number of k. In this thesis, k equals 6, and thus Ck is ranged
from 0 to 6 and Ck ∈ N. The probabilistic model is selected to fit the Gaussian
distribution:

p (x |Ck ) = 1√
2πσ2

k

e
− (x−µk )2

2σ2
k , (5.5)

where σ and µ represents the variance and mean of x.

• Random Forest

The Random Forest was created with maximum 496 splits and 30 learners. The
training algorithm for random forests applies the bagging to tree learners. Bagging
repeatedly select a random sample with the replacement of the training set and
fits tress to these samples. The predicted classes by averaging the predictions from
all the individual regression trees:

N = 1

B

B∑
b=1

fb (x) , (5.6)

where B is the number of individual regression trees and B ∈N.

• SVM

The SVM classifier was created by using the Gaussian kernel and the scale of kernel
is 0.75. The SVM is to find the best hyperplane that separates given data points of
one labelled class from those of the other classes. The margin between two classes
is used to study whether the hyperplane is promising or not, which is calculated
the maximal width of the slab parallel to the hyperplane that has no interior points.
Due to the fact that the data points are not linearly separated, the SVM is calculated
by minimize :

[
1

n

n∑
i=1

max
(
0,1−Ni

(
w⊤xi −b

))]+λ∥w∥2, (5.7)
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where max
(
0,1−Ni

(
w⊤xi −b

))
is the Hinge loss used for training the SVM classi-

fiers. w and b are used to calculate the estimated labels, and Ni is the i th data
points.λ∥w∥2 is to limit the margin size to let xi assign on the correct side.

• KNN

KNN is designed with a distance weight, where the weight is calculated by the
squared inverse of the distance. The number of neighbors is set to 10. The data
point is assigned to a class by a plurality vote of its k nearest neighbors. The dis-
tance is calculated by the Euclidean distance:

dE
(
x(1), x(2))= (

n∑
i=1

∣∣∣x(1)
i −x(2)

i

∣∣∣2
) 1

2

, (5.8)

where x(1) and x(2) are two feature vectors from the input vectors. dE is the Eu-
clidean distance.

After introducing the design of four classifiers, Table 5.4 provides the results when
using the Data Set I, and MSE and ATP are used for performance comparison, since this
section does not include the tracking block. The confusion matrix of calculating MSE
and ATP are listed in the Appendix B.

Table 5.4: Summary of the results of Data Set I when applying the feature-based counting block with different
non-ANN classifiers. (RA represents the Range-Angle Map, CVD represents the CVD map)

Input Features Method MSE (∗10−2) ATP (%)
RA + CVD Naïve Bayes 14.87 66.82
RA + CVD Random Forest 1.53 89.10
RA + CVD SVM 0.58 94.32
RA + CVD KNN 1.35 90.95

From the values of MSE and ATP, it can be analyzed to show that SVM has both the
smallest MSE and the largest ATP, which proves that SVM is the best choice among four
classifiers. This is attributed to two advantages of SVMs. The first is that the theoretical
basis of the SVM method is a nonlinear mapping, and the SVM uses an inner product ker-
nel function instead of a nonlinear mapping to a higher-dimensional space. The second
point is that the final decision function of SVM is determined by only a few support vec-
tors, and the complexity of the computation depends on the number of support vectors
rather than the dimensionality of the sample space, which in a sense avoids the “curse
of dimensionality”.

Random Forest and KNN have similar performance, while the Naïve Bayes perform
the worst. The main difficulty in estimating the posterior probability p (Ck | xi ) based
on the Bayesian formulation is that the conditional probability of the class p (xi |Ck ) is a
joint probability over all attributes, which is difficult to estimate directly from a limited
number of training samples. To avoid this obstacle, the plain Bayesian classifier uses
the assumption of conditional independence of features: for known classes, all features



5

60 5. PERFORMANCE VALIDATION

are assumed to be independent of each other [112]. In other words, it is assumed that
each feature independently affects the classification result. Therefore, the correlation
between features are still strong, and thus Naïve Bayes is less effective in classification.

In the second part, an ablation study of the proposed non-ANN feature-based count-
ing method is provided. This is to study whether both the Range-Azimuth Map and CVD
are valuable in solving Group People Counting problem.

As summarized in Section 3.3, the Range-Azimuth Map is distinguishable for Group
People in the near range where different number of Group People occupies distinct az-
imuth bins based on the angle estimation. However, Group People with similar number
(i.e., three or five people walking as a group) occupies similar bins in the far range, empir-
ically defined as approximately beyond 12m here. Because of it, the CVD is introduced
and used for the proposed non-ANN Group classifier. To test the performance of each
feature, Data Set I is selected in the far range and SVM is used for classification based on
the study in the first part of this section. The border of the far and near range is defined
based on the model of Group People and volunteers, and they are explained in Section
3.2.

From Table 5.5, when the CVD and Range-Azimuth maps are fused, MSE and ATP are
improved. The fused results perform better than in the case where one of the features is
used in isolation. Moreover, the MSE is really large when only CVD is used. This is based
on the fact that CVD is processed from the spectrogram (in Fig. 5.5 (a)), which does not
include the Range and Azimuth information of the targets. The energy-based features
extracted from CVD are not robust enough due to the range and azimuth attenuation
of Radar. In other words, CVD features are vulnerable to classify this case when Group
People with a small number walk in the near range, while Group People with a large
number walk in the comparatively far range or vice versa. This finding can be proved by
Fig. 5.5 (b c), where the normalized energy could indicate this attenuation. Therefore,
the Range-Azimuth information is necessary and import for Group People Counting.

Through the table, we can draw two conclusions. First, the features extracted from
the Range-Azimuth map are promising to classify the number of Group people in the
near range, while in the far range those features are not enough alone. Second, the fea-
tures of the CVD map could improve the group counting accuracy in the far range, but
only if they are linked to the location information (i.e., range, azimuth).

Table 5.5: Summary of the ablation study of the proposed non-ANN group classifier. (RA represents the Range-
Angle Map, CVD represents the CVD map, and "Far" means features captured in the far range are used.)

Input Features Method MSE (∗10−2) ATP (%)
RA (Far) SVM 1.29 85.95

CVD (Far) SVM 15.78 61.17
RA + CVD (Far) SVM 1.14 89.58
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Figure 5.5: (a) Spectrogram of three people walking as a group. (b) Spectrogram at the near range. (C) Spectro-
gram at the far range.

B. ANN group classifier

As mentioned in Section 4.3, the proposed ANN group classifier is required to be
more artificial, compared to the proposed non-ANN group classifier. Thus, compared to
manually extracting features from the matrices, 2 matrices of the Range-Azimuth map
and the spectrogram are directly inputted to the proposed ANN classifier.

The results of the ablation study of the proposed group classifier are provided in Ta-
ble 5.6. Data Set I was implemented based on the Pytorch framework running with an
GeForce GTX 1080 Ti (with 11 GB memory). This is to study whether Range-Azimuth
map and spectrogram are capable in solving Group People Counting problem. The con-
clusion of this ablation study is similar to that when using the proposed non-ANN clas-
sifier. After using the Range-Azimuth map and the spectrogram jointly, ATP reaches the
highest value among these three options, that is, 95.82%. It can also be found that the
ATP exceeds 80% when either Range-Azimuth map or spectrogram is used alone. This
also proves that the Range-Azimuth map or spectrogram is more discriminative than the
other analyzed features under different number of people grouping, as summarized in
Chapter 3. However, again, the MSE exceeds 12 when using the spectrogram, indicating
that the classification is not precise enough in this case. Again, this is attributed to the
fact that the number of people decaying and grouping at different locations can confuse
the classifier using spectrogram. In other words, spectrogram needs to be paired with
the location information of the target for more accurate population counts.
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Compared to Table 5.5, it is found that using the network to extract features and
classify them will have higher ATP than manually extracting them. In other words, the
network will learn more hidden features and improve the accuracy of the population
counts. Even though the estimated values are not that precise (MSE is not below 5), ANN
shows the potential to be used to solve the People Counting problem. Based on this
conclusion, it is worthwhile to investigate how to design a better network structure to
solve Group People Counting problem in the future.

Table 5.6: Summary of the ablation study of Data Set I when applying the proposed ANN group classifier. (RA
represents the Range-Angle Map; SPEC represents the spectrogram).

Input Features Method MSE (∗10−2) ATP (%)

RA
Proposed ANN

Classifier
5.45 88.12

SPEC
Proposed ANN

Classifier
12.49 83.82

RA + SPEC
Proposed ANN

Classifier
0.46 95.82

5.2.3. CASE 2: MULTIPLE INDIVIDUALS TRACKING
In this subsection, the performance of the tracking for counting block is tested. In

this case, the feature-based tracking block in the proposed method is not available. Thus,
the number of people in each person can only be 1 as shown in Fig. 5.6, and thus is
named individual. The reason why the estimated number of people is not 0 is that the
tracks of false detection are automatically deleted during the tracking process.

Figure 5.6: Overall scheme of the proposed tracking for counting block, where the focus is on the Multiple
Target Tracking block.
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Figure 5.7: Results when applying the proposed tracking for counting block. The dot in the track is the instant
corresponding to the picture. (a) the ground truth of two individuals in the RoI, and their estimated tracks. (b)
the ground truth of three individuals in the RoI, and its estimated tracks. (c) the ground truth of two individuals
in the RoI, and its estimated tracks. The orientation/geometry of picture and track plot are rotated

In this subsection, Data Set II is used where multiple individuals exist in the RoI,
while there is no grouping case. Fig. 5.7 demonstrates the robustness of the perfor-
mances when applying the proposed tracking for counting block. Fig. 5.7 (a) is the mo-
ment when two individuals were walking towards each other. From the estimated tracks,
we could clearly see that there are two tracks, and they have a trend of moving towards
each other. In Fig. 5.7 (b), two individuals finally met, and one individuals crossed in
front of them. Although partial occlusion happened at ID 1 and ID 2, the tracking algo-
rithms still hold the tracks. At this moment, three tracks are clearly shown in the Range-
Azimuth map. In Fig. 5.7 (c), ID 3 walked out of the RoI, and ID 1 and ID 2 walk together.
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From the Range-Azimuth map, there is only one target existing in the RoI, and ID 1 is
merged into ID 2 based on the fact that ID 1 and ID 2 are walking as a group. Therefore,
the proposed tracking for counting block performs is well, even in the occlusion case.

Fig. 5.7 (c) shows that although by applying the proper cluster method ID 1 and ID
2 is able to be separated with the prior knowledge of two tracks, the proposed tracking
for counting is designed to better cluster Group People rather than separate them. It
ensures that the features of Group People are fully passed to the feature-based counting
block for classifying the number of people in each group.

The summary of results when processing the Data Set II are provided in Table 5.7,
and the total number of three proposed errors are provided where there are 40 decision
windows of each row in the table. It can be seen that performance is good, where the
overall MGTA is less than 5%. Two conclusions are drawn from the results. First, as the
number of people in the scene increases, the probability of MD and FD errors increases.
Second, there are few IDS errors, which means that features are well assigned to each
group.

Table 5.7: Summary of the results of the proposed tracking for counting block. MDtot al represents the sum of
the MD at the decision windows. F Dtot al , and I DStot al also have the same meaning.

The Number of
People

MD tot al F D tot al I DStot al MGTA (%)

1 1 0 0 2.5
2 0 2 0 2.5
3 2 0 0 1.7
4 1 2 1 2.5

Total 4 4 1 1.5

5.2.4. CASE 3: PEOPLE COUNTING IN MULTIPLE GROUPS ("BEYOND CLAS-
SIFICATION")

After analyzing the results of the feature-based counting block and tracking for count-
ing block separately, the result of the proposed method is provided, which combines the
feature-based counting block and tracking for counting block.

As mentioned in Section 5.1, Data Set III is used in this subsection, where there are
multiple groups in RoI, specifically training set of Data Set I and approximately 1.5 min-
utes for the testing data (introduced in Section 5.1). An example ground truth and result
of Data Set III is shown in Fig. 5.8. There are two groups walking in the RoI and blue
and red lines represent the tracks of each group. As mentioned in the assumption of ex-
periments, there is no grouping, mixing, or spawning case of each group. Therefore, in
the estimated tracks (in Fig. 5.8 (b)) there is no crossing of two tracks. Meanwhile, the
predicted number of each group equals to the ground truth.
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Figure 5.8: Results when applying the proposed method. (a) the ground truth where two groups and six people
in total in the RoI. (b) estimated tracks of two groups and predicted number of people in each group.

The overall performance in Data Set III when applying the proposed method is pro-
vided in Table 5.8.

1. The feature-based counting block performs well. MSE and ATP are even better
than the performance when using Data Set I and only applying the feature-based
counting method. Moreover, the scenario is much simpler than that of Data Set
III. The reason is that, based on the tracking for counting block, the estimated
number of each Group People can be arranged according to the decision window
(time). Thus, the median filter can be applied to combine the estimated number
from the feature-based counting block before and after this moment and output
the median result for this moment. Fig. 5.7 (a) is the estimated number from the
Group classifier where the ground truth is shown in Fig. 5.6 (a).A five-point me-
dian filter (post-processing block mentioned in 4.4 is applied and the time taken
to obtain this result is only about 1.68 s, since each window is separated by only
0.12 s (mentioned in Section 4.2).

2. The MGTA is 1.67 %, which is acceptable. Among the three defined errors, almost
no IDS occurs, and thus this identity switch would not influence the accuracy of
the median filter mentioned above. Meanwhile, continuous MD did not occur on
the entire track. This means that the features of Group People could be passed
through the Group classifier successfully. In addition, although false detection
may occur, the proposed group classifier had a high accuracy in classifying the
zero targets in the group.

3. Moreover, it is worth highlighting that Data Set III includes the case where the total
number of people is greater than the maximum number of expected classes. In the
general classification problem, it is impossible to output unlabeled classes. For
example, in Data Set III, the training set is using the training set of Data Set I, where
only one group exists in the RoI and the maximum number is 5. Thus, for the group
classifier, the expected outputs only range from 0 to 5. The tracking block links
those classification results and makes it possible to count the case when the total
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number of people in the RoI is more than 5. Therefore, it shows one of the potential
advantages of the proposed method, and it is named "Beyond Classification".

Table 5.8: Overall results for Data Set III when using the proposed method (with proposed non-ANN group
classifier).

Data Set III
MSE (∗10−2) 0.13

ATP (%) 96.25
MGTA (%) 1.67

Figure 5.9: Results when applying the proposed method. (a) The ground truth where two groups and six people
are present in total in the RoI. (b) Estimated tracks of two groups and predicted number of people in each
group.

5.3. ERROR ANALYSIS
After summarizing the effectiveness of the proposed method for solving People Count-

ing in the presence of grouping, this section focuses on the analysis of the causes that can
lead the proposed method to estimate the wrong number of people.
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• Feature-based counting block:

Range-Azimuth maps and spectrogram-derived CVD maps are used for the design
of the feature-based counting block.

Due to the limitation of the detection method used in this thesis (i.e., CA-CFAR),
not all features from the Range-Azimuth which are associated with people in the
scene are used. Before generating the Range-Azimuth map, the CA-CFAR is ap-
plied to determine which Range-Doppler bins can be used for further angle esti-
mation. In Fig. 5.10 (a b), the results before and after applying the CA-CFAR on
the Range-Doppler map are provided. The red line in Fig. 5.10 (a) indicates the
outline of the high-amplitude cluster on the Range-Doppler map that is likely to
be connected with the moving people in the scene, while Fig. 5.10 (b) shows that
after applying CA-CFAR a few bins have not been included. This can limit the per-
formance of the group classifier to a higher level. Thus, an improved detection
method can improve the performance of the feature-based counting block in fu-
ture work.

Figure 5.10: Example of Range-Doppler map (a) before and (b) after detection via CA-CFAR when three people
are walking as a group.

• Tracking for counting block:

The tracking for counting block tracks people in the scene and separates different
groups in the scene. When there are multiple groups in the RoI, features from dif-
ferent groups are assigned separately to the feature-based counting block. There-
fore, compared to when there is a single group in the scene, these blocks are of
greater importance when there are multiple groups in the scene.

Errors in the tracking for counting block are mainly caused by the case when fea-
tures of groups are not fully sent to the feature-based counting block for classifica-
tion. This is caused by the cluster method, i.e., grid-based DBSCAN. In Fig. 5.11,
some detections of ID 1 are assigned to noise. This influences the completeness
of Range-Azimuth map, and after passing this incomplete map to the classifier,
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errors may occur. After carefully comparing this situation with the ground truth,
some detections of the case when volunteers were not exactly walking side by side
in the larger azimuth cluster are discrete, isolated, and thus not reachable for grid-
based DBSCAN. An improved clustering method which uses the information from
multiple frames to jointly decide if the point is unreachable may improve this spe-
cific case in future work.

Figure 5.11: The example of the false clustering when applying grid-based DBSCAN, where ID 1 is three people
not walking side by side in the scene, ID 2 is one person walking in the scene, and ID -1 is the label where
DBSCAN falsely assign them to noise.

5.4. CONCLUSIONS
In this chapter, the performance of the proposed Radar-based People Counting method

is verified with three different Data Sets. Since the proposed method combines the
feature-based counting block and tracking for counting block, several performance met-
rics are proposed to jointly study the performance of both blocks, that is, Mean Square
Error (MSE), Average Probability of True Positives (ATP), and Multiple Groups Tracking
Accuracy (MGTA).

From the results, three conclusions are drawn.

• The proposed feature-based counting block is able to solve the Group People
Counting problem, where each input feature is important and necessary.

The features extracted from the Range-Azimuth map are relevant to classify the
number of Group people in the near range, while in the far range those features
are not enough. Features from the CVD map can improve the Group counting
accuracy in the far range, but only if they are linked to the location information
(i.e., range, azimuth).

• The proposed tracking for counting block is robust enough to associate targets
and estimate the position of targets in the RoI.

The aim of the tracking for counting block is to maintain the completeness of fea-
tures applied to classify Group People is important for the Group classifier. Ac-
cording to the overall MGTA which is less than 5%, it can be concluded that the
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proposed tracking for counting block meets the goal, i.e. it is robust enough to as-
sociate targets and estimate the position of targets in the RoI. Meanwhile, there are
few IDS errors, which means that features are well assigned to the correct group.

• The proposed method, which combines the advantages of tracking for count-
ing and feature-based counting, can achieve "Beyond Classification", and en-
able more accurate classification than using individual blocks.

"Beyond Classification" is the case where the total number of people is more than
the maximum number of expected classes from training. In the general classifica-
tion problem, it is impossible to output unlabeled classes. But with the proposed
method, counting the number of people that is larger than the trained labels can
be achieved. Moreover, with the help of tracking for counting block, the estimated
number of Group People among the time can be stored and pass through the me-
dian filter to output the overall estimation. This overall estimation combines the
results before and after that moment, and according to the result, this estimation
does improve the accuracy of Group People Counting.

The following chapter will compare the proposed method with the SOTA Radar-
based People Counting methods and the commercial People Counting product.
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After summarizing the benefits of the proposed method when dealing with grouping
case, the comparisons study is introduced in this chapter. The existing People Counting
product and the state-of-the-art (SOTA) Radar-based People Counting methods are reim-
plemented using Data Set I. As, to the best of my knowledge, grouping is not specifically
studied in the field of radar-based people counting, I was unable to find a method suitable
for a direct comparison on the ability to solve this problem. To demonstrate that grouping
is indeed a problem in Radar-based People Counting, the most recent methods in the field
of crowd counting were selected, including the tracking for counting method, non-ANN
feature-based counting methods, and ANN feature-based counting methods. In Section
6.1, the TI "3D People Counting" software is reimplemented, which is developed based
on tracking for counting method. After that, two non-ANN and two ANN feature-based
counting methods are reproduced separately in Section 6.2 and Section 6.3. Finally, the
summary of all SOTA methods and the proposed method are provided and discussed in
Section 6.4.

6.1. COMPARISONS WITH THE EXISTING PEOPLE COUNTING PROD-
UCT

In this section, an existing People Counting commercial product, 3D People Count-
ing, is chosen for performance comparison. 3D People Counting is one of the demon-
stration labs of the TI Industrial Toolbox [61]. When their counting tracking method is
applied, moving targets are continuously tracked until they leave the scene. With 3D
people counting software, 3D point cloud and estimated number of targets can be visu-
alized using the visualizer module included in the toolbox.

This toolbox applies the "group tracker" to track individuals in the scene, where the
"group tracker" means tracking a group of point clouds rather than a group of people.
After applying the Range FFT, the minimum variance distortionless response (MVDR)
beamforming is applied to estimate the angle. Finally, the detected points are deter-
mined by the Doppler FFT where the maximum amplitude in the power spectrum is
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selected.

To investigate whether this existing product can solve the grouping problem and to
study how robust the algorithm of tracking for counting is, the experimental design of
collecting Data Set I with 1 to 3 people walking as a group and Data Set II was chosen.
Because raw data are not available for this product, the data used are obtained from the
same experimental field with reference to the ground truth of Data Set I and Data Set
II. Fig. 6.1 is an example of the ground truth and visualizer results of Data Set I and
Data Set II with multiple individuals without grouping in the scene. In Fig. 6.1 (a), there
is one individual walking towards the Radar. The visualizer showed that the target was
tracked, and the estimated target was 1 which is correct. However, when people walked
as a group, the missed detection occurred when only one person was clustered, as shown
in Fig. 6.1 (b). Thus, the number of estimated targets in the RoI was still one.

Figure 6.1: Ground truth and TI 3D People Counting visualizer results when (a) one person exists and (b) two
people walking as a group.

The Data Set I used for testing included Group People ranged from 1 to 3 partici-
pants, and each class had 40 decision windows. The Data Set II used for tracking in-
cluded maximum 3 people in the RoI, there were 40 decision windows among each num-
ber of people in the RoI. The results of Data Set I and Data Set II are provided in Table
6.1. The MGTA of Data Set I and Data Set II are higher than 40%, which means that at
each decision window errors are most likely to occur. Meanwhile, the number of MD was
really high when processing the Data Set I, which is the grouping case. This is because
the tracking and localization algorithm within the TI toolbox did not include the block
to deal with the grouping case. Although in the 3D People Counting implementation
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guide, "Group tracker" is mentioned, this kind of tracker only means tracking the ex-
tended target, which is a group of detections, without attempting to estimate how many
participants belong to each group. Meanwhile, the 3D People Counting is vulnerable to
the case where multiple people enter the RoI at the same time. This situation requires
tracking algorithms to predict and update multiple targets of birth at the same time, thus
the number of FD was high.

Based on the results, two conclusions are drawn.

1. Currently, the TI 3D People Counting that used the tracking and localization algo-
rithms cannot deal well with the Group problem.

2. the TI 3D People Counting performs well when people were entering the RoI one
by one, whereas it is vulnerable to the situation when multiple people entered the
scene at the same time, even though there was no mixing or grouping.

Table 6.1: Summary of the results for the TI 3D People Counting. MDtot al represents the sum of MD for all
the considered decision windows. F Dtot al , and I DStot al also have the same meaning.

Data Set I Data Set II
MD tot al 65 29
F D tot al 7 16
I DStot al 0 4

MGTA (%) 60.0 40.8

6.2. COMPARISONS WITH NON-ANN METHODS
In this section, two SOTA non-ANN People Counting methods are chosen for com-

parisons. The advantage of non-ANN for People Counting is that its feature extraction
method is sufficiently interpretable, and the method is simpler and more convenient for
application compared to ANN methods. Due to the fact that both of the methods are
feature-based counting methods, Data Set I is chosen for processing and comparisons
where there is one group with different number of people existing in the scene.

The first SOTA non-ANN method for comparison is using the range profile for clus-
tering and extract the main amplitude for the statistical study, as proposed by Choi et
al. in [19]. In Fig. 6.2, an example of result when using their feature extraction method
is shown, where the red line is the clustered amplitudes with distance information d1.
With the help of the probability density function (PDF) of the amplitudes of the major
clusters that are associated with the number of people and their range, estimating the
number of people in the scene is solved by using the maximum likelihood equation.

When reimplementing this non-ANN method, several shortcomings were found that
may affect the effectiveness of Group People Counting.

1. The authors design the cluster detection algorithms based on the fact that the
number of clusters was larger than the number of individuals because of the multi-
path effect, while in the grouping case it can be found that Group People only oc-
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cupied several range bins, no matter how many people are in the group (as shown
in Fig. 3.6). This can influence the performance of the cluster detection method.

2. The maximum amplitude of each cluster is chosen for analysis, while according to
the study of the Range Profile in the grouping case in Section 3.3, the maximum
amplitude is not enough to represent the number of Group People, because this
amplitude shows a non-linear trend with the number of Group People.

According to Table 6.2, the ATP is 50.15 %, which means that using this method has a
high probability of estimating the wrong number of people in the RoI. It proves that the
maximum amplitude extracted from the Range Profile is not enough for reliable classifi-
cation. The MSE is 0.2281, indicating that the estimated values are scattered and not very
precise.This dispersed prediction indicates that the PDFs under different classes overlap
a lot with each other. In other words, this classification method cannot distinguish dif-
ferent classes well based on the available features. It proves that using the log-Gaussian
fitting only based on the relation between amplitude and the distance from the Radar is
not robust to solve grouping problem..

Figure 6.2: Example of the proposed non-ANN feature extraction by Choi et al. [19] where the red lines are the
clusters. The data used in this example refer to the Range profile where individuals exist in different range bins.

The second SOTA non-ANN method for comparison was proposed by Choi at al.
[27].This method fused the features of the Range Profile and the features of the Doppler
domain to perform the People Counting. After concatenating those features, normal-
ization and Principle Component Analysis (PCA) are performed to improve the speed
of solving the optimal solution. In this approach, the feature extraction methods are all
based on intensity or energy, as described in their paper. In the range domain, the MD-
CLEAN method is proposed to eliminate multi-path effect and noise and extract ampli-
tudes that reflect the number of individuals. In the Doppler domain, the mean value of
the energy intensity is introduced into the feature vector, especially for solving the case
when different numbers of people appear at the same range bin.

When reimplementing this SOTA method, several weaknesses were found that may
affect the accuracy of Group People Counting.

1. This SOTA method used the mean of energy in the Doppler domain for feature
extraction. But this ignores the case where people may not be moving in the scene,
and thus the Doppler frequency is close to zero. The main energy obtained in this
case differs significantly from the energy obtained when all people are moving.
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2. The method used feature extraction on different domains separately and then ap-
plied the concatenation of the feature vectors, instead of fusing the information
from both domains into 2D information and then applied the feature extraction
method. This process loses more information compared to using 2D feature ex-
traction for jointly processing. In other words, the feature extraction method pro-
posed in this paper is different from using the Range Doppler map directly, which
make it difficult to make a connection between the features of the target in the
range domain and the features in the Doppler domain. Therefore, it may happen
that although people are at different distances, they contribute the same Doppler
information. In Table 6.2, the input of this method is written as "Range-Doppler
Map" for naming convenience, but in fact the input is not a "map" for the remain-
der of the reader.

According to Table 6.2, the ATP is 66.88 %. Although the overall performance is still
not good for solving Group People Counting, it is better than the non-ANN method that
only uses range profile to do the People Counting. This proves the importance of us-
ing multiple-dimensional features for the Group People Counting problem. The MSE is
0.0687, which is much smaller than that of the first method used for comparison in this
section. However, this does not mean that this method has higher precision. As men-
tioned for the drawbacks of the method, the number of stationary people in the scene
can have a significant impact on the performance. In fact, the percentage of Group Peo-
ple that are not moving in Data Set I is not very high. Therefore, it is not possible to draw
a solid conclusion about the advantage of this method in terms of precision.

Figure 6.3: Overview of the non-ANN people counting method by Choi et al. [27] where features from range
domain and Doppler domain are used.

6.3. COMPARISONS WITH ANN METHODS
Two SOTA ANN People Counting methods are reimplemented for comparison in this

section. The advantage of applying ANN for People Counting is that, instead of manually
extracting features, the network can directly determine which parts are best suited to this
classification problem. In this case, the results have higher robustness when the training
set is selected suitably and the network is properly designed. In this section, Data Set I is
also used for comparisons where only one group exists in the scene.
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The first ANN method for comparison is the method proposed by Jia et al. [66] that
used the Range-Time map for classification with the help of ResNet-14 (in Fig. 6.4). The
authors mentioned that, compared to AlexNet, the ResNet architecture enables deeper
networks to be trained without overfitting. Residual units within ResNet play the key
role in achieving this. This unit creates a direct connection between input and output,
so that the new layer simply learns new features on top of the original input layer, that
is, learning the residuals.

Figure 6.4: ANN People Counting pipeline of (a) AlexNet and (b) 14-layer ResNet [66].

When reimplementing this SOTA method, several drawbacks were found that can
influence the accuracy of Group People Counting.

1. The Range-Time map is not sufficient to reflect the characteristics of Group Peo-
ple. Without the grouping case, the morphological features in the Range-Time
map, that is, the continuous lines, are related to the number of people in the scene.
However, as studied in Section 3.3, no matter how many people move as a group
in the RoI, the number of continuous lines only is equal to the number of groups
in the scene. Therefore, this morphological characteristic of the Range-Time Map
is not the best option to solve Group People Counting problem.

2. The training set required in their article [66] is at least one order of magnitude
larger than that of other ANN methods. Each class required 10,800 Range-Time
images. In the reimplementation stage, in order to meet this condition, raw data
from each of the 12 virtual channels is used to generate the Range-Time images.
Even if data generated with this approach are correlated, by analyzing the losses
and results, no overfitting or underfitting occurred. This method took longer to
train the model than other ANN methods.

According to Table 6.2, the ATP is 60.42%, and the minimum probability of true pos-
itives is 40.2%. This proves that the Range-Time map is not enough to solve the People
Counting problem. Although training the model took more time than other ANN meth-
ods, the MSE is only 0.0798, which means that the predicted result is not precise enough.
In other words, there is a large error between the estimated value and the true value. In



6

76 6. PERFORMANCE COMPARISONS

summary, as the shortcomings of the previous analysis demonstrate, even using a train-
ing set containing tens of thousands of images and consuming much of the computer’s
performance, the method cannot solve the Group People Counting problem.

The second ANN People Counting method that is reimplemented for performance
comparison is the method using CNN and LSTM for classification, as shown in Fig. 6.5.
This paper used the same experimental scenarios and data as the one reproduced in Sec-
tion 6.2. It improved the overall accuracy compared to that of the non-ANN method. It
looks like this ANN method uses less dimensional features (Range Profile) compared to
the non-ANN method, but in fact the LSTM applies the same information in the tem-
poral dimension. Therefore, it is not surprising that this ANN People Counting method
achieved better results.

Figure 6.5: Overview of the ANN People Counting method with the CNN and LSTM by Choi et al. [37].

When reproducing this ANN method, for the remainder of the reader, in order to
achieve the required output of the authors’ proposed network, the stride size of all con-
volutional layers was modified to 1, instead of 2 as described in the original table.

One drawback was found that can influence the accuracy of Group People Count-
ing. The method introduces an LSTM to relate the Range Profiles at different moments
for classification. However, this module is only as useful as the variability of the range
profiles at different time frames. Compared to the movement of multiple people at dif-
ferent distances, grouping provides less frame-by-frame information to reflect on the
Range Profile. Therefore, this approach does not necessarily work better for the group-
ing problem.

According to the results in Table 6.2, as analyzed above, this ANN method also did
not solve the Group People Counting problem, where the ATP is 63.48% and the MSE is
0.1240. By comparing the two ANN methods, it is found that both ANN methods have
similar performance when using the range profile to do the Group People Counting. The
second ANN method, which applied CNN and LSTM, performed slightly better. The in-
put of the first ANN method is the Range-Time map. Although the Range-Time map
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actually includes the frame-by-frame information, the self-attention Bi-LSTM which is
used in the second ANN method is better to make the network focus on the frame-by-
frame information. Therefore, the second ANN method outperformed the first ANN
method.

6.4. CONCLUSIONS
After the reimplementation of four SOTA People Counting method, results are sum-

marized in Table 6.2. Meanwhile, the results of only applying the proposed classifier, and
the proposed method which combines the tracking for counting block and feature-based
counting block are provided in this table.

Several conclusions are drawn on the basis of the results summarized in Table 6.2.

Table 6.2: Summary of the Results of Data Set I in performance comparisons between the proposed approaches
in this thesis (top four rows) and re-implementation of SOTA methods. (RA represents the Range-Angle Map.
CVD represents the CVD map. SPEC represents the spectrogram.)

Input Features Method MSE (∗10−2) ATP (%)

RA + CVD
Proposed Non-ANN

Classifier (Only)
0.58 94.32

RA + SPEC
Proposed ANN Classifier

(Only)
0.46 95.82

RA + SPEC Proposed Method 0.42 96.05
RA + CVD Proposed Method 0.26 98.42

Range Profile Non-ANN Classifier [19] 22.81 50.15
Range Doppler Map Non-ANN Classifier [27] 6.87 66.88

Range-Time Map ANN Classifier [66] 7.98 60.42
Range Profile ANN Classifier [37] 12.40 63.48

1. Grouping is an open problem in Radar-based People Counting.

The SOTA Radar-based People Counting methods failed to solve effectively Group
People Counting. Based on a comparison of the results in Chapter 6, it can be seen
that the ATP of these reimplemented methods was not more than 70%. Mean-
while, the high MSE indicated that the precision of these estimations was low.
Compared to the good results they got in their paper, most likely for experimen-
tal setups without the grouping phenomena happening, the problem of grouping
affects the grouping problem affects the effectiveness of these methods.

2. The proposed method has the best performance compared with these SOTA Peo-
ple Counting methods.

In terms of the grouping problem, the ATP using the proposed group classifier
alone is more than 94%, and the MSE is two orders of magnitude better than other
published methods. Furthermore, the ATP of the proposed method is even greater
than 98%. This demonstrates the effectiveness of the proposed method in solving
the grouping problem.
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3. When solving grouping problems, in addition to the need to consider the use
of multidimensional information from collected data, the appropriate choice of
features is even more important.

It was found that among these four SOTA methods, using only one dimension of
information (Range Profile) has the worst results. All three other methods used
two dimensions of information, but the non-ANN method which uses the Range
Doppler map has the best result. This is because the Range Doppler map is more
effective in distinguishing the number of Group People compared to the other fea-
tures. Therefore, it is important and necessary to study the characteristics of the
grouping and how these reflect in the different radar data formats and features
before designing before designing the classification method.
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CONCLUSIONS AND FUTURE WORK

7.1. SUMMARY AND CONCLUSIOS
This thesis focuses on studying and solving the Grouping problem in Radar-based

People Counting. With the use of MIMO Radar, the proposed method takes advantage
of feature-based counting methods and tracking for counting methods, to achieve the
function of exact people counting.

The main content is summarized below as contributions to answer the formulated
research questions, namely:

1. Is Grouping a problem in Radar-based People Counting?

Grouping is a research problem in Radar-based People Counting. There are two
reasons that can be used to justify this conclusion.

First, according to my review of the literature on People Counting, even though
different researchers mentioned that people’s motion in their experiment setting
is randomly walking, their experimental assumptions restrict the grouping case,
e.g., they assumed that people did not always move at the same range bin, or that
even if they were within the same range bin, they can always be distinguished by
the direction of their movement (e.g., moving towards Radar, moving away from
Radar) [19, 27, 37, 66].

Second, the SOTA Radar-based People Counting method and commercial product
such as TI 3D People Counting [61] did not solve the Group People Counting very
well. Based on a comparison of the results in Chapter 6, it can be seen that the
ATP of these reimplemented methods was not higher than 70%. Compared to the
high performance they achieved in their paper, the grouping problem affects the
effectiveness of these methods.

Therefore, grouping is a research problem and deserves further study.

2. What are the characteristics of Grouping in the Radar’s view?
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As described in the definition of Group People in Chapter 3, a group of people is
sharing neighboring locations and moving together. Existing features and data for-
mats that have been already used in Radar-based People Counting, such as Range
Profile, Range-Time map, and Range-Doppler map, all have similar signal or image
morphological characteristics regardless of how many people move as a group.

With the help of MIMO Radar, the angle information of the targets can be esti-
mated. The Range-Azimuth map is promising, as is shown by the fact that the
more people move as a group, the more azimuth bins are occupied. But this fea-
ture is vulnerable when Group People exist in the far range.

The spectrogram of Group People that includes multiple frames of information is
studied. Spectrograms have been found to be associated with the synchronization
of crowd movements. The micro-Doppler becomes more irregular as the number
of Group People increases as they do not walk or move in a synchronized manner,
and the greater and the greater the number of people, the greater the degree of this
irregularity.

Therefore, Range-Azimuth map and spectrogram/CVD in combination can be a
good choice to solve Group People Counting.

3. How to solve the counting problem when grouping?

As mentioned in Chapter 2, there are two categories of Radar-based People Count-
ing methods, that is, tracking for counting methods and feature-based counting
methods. It was found that these two categories of methods have complementary
strengths.

For tracking for counting methods, targets can be tracked continuously without
the need for a training set to obtain information about the targets’ position. They
are not able to count the number of Group People based on the assumption that
the number of tracks equals the number of people.

For feature-based counting methods, they can solve the grouping problem when
assigning this problem to the classification problem. But they ignore the close
connection between each time step when people move in the RoI, due to the fact
that the outputs from the pre-trained classification model are independent.

Therefore, this thesis proposes a method that combines the tracking for counting
block and the feature-based counting block to solve Group People Counting prob-
lem introduced in Chapter 4.

4. What are the advantages of combining tracking for counting method and feature-
based counting method?

There are two advantages of the proposed method that are explained in detail in
Chapter 5.

The first advantage is that the proposed method is able to achieve "Beyond Clas-
sification". "Beyond Classification" is the case where the total number of people
is greater than the maximum number of expected classes. In the general classi-
fication problem, it is impossible to output unlabeled classes not defined at the
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training stage. But with the proposed method, counting the number of people
that is larger than the trained labels can be achieved.

The second advantage is that the proposed method has more accurate classifica-
tion results than using one of the blocks individually. With the help of tracking for
counting block, the estimated number of Group People over time can be stored
and pass through the median filter to output the overall estimation. This overall
estimation combines the results before and after that moment, and according to
the result, this estimation does improve the accuracy of Group People Counting.

The main contributions of this thesis research are summarized below:

• One of the most complex motions of individuals, grouping, is studied, and the
Radar-based People Counting problem is addressed with a dedicated processing
pipeline more in general, including the cases of grouping of multiple individuals.

• This pipeline was developed by studying the characteristics of Group People (de-
fined as a group of people sharing neighboring, adjacent locations and moving to-
gether), with multiple-input-multiple-output (MIMO) frequency-modulated con-
tinuous wave (FMCW) Radar. Specifically, the combination of the Range-Azimuth
map and spectrogram/cadence velocity diagram (CVD) is proposed to solve the
People Counting problem including grouping case.

• Based on the fact that two categories of Radar-based People Counting methods,
i.e., tracking for counting methods and feature-based counting methods, have
complementary strengths, the proposed method combines these two approaches
into a new processing pipeline to estimate the number of people in each group in
the scene while tracking each group. Moreover, the proposed method can achieve
"Beyond classification", which is the output the unlabeled classes not defined at
the training stage. Additionally, compared with other state-of-the-art (SOTA) Radar-
based People Counting methods, the proposed method outperforms them, and
thus it is proved that the grouping problem can be well addressed in the Radar-
based People Counting field.

Part of the results from this thesis work are being written up for publication in a
high-quality IEEE journal such as IEEE Sensors, IEEE IoT Journal, and IEEE Transactions
on Geoscience and Remote Sensing (TGRS).

7.2. FUTURE WORK
With respect to the proposed method, in addition to the improvements in detec-

tion and clustering methods mentioned in Section 5.3 that can be used to increase the
accuracy of People Counting, there are still some potential improvements that can be
examined in future research. Specifically, attention can be paid to the interesting and
challenging case of spawning and occlusion events.

• Spawning case

Spawning (also known as splitting) is an event in which a single extended target
separates into two or more extended targets, or vice versa [106]. It is one of the
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most complex scenarios in the MTT field. In this field, multiple models are de-
fined to solve this problem, such as the birth model of the spawning targets, the
measurement model of the spawning target, and the main target measurement
model [113].

The proposed method of this thesis, which counts the number of Group People
and tracks each group separately, has the potential to deal with the spawning prob-
lem. As shown in Fig. 7.1, since the number of people in the group is known and
there are three people walking as a group at t1, the tracking algorithm could be
set to know the possible birthplace around the large group, for example when one
person is going to leave the large group, for example at t4 in the figure. Thus, at t5

the main group and the spawning target could be tracked separately and smoothly.

Figure 7.1: The example of spawning case. The gray spots represent the different people.

• Occlusion case

In the occlusion event, people also gather and move together, but at this time there
exists a situation where someone in the group is obscured by another individual
and cannot be detected by the radar. An example of the occlusion case is shown in
Fig. 7.2 where an individual is occluded away from the Radar.

There are two solutions to this problem. First, multiple Radar sensors can be ap-
plied to build a Radar network that can look at the area of interest from multiple
views. With this solution, because there are radar sensors in all directions, there
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is no shadowing zone of detection. Second, MIMO Radar with the elevation in-
formation can be implemented to deal with this problem, when it is placed at a
higher position with respect to the scene of interest. This is called ’overhead de-
tection’ and reduces the probability of occlusion by looking at the different people
from above.

Figure 7.2: The example of occlusion case. The gray spots represent detected people, and the spot with the
gray criss-crossed pattern is the missed detected person.
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[79] M. S. Seyfioğlu, A. M. Özbayoğlu, and S. Z. Gürbüz. “Deep convolutional au-
toencoder for radar-based classification of similar aided and unaided human ac-
tivities”. In: IEEE Transactions on Aerospace and Electronic Systems 54.4 (2018),
pp. 1709–1723.

https://doi.org/10.1109/LGRS.2020.2990742
https://doi.org/10.1109/LGRS.2020.3006077
https://doi.org/10.23919/EuCAP48036.2020.9135381
https://doi.org/10.23919/EuCAP48036.2020.9135381
https://doi.org/10.3390/app12042168
https://www.mdpi.com/2076-3417/12/4/2168


90 7. CONCLUSIONS AND FUTURE WORK

[80] A. Sinha et al. “Track quality based multitarget tracking approach for global nearest-
neighbor association”. In: IEEE Transactions on Aerospace and Electronic Systems
48.2 (2012), pp. 1179–1191.

[81] M. Sebt, A. Sheikhi, and M. Nayebi. “Robust low-angle estimation by an array
radar”. In: IET radar, sonar & navigation 4.6 (2010), pp. 780–790.

[82] J. Pegoraro, F. Meneghello, and M. Rossi. “Multiperson Continuous Tracking and
Identification From mm-Wave Micro-Doppler Signatures”. In: IEEE Transactions
on Geoscience and Remote Sensing 59.4 (2021), pp. 2994–3009. DOI: 10.1109/
TGRS.2020.3019915.

[83] M. Heuer et al. “Pedestrian tracking with occlusion using a 24 GHz automotive
radar”. In: 2014 15th International Radar Symposium (IRS). 2014, pp. 1–4. DOI:
10.1109/IRS.2014.6869181.

[84] P. Zhao et al. “mID: Tracking and Identifying People with Millimeter Wave Radar”.
In: 2019 15th International Conference on Distributed Computing in Sensor Sys-
tems (DCOSS). 2019, pp. 33–40. DOI: 10.1109/DCOSS.2019.00028.

[85] G. Gennarelli et al. “Multiple Extended Target Tracking for Through-Wall Radars”.
In: IEEE Transactions on Geoscience and Remote Sensing 53.12 (2015), pp. 6482–
6494. DOI: 10.1109/TGRS.2015.2441957.

[86] C.T. Pham et al. “Convolutional neural network for people counting using UWB
impulse radar”. In: Journal of Instrumentation 16.08 (2021), p. 8031. DOI: 10 .
1088/1748-0221/16/08/p08031.

[87] H. Li et al. “Robust Human Targets Tracking for MIMO Through-Wall Radar via
Multi-Algorithm Fusion”. In: IEEE Journal of Selected Topics in Applied Earth Ob-
servations and Remote Sensing 12.4 (2019), pp. 1154–1164. DOI: 10.1109/JSTARS.
2019.2901262.

[88] R.P. Trommel et al. “Multi-target human gait classification using deep convo-
lutional neural networks on micro-doppler spectrograms”. In: 2016 European
Radar Conference (EuRAD). 2016, pp. 81–84.

[89] X. Yang, W. Yin, and L. Zhang. “People Counting Based on CNN Using IR-UWB
Radar”. In: 2017 IEEE/CIC International Conference on Communications in China
(ICCC). 2017, pp. 1–5. DOI: 10.1109/ICCChina.2017.8330453.

[90] R. Bao and Z. Yang. “CNN-Based Regional People Counting Algorithm Exploiting
Multi-Scale Range-Time Maps With an IR-UWB Radar”. In: IEEE Sensors Journal
21.12 (2021), pp. 13704–13713. DOI: 10.1109/JSEN.2021.3071941.

[91] X. Huang et al. “Indoor Detection and Tracking of People Using mmwave Sensor”.
In: Journal of Sensors 2021 (2021). DOI: 10.1155/2021/6657709.

[92] P. Van Dorp and F. Groen. “Feature-based human motion parameter estimation
with radar”. In: IET Radar, Sonar & Navigation 2.2 (2008), pp. 135–145.

[93] S. Lee et al. “Radar cross section measurement with 77 GHz automotive FMCW
radar”. In: 2016 IEEE 27th Annual International Symposium on Personal, Indoor,
and Mobile Radio Communications (PIMRC). 2016, pp. 1–6. DOI: 10.1109/PIMRC.
2016.7794738.

https://doi.org/10.1109/TGRS.2020.3019915
https://doi.org/10.1109/TGRS.2020.3019915
https://doi.org/10.1109/IRS.2014.6869181
https://doi.org/10.1109/DCOSS.2019.00028
https://doi.org/10.1109/TGRS.2015.2441957
https://doi.org/10.1088/1748-0221/16/08/p08031
https://doi.org/10.1088/1748-0221/16/08/p08031
https://doi.org/10.1109/JSTARS.2019.2901262
https://doi.org/10.1109/JSTARS.2019.2901262
https://doi.org/10.1109/ICCChina.2017.8330453
https://doi.org/10.1109/JSEN.2021.3071941
https://doi.org/10.1155/2021/6657709
https://doi.org/10.1109/PIMRC.2016.7794738
https://doi.org/10.1109/PIMRC.2016.7794738


7.2. FUTURE WORK 91

[94] J. A. Balderrama, F. J. Masters, and K. R. Gurley. “Peak factor estimation in hurri-
cane surface winds”. In: Journal of wind engineering and industrial aerodynamics
102 (2012), pp. 1–13.

[95] C. Kuang et al. “An improved CA-CFAR method for ship target detection in strong
clutter using UHF radar”. In: IEEE Signal Processing Letters 27 (2020), pp. 1445–
1449.

[96] D. Kellner, J. Klappstein, and K. Dietmayer. “Grid-based DBSCAN for clustering
extended objects in radar data”. In: 2012 IEEE Intelligent Vehicles Symposium.
2012, pp. 365–370. DOI: 10.1109/IVS.2012.6232167.

[97] R. Ricci and A. Balleri. “Recognition of humans based on radar micro-Doppler
shape spectrum features”. In: IET Radar, Sonar & Navigation 9.9 (2015), pp. 1216–
1223.

[98] Zhenyu Liu et al. “A method of SVM with normalization in intrusion detection”.
In: Procedia Environmental Sciences 11 (2011), pp. 256–262.

[99] K. He et al. “Deep residual learning for image recognition”. In: Proceedings of the
IEEE conference on computer vision and pattern recognition. 2016, pp. 770–778.

[100] K. Cho et al. “On the properties of neural machine translation: Encoder-decoder
approaches”. In: arXiv preprint arXiv:1409.1259 (2014).

[101] J. Bai et al. “Radar transformer: An object classification network based on 4d
mmw imaging radar”. In: Sensors 21.11 (2021), p. 3854.

[102] P. D. Konstantinova, A. Udvarev, and T. Semerdjiev. “A study of a target tracking
algorithm using global nearest neighbor approach.” In: Compsystech. Vol. 3. 2003,
pp. 290–295.

[103] Texas Instruments Incorporated. mmWave studio | TI.com. 2022. URL: https:
//www.ti.com/tool/MMWAVE-STUDIO.

[104] Landbouw en Innovatie Ministerie van Economische Zaken. Regels Cameratoezicht
| Rijksoverheid.nl. 2022. URL: https://www.rijksoverheid.nl/onderwerpen/
overvallen-straatroof-en-woninginbraak/regels-cameratoezicht.

[105] K. Granstrom, C. Lundquist, and O. Orguner. “Extended Target Tracking using a
Gaussian-Mixture PHD Filter”. In: IEEE Transactions on Aerospace and Electronic
Systems 48.4 (2012), pp. 3268–3286. DOI: 10.1109/TAES.2012.6324703.

[106] K. Granstrom and U. Orguner. “On Spawning and Combination of Extended/Group
Targets Modeled With Random Matrices”. In: IEEE Transactions on Signal Pro-
cessing 61.3 (2013), pp. 678–692. DOI: 10.1109/TSP.2012.2230171.

[107] K. Dai et al. “Intertarget Occlusion Handling in Multiextended Target Tracking
Based on Labeled Multi-Bernoulli Filter Using Laser Range Finder”. In: IEEE/ASME
Transactions on Mechatronics 25.4 (2020), pp. 1719–1728. DOI: 10.1109/TMECH.
2020.2994066.

[108] A. Seifert, M. Grimmer, and A. M. Zoubir. “Doppler Radar for the Extraction of
Biomechanical Parameters in Gait Analysis”. In: IEEE Journal of Biomedical and
Health Informatics 25.2 (2021), pp. 547–558. DOI: 10.1109/JBHI.2020.2994471.

https://doi.org/10.1109/IVS.2012.6232167
https://www.ti.com/tool/MMWAVE-STUDIO
https://www.ti.com/tool/MMWAVE-STUDIO
https://www.rijksoverheid.nl/onderwerpen/overvallen-straatroof-en-woninginbraak/regels-cameratoezicht
https://www.rijksoverheid.nl/onderwerpen/overvallen-straatroof-en-woninginbraak/regels-cameratoezicht
https://doi.org/10.1109/TAES.2012.6324703
https://doi.org/10.1109/TSP.2012.2230171
https://doi.org/10.1109/TMECH.2020.2994066
https://doi.org/10.1109/TMECH.2020.2994066
https://doi.org/10.1109/JBHI.2020.2994471


92 7. CONCLUSIONS AND FUTURE WORK

[109] K. Bernardin, A. Elbs, and R. Stiefelhagen. “Multiple object tracking performance
metrics and evaluation in a smart room environment”. In: Sixth IEEE Interna-
tional Workshop on Visual Surveillance, in conjunction with ECCV. Vol. 90. 91.
Citeseer. 2006.

[110] Anton Milan, Konrad Schindler, and Stefan Roth. “Challenges of ground truth
evaluation of multi-target tracking”. In: Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops. 2013, pp. 735–742.

[111] C. Thornton et al. “Auto-WEKA: Combined selection and hyperparameter opti-
mization of classification algorithms”. In: Proceedings of the 19th ACM SIGKDD
international conference on Knowledge discovery and data mining. 2013, pp. 847–
855.

[112] K. M. Ting and Z. Zheng. “A study of adaboost with naive bayesian classifiers:
Weakness and improvement”. In: Computational Intelligence 19.2 (2003), pp. 186–
200.

[113] D. S. Bryant et al. “The CPHD filter with target spawning”. In: IEEE Transactions
on Signal Processing 65.5 (2016), pp. 13124–13138.

[114] Texas Instruments Incorporated. IWR6843ISK Evaluation board | TI.com. 2022.
URL: https://www.ti.com/tool/IWR6843ISK.

[115] Texas Instruments Incorporated. MMWAVEICBOOST mmWave sensors carrier card
platform | TI.com. 2022. URL: https://www.ti.com/tool/MMWAVEICBOOST.

[116] Texas Instruments Incorporated. DCA1000EVM Real-time data-capture adapter
for radar sensing evaluation module | TI.com. 2022. URL: https://www.ti.com/
tool/DCA1000EVM.

https://www.ti.com/tool/IWR6843ISK
https://www.ti.com/tool/MMWAVEICBOOST
https://www.ti.com/tool/DCA1000EVM
https://www.ti.com/tool/DCA1000EVM


A
CONFIGURATION OF TI RADAR IN

DETAILS

In Appendix A, the detailed information of Radar equipment and the basic principle
of MIMO mode of TI Radar are given.

The TI hardware includes IWR6843ISK, mmWave ICBOOST board, DCA1000EVM.
The supporting software is mmWave Studio (listed in Table A.1).

IWR6843ISK is a 60 GHz mmWave sensor based on IWR6843 device with long-range
antenna. This board enables access to point-cloud data and power via the USB interface.
Additional boards may be used to enable additional functionality. DCA1000EVM enables
access to sensor raw data via LVDS interface. The mmWave ICBOOST board enables
software development and trace capabilities through TI’s packaged labs. This equipment
is supported by mmWave Studio. mmWave Studio enables you to build manual frames
and chirps in different user cases. Meanwhile, the MIMO mode and TX Beamforming
can also be designed when using mmWave Studio. In this thesis, the MIMO mode is
applied, since the beamforming mode can not provide enough Doppler information for
classification, which is necessary for Group classification.

MIMO refers to a radar with multiple TX and multiple RX antennas. According to
Fig. A.1, when using 3 TX and 4 RX antennas, users can generate a virtual array of 12
antennas. Thus, employing MIMO radar techniques results in an increase in the number
of (virtual) antennas. In this case, the angle resolution is improved.
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d
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Figure A.1: Example of generating a MIMO virtual antenna array.

In the MIMO application, the transmitted electromagnetic waves generated by dif-
ferent TX antennas must be distinguishable. In other words, it should be achievable to
separate different signals corresponding to different TX antennas. Two common tech-
niques are time division multiplexing (TDM) and binary phase modulation (BPM). In
this thesis, TDM-MIMO is used.

In TDM-MIMO, the orthogonality is in time. Each frame consists of several sub-
frames, each subframe consisting of one TX. TDM-MIMO is the simplest way to separate
signals from multiple TX antennas and is therefore widely used. However, the weakness
of TDM-MIMO is that only one TX is active at any time. It does not use the full transmis-
sion capabilities of the device. Meanwhile, there is also an implication on the velocity of
the object in the range of interest. It cannot go too fast since it needs to be observed with
all TXs one after the other.

Tx 1 Tx 2 Tx 3

Chirp 0 Chirp 1 Chirp 2

Profile_Config: define single profile
configuration

Chirp_Config: define 3 chirps, where Tx 1
transmits Chirp 0, Tx 2 transmits Chirp 1, Tx
3 transmits Chirp 2

Note:
Remember to connect Chirp 0, Chirp 1 and
Chirp 2 together by using Start Chirp Tx and
End Chirp Tx.
Therefore, Start Chirp Tx = 0, and End Chirp
Tx = 2.

Figure A.2: Steps of setting TDM-MIMO mode with the TI 60 GHz radar used in this thesis.

In the mmWave Studio, the TDM-MIMO can be programmed as the flow chart shown
in Figure A.2. There are three concepts when programming a TX signal in MIMO mode:
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profile, chirp, and frame. Each of these concepts is briefly described as follows.
• Profile: A profile is a template for a chirp. This includes TX parameters such as the

start frequency, slope, duration, and idle time, and RX parameters such as ADC sampling
rate. Up to four different profiles can be defined and stored. In the TDM-MIMO mode,
all chirps have the same parameters. Therefore, a single profile configuration is needed,
which is named as Profile 0.

• Chirp: Each chirp type is associated with a profile and inherits all the properties of
the profile. Additional properties that can be associated with each chirp include the TX
antennas on which the chirp should be transmitted and any binary phase modulation
that should be applied. In the TDM-MIMO mode, since 3 TX are used, 3 Chirp configu-
rations are programmed. Chirp 0 enables TX 1, Chirp 1 enables TX 2 and Chirp 2 enables
TX 3.

• Frame: Frame is constructed by defining a sequence of chirps using the previously
defined chirp types. The number of frames transmitted in a single experiment can be
defined. If the number of frames is 0, it means continuously transmitting signals until
users press "Stop Frame" button.

Note: If you enable 3 TX one after another in different chirp ID (for example, chirp 0
enables TX0, chirp1 enables TX1 and chirp 2 enables TX2), then it is called TDM MIMO.
And the total chirp number will be num_loop ∗ numChirp = 128∗3. But if you just enable
3 TX simultaneously in one chirp ID (chirp 0 enables all three TX0, TX1 and TX2), then
you only have one chirp ID (chirp 0), and the total chirp number should be num_loop ∗
1 = 128.

Table A.1: Description of hardware and software used for the experimental work of this thesis.

Hardware/software Description

IWR6843ISK [114]
mmWave sensor standard antenna plug-in mod-
ule

mmWave ICBOOST [115] mmWave sensors carrier card platform

DCA1000EVM [116]
Real-time data-capture adapter for radar sensing
evaluation module

mmWave Studio 2.0.1.0
[103]

Configure and control mmWave sensor modules
and collect analog-to-digital (ADC) data for of-
fline analysis

https://www.ti.com/tool/IWR6843ISK
https://www.ti.com/tool/MMWAVEICBOOST
https://www.ti.com/tool/DCA1000EVM
https://www.ti.com/tool/MMWAVE-STUDIO


B
ABLATION STUDY

Appendix B is to provide the confusion matrix of the classifiers. Appendix B.1 provides
the confusion matrix of the far range study of the proposed non-ANN classifier. Appendix
B.3 provides the confusion matrix of different classifiers of the proposed non-ANN classi-
fier.

B.1. FAR RANGE STUDY OF THE PROPOSED NON-ANN CLAS-
SIFIER

Figure B.1: Confusion matrix of non-ANN classifier when the input is the Range-Azimuth map.
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Figure B.2: Confusion matrix of non-ANN classifier when the input is the CVD map.

Figure B.3: Confusion matrix of non-ANN classifier when inputs are the Range-Azimuth map and the CVD
map.
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B.2. DIFFERENT CLASSIFIERS OF THE PROPOSED NON-ANN
CLASSIFIER

Figure B.4: Confusion matrix of non-ANN classifier when the classifier is SVM.

Figure B.5: Confusion matrix of non-ANN classifier when the classifier is KNN.
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Figure B.6: Confusion matrix of non-ANN classifier when the classifier is the random forest.

Figure B.7: Confusion matrix of non-ANN classifier when the classifier is naive Bayes.
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B.3. ABLATION STUDY OF THE PROPOSED ANN CLASSIFIER

Figure B.8: Confusion matrix of proposed ANN classifier when the input is Range-Azimut map.

Figure B.9: Confusion matrix of proposed ANN classifier when the input is the spectrogram.
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Figure B.10: Confusion matrix of proposed ANN classifier when the inputs are the spectrogram and Range-
Azimuth map.



C
PERFORMANCE COMPARISON

This chapter provides the results when applying different the state-of-the-art (SOTA)
methods.

Figure C.1: Confusion matrix of the non-ANN method proposed by Choi et al. [19].
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Figure C.2: Confusion matrix of the non-ANN method proposed by Choi et al. [27].

Figure C.3: Confusion matrix of the ANN method proposed by Choi et al. [37].
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Figure C.4: Confusion matrix of the ANN method proposed by Jia et al. [66].
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