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Preface
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ing as part of my MSc thesis. While only my name on it as author such a work could not
have been made possible without the help of many others. First I would like to thank my
direct supervisors, dr. Ryoichi Ishihare and dr. Jaber Derakhshandeh for introducing
me into the wonderful field of 3D integration and carbon nanotubes. I would espe-
cially want to thank Jaber for all his support on cleanroom processing, measurements,
reviewing and all the nice discussion about the obtained results.

For this work it was necessary to visit external facilities in order to grow the required
nanotubes. I would like to thank dr. Ken Teo and dr. Nalin Rupesinghe from AIX-
TRON, Cambridge UK, for letting me do two full days of growth experiments at their
facility, even though snow was trying to prevent it all from happening.

The second external facility was NanoLab Inc. in Newton, MA (USA) at which I was
able to perform experiments for eight weeks. I want to thank the owner of the company,
David Carnahan, for allowing me to perform many experiments on their systems. I want
to thank my former colleagues at NanoLab for the support, especially Dan Esposito, for
performing all the SEM analysis together with me, the interesting discussions about the
field of carbon nanotubes and continuing the growth experiments for me after I left.

Finally I want to thank the DIMES ICP engineers, but especially Charles de Boer,
for the training and support in the DIMES cleanroom facilities. Furthermore many
thanks to dr. Meng-Yue Wu for performing the TEM analysis, dr. Fredrik Creemer for
the advice on thermal modelling and finally, prof. C.I.M. Beenakker and prof. G.Q.
Zhang for participating in my thesis committee.

The final report should give the reader a complete introduction into the field of
carbon nanotubes and the results we obtained in it. The report is written with the
goal that someone with a BSc in Electrical Engineering, or a similar degree, should be
able to understand most of it. Although some background in micro-electronics and the
fabrication thereof is highly recommended.

Chapter one gives an introduction why carbon nanotubes (CNTs) should be used for
3D integrated circuits, and why we should try to create 3D integrated circuits at all.
The next two chapters introduce the reader to the field of carbon nanotubes. Chapter
two gives a quick, and hopefully thorough, introduction into the structural, electrical
and thermal properties of CNTs currently found in literature. Chapter three quickly
discusses the history of CNT fabrication followed by a more in-depth investigation on
the growth of CNTs using chemical vapour deposition and how we can control it.

After this the results of my research are being discussed. In chapter four we derive
electrical models for our structures and compare these with metals. In chapter five the
designed fabrication processes and measurement structures are discussed. Chapter six
discusses all the growth results investigated using SEM, TEM and Raman spectroscopy.
Finally a conclusion is drawn, and recommendations for future work are given.

There are two appendixes I want to bring to the readers attention. First of all
appendix A which gives a brief introduction in the concept of phonons, which is a
subject that is almost completely ignored in the BSc and MSc of Electrical Engineering
at our university. Second, appendix C specifies the measurement equipment used in this
report. It also gives an introduction into the field of Raman spectroscopy on CNTs for
readers unfamiliar to this subject.

Delft, August 2009
Sten Vollebregt
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Abstract
In integrated circuits the delay caused by interconnects, their power consumption, production and
reliability are challenges to be solved. Using the third dimension for additional layers of transistor
has been proposed as a solution to this problem by reducing the length of the interconnects. A
problem in 3D integration is the creation of reliable, low resistance and high aspect ratio vertical
interconnects. We propose the use of carbon nanotubes (CNT) for this purpose.

There exist single-walled (SWNT) and multi-walled nanotubes (MWNT), the latter consist-
ing of multiple tubes inside each other. Carbon nanofibres (CNF) are tube-like structures without
graphite walls parallel to the tube axis. Diameters are between 0.5-100 nm, while lengths can
be up to several mm. CNTs can behave semiconducting or metallic depending on the diameter
and chirality.

A metallic SWNT with two conductive bands has a quantum resistance of 6.45 kΩ, and
can have ballistic conduction up to several microns. Each wall in a MWNT can contribute in
conduction, the amount of conductive bands depends on the amount of walls and diameter.
Beside a quantum resistance CNTs have a large quantum capacitance and kinetic inductance,
and an electrostatic capacitance. Lastly, CNTs can carry current densities up to 109 J/cm2.

Beside being good electrical conductors CNTs have a high thermal conductivity, with values
between 1000-6600 W/m·K being reported. They oxidise at temperatures between 600-800 ◦C
and deform in a vacuum above 2000 ◦C.

CNTs can be grown on top of substrates using (plasma enhanced) chemical vapour deposition
((PE)CVD) using a catalyst and carbon feedstock. Vertical alignment can either be achieved
by Van der Waals interaction between tubes or by a strong electric field during growth. The
geometry of CNTs can be controlled by the activation of the catalyst layer and the growth
parameters (table 3.1).

We derived electrical models for SWNT and MWNT bundles. The quantum capacitance
and kinetic inductance can be neglected when a bundle is formed. The resistance against the
MFP, diameter and density was calculated. It was found that only SWNT can perform better
than bulk Cu or Al when very high density bundles are formed, otherwise it rapidly increases.
MWNT have a resistance that is one order of magnitude higher than Cu or Al, which hardly
increases for low densities.

We designed electrical measurement structures using two and four-point measurement which
can be created using four masks. Two cleanroom compatible processes, one with interlayer oxide
deposited before and the other after CNT growth, were made. As photo resist patterning was
found to have a negative influence on the CNT growth quality an additional lift-off process
was created. The four-point structure can also be used for electrical reliability and thermal
conductivity measurements.

Vertical aligned growth was possible when using a BlackMagic (HF-)PECVD at 500 ◦C, in
combination with Ni and Pd as catalyst. The same system in APCVD mode resulted in aligned
CNFs with Pd at 450-640 ◦C, and random CNTs using Co and Fe at 640 ◦C. Scanning electron
microscopy (SEM), transmission electron microscopy (TEM) and Raman spectroscopy were used
to investigate the grown CNTs.

Using the custom equipment at NanoLab vertical CNTs were observed using DC-PECVD at
∼ 800 ◦C, with both Ni and Fe as catalyst. A recipe was developed for a tube furnace which gave
vertical growth at 600 ◦C in combination with 1 nm of Fe, and random growth with thicker layers
of Fe and Ni. High quality random CNTs were grown using the same recipe at 500 and 600 ◦C
on Fe patterned with the lift-off process. In all experiments there was 10 nm Ti underneath the
catalyst, except for the lift-off which used 1 µm Ti.

The different Raman spectroscopy quality indicators were investigated vs. temperature and
the results obtained with SEM and TEM. If was found that the product between ID/IG and
FWHM(D) or the ID/IG′ ratio are good indicators of quality, while only the ID/IG is not
sufficient. Thermal CVD samples were of higher quality than the PECVD samples.

No growth, due to a too low substrate temperature, was obtained when using the Novellus
Concept One PECVD or novel RF assisted CVD at NanoLab. The combination of a 1 µm Ti
layer and Ni also resulted in no growth, due to Ni diffusion into the Ti.
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Chapter 1

Introduction

1.1 The interconnect era

Since the discovery of the transistor (1947) and a decade later the integrated circuit
(IC, also called die or chip) the microelectronic industry evolved rapidly. Nowadays
a world without integrated electronics would be unthinkable. Almost every electrical
device contains multiple ICs. Mobile phones, high speed computers and the internet
wouldn’t have existed if it wasn’t for cheap ICs. ICs become more powerful, smaller,
energy efficient and cheaper every year, which is a direct effect of Moore’s Law.

In 1965 Gordon E. Moore (co-founder of Intel) first observed a trend in the micro-
electronics industry which is now known as Moore’s law. The law states that every two
year the amount of transistors on an integrated circuit will double (see figure 1.1). Even
after forty years this law still holds. It changed, however, from an observation to a goal
of the industry and became a self-fulfilling prophecy [1]. High end microprocessors now
contain over one billion (109) of transistors (figure 1.1). A truly staggering number,
especially if one takes into account that these ICs are only several square centimetres
big.

Figure 1.1: Moore’s Law, from [2]
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But not only the amount of transistors increased, also the speed increased, while the
power consumption for an individual transistor decreased. The main driving force for
this is the reduction of the size of the transistors, which makes them cheaper to produce.
The fact that the speed actually increases is a convenient side effect. At the moment
of writing the 45 nm technology node is in industrial production and the first 32 nm
experimental chips are being processed. This means that the smallest features on a chip
are about a thousand times smaller than a human hair.

However, the decrease in feature size and increase in the amount of transistors creates
several difficulties. For instance the small size demands very expensive and sophisticated
lithography processing. Beside that the energy density of the chip increased due to a
larger amount of transistors. The amount of interconnects to connect all the transistors
also increased dramatically. For instance, the ITRS roadmap update of 2008 [2] predicts
an high-end IC interconnect length of 2000 m/cm2 for 2009, against a length of 1712
m/cm2 in 2008! The amount of metal levels is estimated to be 12. In the future these
numbers will only get larger.

In the past the delay in transistors (logic delay) was much bigger than the delay in the
interconnects caused by charging the parasitic capacitances (RC-delay, R being the line
resistance and C the capacitance). However, while the delay in transistors decreased due
to channel size reduction, the delay per unit length of interconnects increased quadrat-
ically. The cause of this is the simultaneous reduction of both the interconnect height
and width for smaller technology nodes [3, 4].

Beside scaling issues, scattering and grain boundaries effects will dramatically in-
crease the resistivity of the, often copper, wires for small interconnects with dimensions
of several tens of nm [5,6]. Power consumption in the interconnects will rise for decreas-
ing feature sizes [4], which will also have an impact on the lifetime of these interconnects
due to electromigration [5].

Figure 1.2: Interconnect RC delay vs. clock cycle (logic delay), source: Intel

Thus interconnects are becoming more important in realizing smaller circuits. Al-
ready the interconnect delay dominates over the logic delay, especially for the long global
interconnects [5], see also figure 1.2. Even if we had a superconducting interconnect ma-
terial the delay would be larger than that of a 10 nm transistor, due to the long time of
flight [4]. Furthermore, they are the major source of power consumption, and contribute
up to 70% of the total capacitance [7].
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1.2 Improving interconnect performance

Different solutions have been suggested to improve interconnect performance. One so-
lution suggest changing to optical lines (especially for clock distribution which is the
biggest power consumer and most critical to be evenly distributed over the die [4]). Al-
though losses over the optical line would be minimal, conversion of the electrical signal
to an optical one imposes major delay problems (with delays equal to many hundreds of
µm of Cu line). Beside the large conversion delay incorporating the III-V semiconductors
needed for the optics into the Si process will pose to be a big challenge. [3, 8]

Another solution is the use of RF interconnects (antennas) in digital electronics,
again primarily for clock distribution. However, the minimum distance required for
those antennas would be the same as the actual die size, making them unattractive for
use on a single die. RF distribution might be interesting for die to die communication,
though [8].

A different technology from the field of RF analog electronics to solve interconnect
issues would be the use of transmission lines. The use of wide flat lines would reduce
the influence of the resistance and make propagation time flight dependent (LC-lines).
However, due the large size of the transmission lines this would result in a low bandwidth
density, increasing the die footprint or number of interconnect layers [3]. The same is
true when for interconnects with dimensions from previous nodes are used in future
ones. While for some global interconnects this might be beneficial, for the intermediate
interconnects the loss in bandwidth density will make them unattractive [3].

Carbon nanotubes based interconnects have also been proposed. They have the
potential to outperform current materials in future nodes where the resistance of metals
rises rapidly due to the small dimensions [3, 8]. However, the biggest challenge so far
remains the horizontal growth of CNTs, which still poses a major yield problem [9].

The most promising solution to lower the delay of interconnects which receives much
attention is 3D integration [3]. With this the usage of the third dimension for device
layers is denoted, instead of using only the direct surface of a wafer. One of the major
research goals mentioned in the ITRS 2008 roadmap update is 3D integration [2]. This
3D integration also introduces another dimension in which the interconnects can be
routed, resulting in shorter lines and hence lower delays [4, 5, 10], and a reduction of
power consumption [10,11].

But not only a reduction of power consumption and increase in speed is a feature
of 3D ICs, of course 3D integration also allows more transistors in the same chip area.
Even more interesting: it also allows the integration of different processes into one
single die. For instance combining memory and micro controllers or pixels and read-out
electronics. This can lead to fully integrated Systems on Chip (SoC) and System in
Package (SiP) [12]. In other words 3D ICs fit nicely in both the “More Moore” and
“Moore than Moore” concepts introduced in the 2005 roadmap from ITRS, see also
figure 1.3.

1.3 Carbon nanotubes in 3D ICs

Before 3D ICs can be fully exploited some challenges have to be solved [8, 10]. Current
challenges are the creation of device layers on top of each other (in case of production of
3D ICs on a single wafer) or stacking of multiple wafers (which need wafer thinning, good
alignment and bonding). A big problem is heat transfer. This is because the surface
area of the chip decreases while the transistor density increases. Another challenge is
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Figure 1.3: Trends in chip design, from [2]

the creation of high aspect ratio (HAR) low resistance vertical interconnects (vias), even
between multiple transistor levels, without consuming to much area.

For the creation of HAR vias and thermal management, carbon nanotubes (CNTs)
could be an excellent option [13]. As will be explained in chapter 2, CNTs have extraor-
dinary properties that make them very interesting for future electronic devices. First
of all a single nanotube can have a diameter of just a few nanometres, but a length of
micro- or even millimetres (thus giving a aspect ratio of thousands to millions). They
exhibit ballistic electron transport at µm scale, which implies that the resistance ideally
doesn’t depend on the length of the nanotube. They further have high current carrying
capabilities (up to three orders of magnitude higher than metals).

Besides interesting electrical properties, CNTs also have interesting thermal and me-
chanical properties. In theory they can conduct heat parallel to their tube axis better
than copper. This property could be very useful for thermal management. Finally,
they are the strongest and stiffest material presently known in terms of elastic modules
(Young’s modules) and tensile strength [14].

Especially the ballistic conduction and current carrying properties have created much
interest in CNTs for interconnect applications in current 2D ICs, especially to replace
copper vias [5, 15–18] but also for local [7, 19, 20] and global interconnects [7, 21, 22].
As can be seen especially vias have much attention. The main reasons often stated in
the mentioned papers is the fact that vias are most prone for electro migration at high
current densities. But another, probably even more important, reason is that so far only
vertical growth on substrates has been successful in achieving the required yield [9]. In
theory the resistance of a densely packed bundle of CNTs could be lower than traditional
metals especially for small feature sizes where grain boundaries increase the resistance
of metals [21,23].

However, there has been less interest in CNT vias for 3D IC’s , although the long
ballistic transport and high aspect ratio could be really promising for those vias as
their length tends to be quite long (from many hundreds of nanometres up to tens of
micrometres (or even hundreds for through wafer interconnects). Only minor research
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on through-wafer interconnects has so far been published [24,25]. Another argument for
CNTs in 3D IC’s would be thermal management. As 3D ICs have less surface area and
transistor are packed more close together the need for good thermal management inside
the chip is mandatory.

1.4 Goals

In this thesis the application of CNTs as vertical interconnects for 3D ICs is investigated.
To be compatible with 3D IC’s a restraint has to be placed on the growth temperature
of the CNTs. To prevent further distribution of doping atoms implanted in the device
layers the temperature should be below 500-600 ◦C. As we use Al for the metallisation
in our cleanroom, which has an eutectic melting point with Si at 577 ◦C, we can set the
upper limit to be 550 ◦C.

The goal of this research is to realize CNT deposition below 550 ◦C and investigate
the structural and electrical properties. All with the purpose to in the end use these
CNTs as vertical interconnects in 3D integrated circuits. The main questions to be
answered during the research are the following:

1. Can carbon nanotubes be an effective replacement of metal vertical interconnects
for 3D ICs?

2. What kind of process should be used to create vertical interconnects with carbon
nanotubes?

3. How should low temperature, high density, carbon nanotubes be grown?
4. How can we investigate the structural and electrical properties?
The structure of this report is as follows. In chapter two an introduction to carbon

nanotubes will be given, discussing the structural, electrical and thermal properties.
Chapter three is about the different techniques to grow nanotubes, the techniques most
suitable for our application will be selected and further described. We will discuss the
current growth models and investigate how the properties of CNTs can be influenced
with the process parameters.

In chapter four an electric model is derived for both single as multi-walled CNT
bundles and used in simulations to compare these CNT bundles with bulk Cu and Al.
Chapter five is about which processes can be used to create the interconnect measure-
ment structures in the DIMES cleanroom. Chapter six discuses the results of various
growth experiments performed on different equipment. The results are investigated us-
ing scanning electron microscope (SEM), transmission electron microscopy (TEM) and
Raman spectroscopy. After this a conclusion will be drawn and recommendations for
future research will be given.
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Chapter 2

Properties of carbon nanotubes

In this chapter first a short introduction into carbon nanotubes and their structure will
be given (section 2.1). After this the electrical (2.2) and thermal (2.3) properties of
CNTs will be investigated and compared with those of metals.

2.1 Structural properties

Since their discovery in 1991 by Sumio Iijima [26] (although there is evidence that he
was actaully not the first to discover them [27]) there has been a lot of research on
the properties and growth of CNTs. However, even to date not all mechanisms are
yet fully understood, mainly due to the fact that observing the properties of CNTs
on nanometre scale is quite complicated and theories for this scale are not yet fully
developed. In this section the basic properties and structure of carbon nanotubes will
be discussed. The section is mainly based on information from the first chapter of the
book ‘Carbon Nanotubes: Science and Applications’ edited by M. Meyyappan [28] and
appendix I of the book ‘Electrical Properties of Materials, 7nd Edition’ by L. Solymar
and D. Walsh [29].

2.1.1 Carbon nanotubes

As their name suggests CNTs are extremely thin tubes made from carbon. The element
carbon (C) has an atom number of 6, and thus six electrons orbit the nucleus. Two of
these electrons fill the 1s electron orbital, while the other four are in the outer 2s and
2p orbitals, and function as valence electrons.

Carbon has the ability to form different types of covalent bonds, depending on how
the 2s and 2p orbitals are arranged. In case of sp3 hybridisation one of the 2s electrons
is ‘promoted’ to an 2p electron. The remaining 2s electron and the three 2p electrons
(hence the name sp3) form four equally spaced orbits, which can form strong so-called σ-
bonds. Carbon in this configuration can form diamond when bonding with other carbon
atoms. Combined with hydrogen this type of bonding also leads to alkane hydrocarbons
as methane and ethane. In this type of bonding all electrons are tightly bonded, and
the material will be an electrical insulator.

Another possibility is sp2 hybridisation, in which one 2s and two 2p orbitals form
three sp2 orbitals, which are able to form in-plane σ-bonds, while the remaining valence
electron can form a weak out-of-plane (still covalent) π-bond. When bonding with other
carbon atoms this will result in graphene, which is a single-atom thick sheet and has a
honeycomb or hexagonal lattice. Multiple layers of graphene stacked on top of each other
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will form the well known graphite. When bonding with hydrogen this will lead to alkenes
(for instance ethylene). The in-plane σ-bond strength in sp2 hybridisation is stronger
than that of sp3, thus graphene is in-plane stronger than diamond. The out-of-plane
π-bond is weak, making materials with this type of bonding electrical conductors.

To complete the picture the last, not surprisingly called sp hybridisation, arrange-
ment will be treated. In this case, one 2s and one 2p orbital form two sp orbitals. This
enables thus two σ-bonds and two π-bonds. This can form carbyne and together with
hydrogen alkynes like acetylene. Again the π-bonds can be used for electrical conduction.

A CNT can be thought of as a seamless rolled op sheet of graphene. The crystal
lattice of a nanotube is thus also a hexagonal (or honeycomb) lattice with on each corner
a carbon atom. The bonding is almost the same as the sp2 hybridisation. However, due
to the curvature of the tube shell the hybridization is slightly altered, especially for tubes
with a small diameter. The three σ-bonds are slightly out-of-plane and the π-bond is
more delocalized to compensate this. Due to this the σ-bonds are stronger than those
in graphite and the π-bonds are more loose, allowing better electric conduction.

Figure 2.1: Graphene sheet, SWNT and MWNT

It is possible to create a nanotube with multiple walls, such a tube is called a multi-
walled nanotube (MWNT). The spacing between the tube layers is normally around 0.34
nanometre, which is close to the spacing between graphite planes (0.334 nm). A tube
with only one wall is called a single-walled nanotube (SWNT), see also figure 2.1 for an
overview. MWNT with only 2 walls are often called double-walled nanotubes (DWNT).

Diameters of SWNT are often somewhere between 0.6 and 3 nanometre, the smallest
tube reported being 3 Å [30]. Small diameter (< 0.6 nm) tubes are unstable due to
the high curvature of the graphene sheet. Because of their small diameter and, often
large length, SWNT can be seen as 1D materials. Multi-walled nanotubes are typically
between 3-50 nanometre in diameter, but also tubes larger than 100 nanometre have
been grown [31]. MWNT are normally not regarded as 1D materials, and also behave
less like 1D materials and more like in-plane graphite due to their larger diameter. As
will be shown in section 2.2 the diameter of the carbon nanotube will have influence on
their electrical properties, so good diameter control is important.

Beside the diameter also the chirality of the nanotube influences its properties. The
chirality can be seen as the way the graphene plane is folded to create the tube and is
represented by a pair of indices (n,m) which is called the chiral vector (figure 2.2). By
definition n > m ≥ 0. The chiral vector is defined as �Ch = n�a1 + m�a2 where �a1 and
�a2 are the unit vectors of the hexagonal crystal lattice of the graphene sheet. A chiral
angle can be defined between the (n, 0) and (n,m) vectors as:

θ = arctan
(√

3n/(m+ 2n)
)

[◦] (2.1)



2.1 Structural properties 9

Figure 2.2: Chiral vector and chiral type naming

The chiral indexes also have a relation with the diameter of the nanotube, which is
given by the following equation:

d = | �Ch|/π = a
√
n2 + nm+m2/π [nm] (2.2)

In which a = | �a1| = | �a2| = 2.46 Å is the lattice constant (and acc = a/
√

3 = 1.42 Å is the
C-C bond length). Tubes with a chiral index in which m = 0 (θ = 0◦) are called zigzag,
while tubes with n = m (θ = 30◦) are called armchair. All other tubes are simply called
chiral (0◦ < θ < 30◦). MWNT normally consist of walls with different chirality.

When created CNTs can stick together forming bundles of SWNT and/or MWNT
with different diameter and chirality. The driving force behind this are the Van der Waals
interactions between the tubes [32, 33]. These bundles can contain tens to hundreds of
separate tubes ideally forming a triangular tight packing lattice.

2.1.2 Carbon nanofibres

Beside CNTs an other, often encountered structure, are carbon nanofibres (CNFs). The
difference between a CNT and CNF is that in the first case the graphite planes are parallel
to the tube axes, while in case of the latter they’re not (see figure 2.3). The angle between
the graphite planes and tube axis can be as large as 90◦, forming a graphite filament
(carbon nanofilament, confusingly often abbreviated as CNF). However, normally the
angle is somewhere between a few and tens of degrees and there still exist a hollow core.
In case of a smaller angle often some graphite planes cross the entire tube diameter,
giving the tube a bamboo-like, herringbone or arrowhead structure, which still can be
regarded as a CNT when it has complete graphite planes parallel to the axes.
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Figure 2.3: The definition of carbon nanotubes (left) and nanofibres (centre), from [34]

2.2 Electrical properties

In this section the electrical properties of CNTs are discussed. First some physical back-
ground on the band structure of CNTs will be given. This is followed by the resistance
of CNTs where a model of the resistance vs. tube geometry will be presented. After
this the capacitance and inductance of CNTs will be treated shortly. Lastly the elec-
trical stability of CNTs will be discussed. For the first part of this section and the
following subsection the fourth chapter of the book ‘Carbon Nanotubes: Properties and
Applications’ edited by Michael J. O’Connell has been used as reference [35].

The electrical properties of CNTs depend on their chirality and diameter, and in
case of MWNT on the amount of walls. First of all, nanotubes can exhibit metallic
or semiconducting behaviour depending on their chirality and diameter. That metallic
behaviour can be observed in tubes with a diameter of just a few nanometre is quite
unusual. Most one-dimensional configurations of materials that normally (in 3D) exhibit
metallic behaviour re-arrange their atoms in a 1D configuration in such a way that makes
them semiconducting [36]. This effect is called Peierls distortion or instability. In the
case of CNTs, however, such an atomic re-arrangement is not favourable as the energy
needed to do this is quite high (due to the strong σ-bonds) while the energy gained is
small.

The band structure of a carbon nanotube depends on its chirality. All armchair
(n, n) are metallic, and have a band structure where two bands cross the Fermi level
(EF), see also figure 2.4a. A (n,m) SWNT is metallic if n − m = 3i in which i is a
non-zero integer. Although a very tiny bandgap of several meV exists in these tubes, it
can be neglected at room temperature. In all other cases the CNT is semiconducting,
with no bands crossing the Fermi level, as can be seen in figure 2.4b. For an uniform
distribution of the indexes (n,m) this would imply that one-third of the SWNT will be
metallic and therefore two-third semiconducting.

In case the nanotube is semiconducting the bandgap (Eg) is given by equation 2.3 [28],
in which acc is the C-C bond length (0.142 nm) d is the diameter of the tube in nm and
γ0 the so-called C-C hopping constant which is 2.5-3.2 eV. As can be seen the bandgap
is inversely proportional to the diameter. Wide tubes will thus exhibit (semi-)metallic
behaviour at room temperature due to a very small bandgap which can be overcome by
the thermal energy of the electrons [7].

Eg =
2accγ0
d
≈ 0.84
d [nm]

[eV] (2.3)

Multi-walled nanotubes, due to their larger diameter, almost always show metallic
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Figure 2.4: Band structure of a) (5,5) metallic CNT and b) (10,0) semiconducting CNT. In this
figure ‘a’ is the lattice constant and ‘γ0’ the so-called C-C lattice hoping constant
in graphene, from [35]

behaviour [28]. Theoretical work done by Saito et al. [37] already predicted that a
MWNT with only one metallic wall will behave metallic, which is confirmed by Tison
et al. [38]. However, they, and other groups, found that small diameter double walled
nanotubes consisting of semiconducting walls can also behave metallic. The mechanism
behind this is the interaction between the walls of the tubes, which can alter the bandgap.
Thus, it is generally more difficult to accurately predict the behaviour of a MWNT,
especially when the diameter is small and they consist of only a few walls. It must be
noted that although the entire tube might show metallic behaviour, this doesn’t imply
that all walls are in fact metallic.

2.2.1 Electrical resistance

As mentioned in chapter 1 metallic CNTs exhibited so-called ballistic transport. In
metals electrons travelling through the material are slowed down due to collision with
the crystal lattice and other electrons (a process called scattering). The average distance
which can be travelled by the electron before scattering occurs is called the mean free
path (MFP). This mechanism leads in the end to Ohm’s law, J = σE (where J is the
current density, σ the electrical conductivity and E the electric field) or I = U/R (where
I is the current, U the potential and R the resistance), and a resistance that depends
on the length and cross sectional area of the conductor (R = lρ/A, l being the length,
ρ = 1/σ the resistivity and A the area). For a derivation of Ohm’s law the reader is
referred to the book of L. Solymar and D. Walsh [29].

In case of ballistic transport the travelling electron does not scatter with the lattice
as the MFP is larger than the length of the conductor. This can happen in any conductor
when its length is short enough (e.g. for copper the length should be less than 40 nm).
In case of ballistic transport the resistance is only a function of the number of available
conduction channels and the transmission quality of the contacts (which is ideally equal
to 1, for no reflection at the contacts).

While metals often have a very short MFP, CNTs have been shown to have a MFP
of several hundreds nm up to a couple of micron at room temperature, depending on the
tube quality (i.e. the amount of defects) [35,39,40]. Due to the 1D nature of CNTs the
direction in which electrons can scatter is very limited, ideally only backwards scattering
can occur. For high quality CNTs the probability for such a scatter event will be low.
A ballistic length of a staggering 25 µm has even been reported [41].

Although there might be ballistic transport the nanotube will still have a non-zero
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resistance. This is due to the limited number of available conduction channels, and the
less than ideal contact to the tube endings.

A single conduction channel accepting only electrons with one type of spin has an
universal quantum (or contact) resistance of RQ = h/e2 ≈ 25.9 kΩ (GQ = 1/RQ ≈ 38.6
µS) if there is no scattering in the material and at the contacts. Here h = 6.626 · 10−34 Js
is the Planck constant and e = 1.602 · 10−19 J the electron charge. This resistance
originates from the mismatch which exist between the large number of modes available
in the macroscopic contacts and the few modes available in a 1D conductor. If one adds
the amount of available channels (M) and the reflection probability, which is a function of
the Fermi energy, (Ti(EF )) a simple form of the Landauer Formula is obtained (equation
2.4).

G =
e2

h
MTi(EF ) (2.4)

2.2.1.1 Resistance of single-walled nanotubes

As can be seen in figure 2.4a a metallic SWNT has four bands that cross the Fermi level
(E = 0 in the figure). Two of these bands are carrying right moving electrons, the other
two left movers. Each band is so-called spin-degenerate which mean it can transport a
spin-up and spin-down electron. Thus there are in total four channels available in each
direction (M = 4). This gives a resistance for a SWNT with ideal contacts of RQ/4
as given in equation 2.5. This resistance will exists at the contacts, instead of the full
length [42]. Hence the name contact resistance is also used for the quantum resistance.
This also means that Joule heating occurs at the contacts and not across the length in
case of fully ballistic tubes [42].

RMetallic,SWNT =
RQ
4

=
h

4e2
= 6.45 kΩ (2.5)

It must be noted that ballistic transport doesn’t imply that there is no scattering
at all. Scattering is a probabilistic phenomena, which still occurs if the length of the
conductor is less than the MFP. However, the chance that a scattering event occurs is
quite low, thus the majority of the electrons being transported will not be scattered and
as such it can be called ballistic transport on a macroscopic scale.

Semiconducting SWNT don’t have any conduction channels available as no bands
cross the Fermi level and thus a bandgap exists with a width given by equation 2.3.
This bandgap is inversely proportional to the diameter, which means that thick tubes
will conduct at room temperature.

While semiconducting tubes become metallic when the diameter increases, for metal-
lic tubes more and more bands will cross the Fermi level, increasing M . Beside chirality
the resistance is thus also dependent on the diameter and temperature. The latter be-
cause at higher temperature electrons are able to cross a larger bandgap and the MFP
depends on temperature.

To model the dependency of the resistance on diameter Naeemi derived a model for
the number of conductive shells available vs. diameter, taking into account that only 1/3
of the tubes are metallic [7, 43]. The number of conductive channels vs. the diameter
is plotted in figure 2.5. The simplified model for the average number of conductive
channels per wall against diameter (d) and temperature (T ) is given by equation 2.6,
where a = 2.04 · 104 nm-1K-1, b = 0.425 and dT = 1300 nmK.
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Figure 2.5: Number of conductive channels per wall vs. diameter (T = 300 K), from [43]

Nchan(d, T ) ≈ aTd+ b, d > dT /T
≈ 2/3, d < dT /T

(2.6)

Beside for a single SWNT this model can also be used for bundles of SWNT. Gen-
erally the interaction between different tubes seems to be weak. Although tunnelling
between tubes is possible, intra-tube transport dominates the electric conductance [39].
In case of weak interaction the ideal total SWNT bundle resistance will be the resistance
for each spin-degenerate channel (R0 ≈ 12.9 kΩ) divided by amount of conductive chan-
nels in the entire bundle. Which for an uniform diameter for all the tubes in the bundle
is the number of tubes times the number of conductive channels Nchan.

Unfortunately the reality is more complex. In realistic tubes there will be defect and
phonon scattering. At higher temperature or under high bias these effects can become
quite important [7, 44, 45]. Of course interconnects using CNTs can also be longer than
their MFP. There are various models to incorporate these effects (see previous refer-
ences). Here the model from Pop et al. [44] will be discussed as it maintains simplicity
while taking into account all important scattering effects.

Ideally scattering will mainly be due to phonon scattering as the mean free path
of defect scattering is larger than that of the phonon scattering mechanisms for high
quality tubes [7]. The two important scattering principles are acoustic phonon (AP)
and optical phonon (OP) scattering (for more information about phonons, see appendix
A). The latter can be both due to emission or absorption of an OP.

For a metallic SWNT the resistance taking into account scattering is given by equa-
tion 2.7. This resistance multiplied by two is the resistance per conductive channel,
assuming that the MFP of the scattering mechanisms is the same for each channel.

R(U, T ) =
h

4e2

(
l + λeff (U, T )
λeff (U, T )

)
(2.7)

Here l is the length of the tube and λeff the effective mean free path given by equation
2.8. In this λAC is the MFP due to acoustic phonons, λOP,ems the MFP by optical
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phonon emission and λOP,abs by optical phonon absorption.

λeff (U, T ) =
1

λ−1
AC(T ) + λ−1

OP,ems(U, T ) + λ−1
OP,abs(T )

(2.8)

The individual mean free paths of the phonon scattering are dependent on temper-
ature (T ) and in case of OP emission also on the electrical field and therefore potential
(U). The derivation of their lengths is beyond the scope of this text (the interested
reader is revered to [44] and its references). Only the results will be shown, which for
low bias are shown in figure 2.6. Although these results are for low bias it has been
shown that for long nanotubes or bundles with enough parallel tubes the resistance will
not increase significantly under high bias [46], enabling us to use the same model in
those situations.

Figure 2.6: Different MFP vs. temperature for low bias, from [44]

As can be seen in figure 2.6 at higher temperatures the OP MFP starts to dominate
the total MFP. This means that according to this model the total resistance will increase
for higher temperatures. However, the model doesn’t take into account that at higher
temperature more conductive bands become available, decreasing the resistance. From
experiments it appears that the latter dominates [47–49].

As mentioned before scattering caused by defects has also an influence on the MFP.
Simulations have shown that vacancies can reduce the conductance of small CNTs with
50%, while bigger diameter tubes are less influenced (e.g. 25% for a 25 nm wide tube)
[50]. If the defects locally change the structure from four hexagons to two pentagons and
two heptagons (a so called Stone-Wales defect) simulations show that the conductance
is hardly affected [51].

Beside defects, tube bending can also influence the resistance. While slight bending
hardly changes the conductance, kinks induce strong backscattering. Twisting a tube
can even introduce a large bandgap in metallic tubes [51]. Unfortunately measuring the
effect of defects and structural deformations on tubes is difficult, as control over defect
densities and deformations is not established. It is, however, safe to conclude that it is
best to avoid defects and structural deformations as much as possible to get an optimum
conductance.
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2.2.1.2 Resistance of multi-walled nanotubes

For MWNTs the situation is more complex as they consist of multiple walls, which may
influence each other due to the close spacing. Early results by Frank et al. reported
that only the outer wall will contribute to conduction [42] but with only one G0 (which
is the conductance of a single channel, thus GQ/2), and that even a conduction of 0.5G0
is possible. Other results stated that only metallic walls may conduct [52], but possibly
again only with one conductive channel per wall instead of the two for SWNT [53] .

More recent experiments show that the resistance of single [53,54] or bundled [55–57]
MWNTs can be lower than that of an ideal metallic SWNT (bundle), indicating that
more than one wall contributes to conduction. The results of Frank et al. can be
explained by considering that only one wall made contact with the gold electrode, while
interwall interaction can block conductive channels [58]. Li et al. [41] reported a MWNT
with a conductance of 460 times G0 at zero bias, which means a resistance of 34.4 Ω, for a
single large diameter MWNT. This shows that for a well contacted tube many shells can
contribute to the electrical conductance. These findings are supported by simulations
by Yan et al. [59].

Naeemi et al. derived a physical model for the conduction of MWNT [43]. This
model is basically the same as equation 2.6 in which the amount of conductive channels
is taken over all the walls of the MWNT with their respective diameters. The total
number of conducting channels is then multiplied with the resistance of each channel
(for which Naeemi et al. uses a slightly more complex model than that from Pop et
al. discussed before, in which the MFP is also proportional to the diameter). The total
model will again not be treated and can be found in the reference, however, in figure 2.7
the results are shown. For small MWNT length the conductivity decreases for increasing
diameter, whereas for long length it increases with diameter according to the model of
Naeemi et al.

Figure 2.7: Conductivity of various diameter MWNT compared with SWNT and copper with
different dimensions (including small size scattering effects), from [43]
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2.2.1.3 Carbon nanofibres

In case of a CNF, with no complete tube walls, there will be no ballistic transport over
the length of the nanotube, due to the high disorder in graphite planes [60]. Zhang et
al. [61] report measurement of the I-V characteristics of CNF, which appear to be linear
like normal metal conductors. Thus CNFs appear to behave metallic. The resistance of
such fibres depends on the angle α mentioned in figure 2.3, and is between the resistance
of graphite parallel to the plane and perpendicular to the plane. Zhang et al. presented
an equation for the resistivity of a CNF, which is repeated here in equation 2.9, where
ρa = 4 · 10−5 Ωcm is the resistivity parallel to the graphite plane and ρc = 4 · 10−2 Ωcm
is the resistivity perpendicular to the graphite plane.

ρ(α) = ρa cos2 α+ ρc sin2 α [Ωcm] (2.9)

2.2.1.4 Contact resistance

In the previous sections it was assumed that the interface between the nanotube and the
environment was ideal with a transmission of 1. In reality this is, however, not the case,
and the transmission will be (much) lower than one. This can be modelled as a contact
resistance between the metal and the CNT (not to be confused with the other name of
the quantum resistance).

In early reports this resistance was quite high (up to several MΩ). However recently
the resistance was reduced [56,62] to values below kΩs. For this reduction often titanium
is used, which forms titanium carbide (TiC) which aids in the formation of a good
contact [55, 63, 64]. It is also suggested that other metals that can form carbides (e.g.
tungsten, molybdenum and tantalum) are useful as contact material for nanotubes [65].

Javey et al. state that the work function of the metal and the contact area have
influence on the contact resistance by influencing the Schottky Barrier (SB) [66]. They
found that palladium, which has a high work function can be used to obtain a good
contact to the valence band of a semiconducting SWNT. Other high work function
metals (i.e. Pt or Au) failed in achieving a low contact resistance, presumably because
Pd forms a better contact with the CNT [66, 67]. Numerous other publications found
that Pd can also be used to lower the contact resistance of metallic CNTs [34,68,69].

Some manufacturing techniques have been shown to improve the contact resistance
to CNTs. Rapid Thermal Annealing (RTA) has been shown to aid in the formation of
a good contact, probably by aiding TiC formation [64]. Second, Chemical Mechanical
Polishing (CMP) has been used to remove the caps of the CNTs which aids in enhancing
the conduction [57].

2.2.2 Capacitance and inductance

A nanotube not only has a quantum resistance, but also a quantum capacitance and
kinetic inductance caused by the low dimensionality of the system and the limited charge
carriers and states. Burke [70,71] gives a straightforward derivation for both, which will
be shortly treated here.

A SWNT can be seen as a 1 dimensional quantized electron gas consisting of four
non spin-degenerate parallel channels. The Pauli exclusion principle states that two
electrons cannot occupy the same quantum state simultaneously. All quantum states
till the Fermi energy (EF ) are already occupied (at low temperature), thus the electron
should be added above EF . As electrons travel at EF through metals energy should
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be added to the electron to put it in the available quantum state above EF . For a 1D
quantum wire of length L the energy difference (δ) between quantum levels is given by
equation 2.10, where k is the wave number, E the energy, vF = 8 · 105 m/s, [52] the
Fermi velocity, and ℏ = h/2π.

δ =
dE

dk
δk = ℏvF

2π
L

(2.10)

The quantum capacitance per unit length can now be calculated using equation 2.12,
which is the relation between the quantum capacitance and the required energy. As the
CNT consists of four parallel channels the total quantum capacitance should be four
times the quantum capacitance of a single 1D wire (hence the factor four in equation
2.12).

e2

CQ
= δ (2.11)

CQ,CNT = 4
2e2

hvF
(2.12)

CQ,CNT = 400 aF/µm

Besides a quantum capacitance a CNT also has an electrostatic capacitance. This
capacitance can be calculated by setting the capacitive energy equal to the stored elec-
trostatic energy for a wire over a ground plane, and can be found in typical textbooks
about electromagnetic fields. Only the solution given in [70] will be cited, in which the
distance between the nanotube and the ground plate is replaced with the length of the
tube.

The electrostatic capacitance couples the four channels in a CNT. As it works on
all four channels together it must not be multiplied by four. The equation for the
electrostatic capacitance is given by 2.13 together with an approximation in case l > 2d,
where l is the length of the tube, d the diameter and ε the permittivity. The value of
this capacitance for a tube with an aspect ratio of 100 in air (e.g. 10 nm diameter and 1
µm long, εr = 1) is 12 aF/µm. Which is relative close to the quantum capacitance and
can thus not be neglected.

CE,CNT =
2πε

cosh−1(2l/d)
≈ 2πε

ln(l/d)
(2.13)

Due to the low density of current carriers in nanotubes there is a large kinetic energy
stored in the current flow, therefore a CNT has a dominant kinetic inductance, the
magnetic inductance can even be neglected as it is many order smaller [52,70]. Again we
follow the derivation of Burke [70, 71]. The kinetic energy per unit length in a 1D wire
is the sum of the kinetic energies of the particles moving left and right. In case of a net
current one of the particles streams dominates. If for instance the particles moving to
the left dominate and their Fermi energy is raised by eΔμ/2 (where Δμ is the change in
mobility, which depends on the effective mass, which in turn depends on k), and the EF
of the particles moving to the right is decreased by the same amount, the net current in
the 1D wire will be:

I = (e2/h)Δμ (2.14)
The increase in kinetic energy is the amount of excess electrons times their added energy
and is given by (δ is the same as in equation 2.10):

NexecΔEelec =
(
eΔμ
2δ

)(
eΔμ

2

)
=

(eΔμ)2

4δ
(2.15)
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Combining equation 2.14 and 2.15 and taken into account that the kinetic (or induc-
tive) energy equals 1/2LI

2 an expression for the kinetic inductance per unit length can
be derived (equation 2.16). Again care has to be taken that the CNT consists of four
parallel channels, and the total inductance should be divided by a factor four.

LK,CNT =
1
4
h

2e2vF
(2.16)

LK,CNT = 4 nH/µm

For MWNT with perfect contacts each conducting wall simply contributes LK,CNT
and CQ,CNT in parallel, therefore reducing the kinetic inductance and increasing the
quantum capacitance [72, 73]. According to Rossi et al. [73] only the electrostatic of
the outer wall has to be considered. This is because metallic CNTs effectively shield
electrostatic fields. They also introduce a coupling capacitance between adjacent walls
(the capacitance between non adjacent walls is again shielded by the walls in-between).
This capacitance, CCM , is derived from the coupling between two cylinders in a tradi-
tional coaxial cable (equation 2.17) with d1 and d2 being the diameter of the outer and
inner wall under consideration. If the walls carry the same signal this capacitance can
be neglected.

CCM =
2πε

ln(d1
d2

)
(2.17)

2.2.3 Electrical reliability

An astonishing property of carbon nanotubes is that they can carry a very high current
density without degradation or failure. The mechanism behind this are the very strong
σ-bonds of the sp2 hybridization. While metals often suffer from electromigration at
current densities above 106 − 107 A/cm2, carbon nanotubes have shown no failure after
long term exposure to current densities of 5 · 108 A/cm2 at room temperature [34] and
densities between 109 − 1010 A/cm2 at elevated temperature [54].

In case of carbon nanofibres maximum current densities between 106 − 107 A/cm2

have been reported [74–76]. This indicates that the quality of the tubes has an impact
on their electrical reliability. Suzuki et al. [76] also found that the resistance of the CNF
has influence on the maximum allowed current density, the lower the resistance, and thus
higher quality, the higher the maximum current density. They state that local heating
is the driving force behind CNF breakdown.

2.3 Thermal properties

Beside being a good and reliable electrical conductor CNTs are also good thermal con-
ductors. There has been a lot of research on the thermal properties. It is, however, quite
difficult to measure these properties at such a small scale, which results in values that
differ much between different measurements. Beside measurements a lot of theoretical
calculations have been done on CNTs to determine their thermal properties. In these
simulations there is again quite some difference between results, as different models are
being used as there is yet no conclusive way to model thermal properties on the nano
scale.

The result of this is that there is no consensus on the thermal transport properties
of CNTs, unlike the theory for electric transport which is quite matured (at least, when
compared to other fields in CNT theory). Still there is enough information available to
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discuss the thermal properties (specific heat, thermal conductivity and stability) in this
section. Phonons, the carriers of heat, are a less treated topic in Electrical Engineering,
readers looking for some background information are invited to read appendix A.

2.3.1 Specific heat

The specific heat (symbol c) indicates the heat energy needed to increase the temperature
of a unit quantity (either in gram or mol, we use the first) of a material by a certain
temperature. Its unit is joule per gram-kelvin (J/g·K). The higher the number the more
energy is required to heat up the sample. Metals often have a specific heat between 0.1
and 1 J/g·K, for instance copper has a specific heat of 0.385 J/g·K.

The specific heat can have both an electron and phonon contribution. However,
even in a metallic CNT the phonon contribution is two orders of magnitudes higher,
thus phonons dominate the specific heat in CNTs [77, 78]. As the phonon contribution
depends on the available phonon states, which in turn depends on the temperature of
the material, the specific heat is temperature dependent.

For our application the specific heat and temperature dependent behaviour around
room temperature are the most interesting. However, to get an idea how complex phonon
heat transfer in CNTs actually is, very shortly the low temperature behaviour will be
discussed using figure 2.8 [77].

Figure 2.8: Temperature dependency of the specific heat for various systems, from [77]

First of all it can be seen from figure 2.8 that at room temperature the specific heat
of CNTs (but also graphene) will be similar to that of graphite. However, at lower
temperature the dependency deviates from that of graphite. This is due to the fact
that the OP phonon modes start to freeze. At a temperature of ∼ 5 K only the AP
modes remain and SWNT show a 1D temperature behaviour with a linear temperature
dependency. For MWNT or bundles of CNTs the low temperature behaviour is different
due to the larger size and coupling between walls and tubes [78]. Although this 1D
behaviour is extremely interesting for a physicist, we will focus on the room temperature
behaviour.
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As mentioned before at room temperature SWNT (and also MWNT and bundles of
CNTs) act as graphite [77, 78]. The specific heat is around 0.7 J/g·K which is in the
same range as that of metals. The temperature dependence is linear as more OP modes
contribute when temperature increases.

The chirality appears to have no influence on the specific heat of CNT, however
according to Cao et al. [79] the diameter does have an influence, even in our temperature
region of interest. Very small tubes show a drop in specific heat, while large tubes
saturate to a value of approximate 0.687 J/g·K. They derived the following equation for
the diameter (d) dependency of the specific heat: c = 0.687− 0.009/d2 J/g·K.

2.3.2 Thermal conductivity

The thermal conductivity (symbol λ, but often also k is used) states how good a material
is in conducting heat and has units of Watt per meter-Kelvin (W/m·K). The thermal
conductivity of metals is typically hundreds of W/m·K. Copper, which is nowadays the
mainstream interconnection material, has the second highest thermal conductance of
metals (380 W/m·K, only silver conducts better).

However, carbon based materials are known to be able to conduct heat much better
than metals, with diamond having a thermal conductivity of 2000-3000 W/m·K. It was
expected for carbon nanotubes to have very good thermal properties. Simulations have
indeed shown a thermal conductivity for a (10,10) tube of 6600 W/m·K [80]. This is
roughly 2 times higher than diamond and about 17 times higher than copper! The
mechanism behind this high conductivity are the strong sp2 bonds which have good
acoustic properties (high speed of sound) combined with few crystal defects, enabling
long phonon diffusion lengths.

It must be noted that other publications of calculated thermal conductivities predict
different values, for instance Che et al. predicted a conductivity of 2980 W/m·K [81].
Although much smaller, this values is still much higher than that of metals. These high
values for the thermal conductivity are parallel to the tube axis, the thermal conductivity
perpendicular to the tube is much smaller [82].

As with specific heat the thermal conductivity has both a contribution from electrons
and phonons. Again the phonon contribution dominates over the electron one [83].
Therefore, only the phonon contribution will be discussed.

The phonon thermal conductivity is related to the specific heat, phonon velocity and
phonon MFP by λ ∝ cvl, where c is the specific heat, v the sound (or group) velocity in
the material and l the phonon MFP [80,84,85]. At low temperature the MFP tends to be
constant due to defects dominating the MFP or the fact that at very low temperatures
only the AP modes remain, which have a long MFP. Thus at very low temperature the
thermal conductivity follows the specific heat and has a linear thermal dependency. At
higher temperature this dependency will increase to a quadratic one as OP modes start
contributing [86]. At a certain point Umklapp scattering starts to dominate over the
other scattering mechanism and the thermal conductivity will reach a maximum and
decrease for increasing temperature (as now the phonon MFP is dominating λ).

Although there has been much research on thermal conductivity at low temperature,
there are few publications about the higher temperature behaviour. Pop et al. [87] inves-
tigated a single SWNT from 300 K to 800 K and found a temperature dependency close
to 1/T, which corresponds to Umklapp scattering, see figure 2.9. The small deviation
from the 1/T behaviour was due to the second order three-phonon scattering which give
an additional 1/T2 dependency. The thermal conductivity at room temperature is 3500
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W/m·K and 1000 W/m·K at 800 K. It must be noted that the results are based on
some assumptions, but the results give a nice first impression on the high temperature
behaviour. Simulations done by Grujicic et al. showed a similar behaviour, although in
their case the maximum conductivity occurs at 100 K instead of 300 K [85].

Figure 2.9: Thermal conductivity at high temperature, from [87]

Next we will look at the influence of geometric and structure effects on the thermal
conductivity. In [14,86] it is stated that chirality has no influence on the low temperature
thermal conductivity. For the higher temperature regime Grujicic et al. calculated that
chirality may influence the thermal conductivity by 20%, however this isn’t verified by
experiments yet [85]. The diameter also influences the thermal conductivity, but only
on low temperature [14].

The dependency of the conductivity on the amount of defects in a tube is also an
important parameter, as manufactured tubes often contain them. Che et al [81] cal-
culated the influence of vacancies and so called (5,7,7,5) or Stone-Wall defects where
four hexagons are changed into two pentagons and two heptagons, which is a common
defect in nanotubes. A vacancy concentration of 0.5% already changed the thermal con-
ductivity from 2980 W/m·K to 700 W/m·K. The effect of (5,7,7,5) is less severe as it
doesn’t change the basic bonding mechanism. For a similair concentration of 0.5% the
thermal conductivity becomes 800 W/m·K. Yamamoto et al. also mention the influence
of defects and state that a vacancy concentration of 1% decreases the conductivity by
25%.

It can be concluded that defects have quite a large influence on the thermal conduc-
tivity. Therefore, CNFs have a very poor thermal conductivity, like the value of only 12
W/m·K at 300 K observed by Yu et al. [88]. Zhang et al. found that Rapid Thermal
Annealing (RTA) improves the thermal conductance of CNFs by improving the quality
of the tubes and the thermal contact [89]. The total improvement is up to 30%.

Last, but certainly not least, we look at the thermal conductivity of bundles of CNT.
Already in the first thermal simulations it was predicted that when forming a bundle of
nanotubes the conductivity would drop due to interactions between the tubes, just like
in graphite which is made from stacked graphene [80].

This was also predicted for a single MWNT, although the results of Kim et al. [84]
show that this is not the case, probably due to weak interactions between the walls.
They also measured the conductivity of bundles with different diameter and found that
it decreases when the diameter of the bundle increases, approaching a value of 250
W/m·K.



22 Properties of carbon nanotubes

Che et al. [81] calculated the conductivity of closely packed (10,10) SWNT and found
that it was 950 W/m·K along the tube axis and 5.6 W/m·K perpendicular to the axis.
Both values closely correspond to that of respectively in and out-plane graphite. Xie et
al. [90] calculated a much smaller room temperature thermal conductivity of 60 W/m·K
for an aligned MWNT array.

As it can be seen the values differ between results, but are clearly smaller than the
values for isolated tubes. The large differences between the measured and calculated
values are due to different methods of measurement and assumptions used when calcu-
lating the values. But also the used samples and their quality vary greatly. As said
before determining thermal properties at nano scale is quite difficult as there are no
default measurement tools available and the mechanisms are not yet fully understood.
More research in this area is definitely required.

2.3.3 Thermal stability

Because of their strong sp2 bonds and the corresponding high electrical stability it was
expected that CNTs would exhibit a high thermal stability. Again measuring this stabil-
ity is very challenging. Measurement at high temperature are already quite challenging,
and the nano scale only makes this more difficult [91]. However there have been numer-
ous experiments and simulations regarding the thermal stability of all kinds of CNTs.

Two types of stability can be distinguished: against thermal oxidation and against
thermal failure (the latter is the temperature at which a CNTs start to break up due to
bond weakening). The first type is often investigated in air or oxygen atmosphere, while
the second is performed in an inert gas atmosphere (like argon) or in vacuum.

In case of thermal oxidation DWNT have been shown to be resistant against oxidation
up to 800 ◦C, while MWNT are able to withstand slightly higher temperatures [92].
SWNT have been observed to start oxidizing between 550-750 ◦C in a pure oxygen
environment, while oxidation starts at 950 ◦C in an environment where water is bubbled
into the chamber with pure nitrogen [93]. If the samples have a better quality (i.e. are
more crystalline) the resistance against oxidation becomes higher, as shown by Liu et
al. [92].

Nanotubes bundles have been found to coalescence at high temperatures by both
simulations [94] and experiments [14], forming large SWNT or MWNT. At temperatures
of 2000-2200 ◦C SWNT start to coalesce into bigger SWNT, at even higher temperatures
MWNT are formed [95]. The onset of the coalescence is the formation (or presence) of
vacancies. The resulting tubes are highly defective, especially when the chirality of the
tubes differs a lot [94].

In case of single tube the temperature for complete failure of a MWNT has been
indirectly calculated to be 2900 ◦C) [91]. A thermal stability simulation by Dereli et
al. on a single (10,10) SWNT predicted a temperature of 2227 ◦C [96]. A simulation
done by Liew et al. predicted a value above 3000 ◦C for very short tubes (12 nm), while
longer tubes (24 nm) failed at temperatures around 2500 ◦C [97]. Their results predict
that longer tubes fail at lower temperatures. Larger diameter tubes are more stable
than smaller, because the lower curvature induces less stress. Therefore it is foreseen
that MWNT are more thermal stable than SWNT. Beside this, interactions between the
walls can aid in the thermal stability for MWNT [14].
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2.4 Conclusion

A carbon nanotube (CNT) is formed by rolling up a sheet of graphene and has a hexag-
onal lattice consisting of carbon atoms. A CNT with one wall is called single-walled
(SWNT) and with multiple walls multi-walled (MWNT). The way the walls are rolled
up is called the chirality and influences the properties of the tube. Nanofibres (CNF) are
nanostructures without complete graphite walls along the tube length. The diameter of
a CNT can range from 0.5 to over 100 nm, while the length of a single CNT can be up
to several mm.

While for a piece of metal the resistance depends, beside temperature, on the cross
sectional area and the length (and for small sizes also on effects like grain boundary
scattering) the ideal resistance of a CNT has a value of 6.45 kΩ for a SWNT or MWNT
wall. For a SWNT or MWNT wall the resistance depends on the chirality, diameter,
length, quality and temperature:
• Chirality: determines if a tube/shell is in principle semiconducting or metallic, for

an uniform distribution 1/3 will be metallic
• Diameter : the band gap of a semiconducting tube is inversely proportional to

the diameter. Larger diameter tubes will have more conductive bands available
lowering the resistance
• Length: the MFP of CNTs can be very long, enabling ballistic (length independent)

transport of electrons, When the length is longer than the MFP scattering will start
to increase the resistance
• Quality: low quality or deformed tubes have a shorter MFP. CNFs act more like

graphite due to the absence of complete walls over the tube length
• Temperature: at higher temperature more conductive bands become available,

however also the MFP will be reduced
Beside a quantum resistance a CNT will also have a contact resistance between the

CNT and metal. Publications have shown that this resistance can be lowered, and thus
should not pose to be a fundamental limit. A single CNT will generally not show a lower
resistance than metals, unless a wire is required which is only a nanometre wide as in
that case metals will become semiconductors. For larger dimensions only a bundle of
CNT can potentially outperform the resistance of metals.

Other electrical properties of CNTs are, beside the traditional electrostatic capaci-
tance, a quantum capacitance of 400 aF/µm for a SWNT. The magnetic inductance can
be neglected, however a so-called kinetic inductance of 4 nH/µm exists. Both are caused
by the limited amount of states and charge carriers in the system. Finally CNTs have
been shown to be able to carry a current density as large as 109 A/cm2.

The specific heat of a CNT is with 0.7 J/g·K comparable to that of metals. The
thermal conductivity, however, can be one order higher than that of metals. The exact
value for the thermal conductivity for a single tube or bundle is still unclear due to
many different values being reported. For single tubes values are often between 2000-
6000 W/m·K, while for bundles values between 60 and 1000 W/m·K have been reported.

The thermal stability of CNTs before failing or coalesce in a oxygen depleted environ-
ment is 2000 ◦C or higher. This is higher than the melting temperature of most metals.
SWNT start oxidizing around 550-750 ◦C, while MWNT can withstand temperatures
up to 800 ◦C.
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Chapter 3

Growth of carbon nanotubes

In order to become mainstream materials carbon nanotubes have to be manufactured
reproducible in large quantities for a low price. However, at the moment nanotubes still
cost a staggering hundred to a thousand euros per gram, depending on the purity, quality
and production method. Beside that reproducibility is still low. Although diameter
control is possible it is not yet possible to directly produce CNTs of the same electrical
type let alone with the same chirality without sorting. In other words there are still
quite some challenges in the production of CNTs [98]. In the next sections we will look
how CNTs can be fabricated with different techniques. The technique useful for our
experiments will be further elaborated and geometry control will be treated (section
3.2).

3.1 Arc-discharge & laser ablation

There are currently three main production methods for carbon nanotubes, namely arc-
discharge, laser ablation and Chemical Vapour Deposition (CVD). Of these methods
arc-discharge was the first used for CNTs production (it was also the method used by
Iijima in 1991 [26] when he discovered CNTs). It uses two carbon electrodes inside a
helium atmosphere with an arc ignited between them. This evaporates the carbon based
electrodes, which can condensate into MWNT under the right conditions. Already in
1992 high quality MWNT production at the gram level was possible. For the synthesis of
SWNT a metal catalyst is needed, for which often nickel or cobalt are used. Substantial
production of SWNT by this method was reached in 1993. [33,98]

The first method to produce SWNT on the gram scale used laser ablation and was
discovered in 1996. In this method a powerful laser is used to heat up a carbon target,
which contains half a percent of catalyst, to evaporate both. The target is placed in
a furnace, heated up to 1200 ◦C, through which a gas flow passes which transports
the evaporated carbon and metal catalyst to a cold surface where they condensate into
CNTs. [33]

Both arc-discharge and laser ablation produce high quality CNTs which are randomly
orientated into bundles forming a powder. However, the machinery required are quite
expensive and the energy requirements are high, resulting in high costs per gram of
material. Controlled growth on substrates is currently not possible. [98]

In our case we want to produce nanotubes on top of a silicon substrate, with metal
layers for the horizontal interconnects. Production temperature should be moderate to
low in order to prevent diffusion of dopants in previous device layers and to prevent
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aluminium metal layers from melting. This means the maximum temperature is about
550 ◦C as mentioned before in section 1.4.

The high temperatures required, lack of controlled growth on substrates and high
costs make both arc-discharge and laser ablation unattractive methods for our purpose.
However the third method of producing CNTs, CVD, doesn’t have these downsides and
will be discussed in depth in the next section.

3.2 Chemical vapour deposition (CVD)

Chemical vapour deposition (CVD) is a technique used in semiconductor industry to
deposit thin films of highly pure material on a substrate. This is done by thermal
decomposition of gases in a reactor chamber at a certain pressure and temperature. The
product of the reaction will be deposited on the substrate. Popular materials produced
by CVD are silicon, silicondioxide, siliconnitride, siliconcarbide, certain metals (like
molybdenum, tungsten or titanium) and synthetic diamond.

Pressures at which CVD can take place range from atmospheric to the mbar range
and temperatures can range from several hundreds degree Celsius to over a thousand
degree. A plasma can be used to assist the decomposition of the gas, in order to lower the
required temperature. This method is called Plasma Enhanced CVD, or PECVD, and
is used extensively in the semiconductor industry as it enables deposition of materials at
low enough temperatures to prevent diffusion of dopants and the melting of aluminium.

CVD has become quite popular for the creation of carbon nanotubes the last decade
[33, 98]. Both thermal CVD as PECVD have been investigated extensively and are
used to produce gram quantities of relative cheap CNTs. Often production is done at
temperatures between 400-900 ◦C with pressures between several mbar and atmospheric,
depending on the CVD method. Controlled vertical growth on substrates is possible and
also horizontal growth has been investigated [33, 98–100]. The process is often partly
or completely compatible with standard semiconductor processes, making CVD a very
attractive method for CNT growth.

In the next section the requirements for CVD growth will be discussed (section 3.2.1)
followed by the growth models (section 3.2.2). After that thermal CVD (section 3.2.3.1)
and PECVD (section 3.2.3.2) will be discussed, both are often used methods to synthesize
CNTs. The control of the CNT geometry by the process parameters will be discussed in
section 3.2.4. Finally, we will discuss which CVD processes fit our needs 3.2.5.

3.2.1 Requirements

In case of carbon nanotube growth using chemical vapour deposition a catalyst is always
required (contrary to arc-discharge and laser ablation in which MWNT can be grown
without catalyst). For the catalyst transition metals are used, among which nickel (Ni),
iron (Fe) and cobalt (Co) are the most popular. The choose of catalyst has influence on
the CNT growth. However, the optimum catalyst depends on the environment in which
CNTs are grown and no general conclusions can be made to which catalyst performs
best [101]. CNT growth cannot take place on an layer of catalyst material, but needs
catalyst nano-particles instead. More information about the creation of these catalyst
nano-particles will be given in section 3.2.4.

Beside a catalyst also a carbon feedstock is required, for which methane (CH4) and
acetylene (C2H2) are the most popular choices. However, also ethylene (C2H4), alcohols
and carbon monoxide (CO) are sometimes used. The choice of gas has influence on the
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growth, as they don’t have equal thermal stability. Acetylene is the least stable of the
three hydrocarbon gases, followed by ethylene and methane [102]. Thus acetylene should
be easier to decompose and more suitable for growth at low temperature.

The last requirement is enough energy for nucleation (growth) to occur. This energy
can either be supplied in the form of thermal energy (thermal CVD) or as a combination
of plasma and thermal energy (PECVD). The later often requires less thermal energy for
nucleation, enabling growth of CNFs at temperatures as low as 120 ◦C [103] and CNT
growth below 400 ◦C [16,104].

3.2.2 Growth models

Before it was possible to observe the actual growth of carbon nanotubes by high resolu-
tion transmission electron microscopy (HRTEM) already a model [105] was postulated
stating that the growth of CNTs occurred similar to that of carbon filaments observed
in the 70’s (e.g. Baker et al. [106]). In 2004 Helveg et al. were the first to observe in situ
growth of carbon nanotubes using HRTEM [107]. Their findings combined with other
observations [108–110] and simulations [111–113] can be used to extract the following
two models (or mechanisms) which are indeed quite similar to the growth of carbon
filaments.

The models are named after the position where the catalyst particle is located and
where the tube is extended by the addition of more carbon. In the root (or base)
growth model the catalyst particle remains at the substrate due to strong surface-catalyst
interaction and additional carbon atoms are added at the root of the tube. In case of the
tip growth model the catalyst particle is at the tip of the nanotube and moves forwards
when the tube grows. Carbon is added at the tip of the tube. Figure 3.1 illustrates both
growth models. There are also results published suggesting that a catalyst particle can
sustain both tip and root growth at the same time, however this seems to be uncommon
[114,115].

Figure 3.1: CNT growth models. Left: root growth, right: tip growth (from [33])

Both growth methods have similarities. In both the catalyst particle absorbs and dis-
sociate the hydrocarbon molecules, which then diffuse over the surface and subsequently
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nucleate into a carbon nanotube. The reason that a tube is formed and not amorphous
carbon (a-C) or graphite is that tube formation is energetically favoured [111]. HRTEM
analyses of the catalyst particle has shown that the particle can deform in both growth
methods, however, it remains crystalline [110]. Before in-situ observation it was thought
that a carbon supersaturated catalyst particle (or metal carbide formation) was required
for growth. However, this has not been observed [113], carbon atoms seem to remain on
the surface of the particle.

There are also some differences between the growth models. In case of root growth
the carbon atoms on the catalyst surface start to form a cap [110, 112]. In this process
the catalyst particle can resize until the cap formation is completed, after which the tube
will extent while the catalyst remains fixed at the substrate. Growth will stop when the
catalyst is isolated from the hydrocarbon gas, either by blocking it by a-C or when the
process gases are turned off.

The tip growth mechanism involves no cap formation. At the bottom of the catalyst a
rolled up graphene sheet (or in case of CNFs loose graphene sheets) will form, elongating
the particle while it is moving up. At a certain point the increase in surface energy of the
catalyst due to elongation can no longer be compensated by the energy gain provided by
binding with the carbon atoms, resulting in a rapid upwards contraction of the catalyst
particle. If this elongation/contraction mechanism occurs binary a CNF will be formed,
if the mechanism is more smote a nanotube will be produced [110]. It is suggested that
when the particle is completely covered by a-C growth will terminate. It can occur that
the catalyst particle breaks during growth and along the tube catalyst remnants are
found, as was observed by Abdi et al. [116].

Hofmann et al. [113] investigated the rate limiting step in CNT growth. They divided
the growth in four phases:

1. Adsorption of the precursor gas molecule on the catalyst surface

2. Dissociation of the absorbed molecule

3. Diffusion of the carbon atoms on or through the catalyst particle

4. The final nucleation or incorporation of the atoms in the CNT structure
They measured activation energies for PECVD in the range of 0.2-0.4 eV for the popular
three catalysts. In case of thermal CVD, however, an activation energy of 1.21 eV was
found, which is considerably higher. By analysing the mentioned growth steps they
deduced the rate limiting steps in the two CVD processes.

Step four is the same for both thermal CVD and PECVD. The energy barrier should
be small as no covalent bonds are being broken and the formation of tubes is energetically
favoured. This conclusion is supported by simulations [117]. Step three should also be
the same for both processes. Carbon is transport by surface diffusion, and not by bulk
diffusion and saturation of the particle (as has also been proposed as a mechanism for
CNT growth [33]). This conclusion is supported by simulations done by other researchers
[112,117] and by x-ray spectroscopy performed by Hofmann et al. [110].

The difference should thus be in the first or second step. Simulations on the absorp-
tion and dissociation of hydrocarbon molecules on the catalyst surface show that this
energy barrier is between 0.9 and 1.3 eV. In case of PECVD the gas is dissociated by the
plasma, which makes direct absorption on the surface possible, with no significant energy
barrier. As the last step has no significant energy barrier the rate limiting step will be
the surface diffusion in case of PECVD. The energy barrier of this step is estimated to
be 0.4-0.5 eV [113].
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These conclusions fit well in the result on the activation energy of thermal and plasma
CVD growth of nanotubes. The activation energy found for PECVD (0.23-0.35 eV) is
close to the surface diffusion energy of the used catalysts, whereas the energy needed for
bulk diffusion is much higher. The activation energy of thermal CVD (1.21 eV) is close
to the combination of adsorption and dissociation energy barrier (0.9-1.3 eV).

3.2.3 CVD methods

3.2.3.1 Thermal CVD

In its simplest form a thermal CVD apparatus is nothing more than a (often quartz)
tube surrounded by heaters in which a gas flow is present (figure 3.2). Besides a carbon
feedstock often an inert gas (like argon or nitrogen) or etching gas (hydrogen or ammonia)
is added to reduce the amount of carbon supplied to the catalyst for optimum growth.
Growth temperatures are generally high (600-900 ◦C) and pressures can be anywhere
between a couple of mbar to atmospheric pressure.

Figure 3.2: Typical hot-wall thermal CVD lay-out

The high temperature processes tend to be at atmospheric pressure with hot-wall
reactor chamber (e.g. [13, 100, 118, 119]). The low temperature systems on the other
hand (400-600 ◦C) tend to be at pressures of a ones or tens of mbar [56, 120]. In these
machines typically only the wafer holder is heated, making it a cold-wall reactor.

To enable growth at lower temperature often special catalyst pretreatments are done
by using hydrogen or ammonia to optimize the catalyst size and remove oxidation [121]
or by using an optimum catalyst and substrate combination [122]. Another trick is
using a two zone heating hot-wall furnace in which one zone is at high temperature to
dissociate the gas and the growth area is at a lower temperature [122].

Heating the substrate is also possible with a heated filament (often close to 1000 ◦C
[123]) positioned in the gas flow above the sample. As the filament is away from the
substrate it can be at higher temperature, thus aiding in dissociating the gases. This
method is called hot-filament (HF) CVD. Although not an often used method it has
been shown that good quality MWNT can be grown by HF-CVD [124, 125]. A combi-
nation of plasma and HF-CVD (often dubbed plasma-assisted HF-CVD) has also been
demonstrated for the growth of vertically aligned MWNT [126].

One advantage of the thermal growth of CNTs is that the system is relative simple.
Furthermore, all kind on nanotubes can be grown, from SWNT to MWNT and CNFs.
The deposition of amorphous carbon beside nanotubes (especially the areas without
catalyst) is less of a problem as the self-pyrolysis of the carbon feedstock is negligible at
the lower growth temperatures. When two-zone or HF heating is used the formation of
a-C is, however, more likely.

Vertical alignment is possible by the Van der Waals forces between the tubes [127].
However in case of low density growth the nanotubes will not be aligned and will form



30 Growth of carbon nanotubes

a random layer of tubes [98, 121]. The quality of the tubes is temperature dependent
and can be very good. Growth at low temperature is often more defective [128,129]. In
some systems an optimal temperature for growth is observed [119, 130], this is related
to the catalyst activation which will be treated in section 3.2.4.

3.2.3.2 Plasma-enhanced CVD (PECVD)

In case of plasma-enhanced CVD a plasma is generated inside the reactor by an electric
field. This plasma dissociates the feedstock gases, enabling growth on lower tempera-
tures. The plasma is a glow discharge plasma, which means that the electrons in the
plasma are more accelerated (at higher energy) than the ionized atoms. Further the den-
sity of ions and electrons is moderate (108 − 1013 cm-2), and last: the plasma is relative
cold. The plasma consists of electrons, ions/radicals and neutral species generated from
the feedstock gases.

The pressure in a PECVD chamber is relative low, ranging between tenths to tens
of mbar. This pressure ranges makes it possible to couple the electric power supply to
the plasma. As with thermal CVD a gas flow is present in the reactor, often the gas
is injected into the chamber at the same place the plasma is generated (e.g. through
a shower head which is used as one of the electrodes for the electric field). Almost
always hydrocarbon gases are used (CO introduces harmful oxide species, but has been
used by Lee et al. with iron as catalyst [131]), often combined with an etching gas like
hydrogen or ammonia or a dilution gas like nitrogen or argon. Finally, the substrate is
often heated to temperatures between 400-700 ◦C to enable growth. For an example of
a typical PECVD reactor lay-out see figure 3.3.

Figure 3.3: Typical RF or DC PECVD lay-out

For the growth of CNTs, PECVD has been researched extensively. There are many
different PECVD methods, based on the way the plasma is generated. Semiconductor
industry often used capacitively coupled plasma (CCP) RF-PECVD, in which RF stands
for radio-frequency. This frequency normally is 13.56 MHz and the electrodes are often
two parallel plates of which one is grounded and used to hold the substrate and the
other is a gas shower head to which the RF source is connected (see also figure 3.3).
The inverse configuration is also possible, reversing the direction to which the ions and
electrons are directed.

An RF plasma is uniform over large areas enabling large area deposition with good
reproducibility. Ion damage by accelerated ions is moderate, due to the often low bias
between plasma and substrate. This also reduces the substrate heating. For these
reasons the method is popular in semiconductor industry [132]. The growth of CNTs
by RF-PECVD is however more difficult, and often results in CNFs with a small length
and amorphous carbon deposited on the tips and sides of the tubes [133].
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The first results using RF-PECVD used special devices using non-standard reactors,
employing for instance two RF sources [134] or magnetic fields to create a so-called
high density magnetron plasma [135]. More recent results employ normal RF-PECVD
systems [136–138]. Sometimes a grid or metal plate is used to shield the substrate from
the plasma as ion or electron bombardment can damage the tubes (or prevent growth
at all) [133,137,139].

Mainly vertically aligned (VA) CNFs and MWNT were grown in the first experiments.
However, in 2004 VASWNT growth was reported using the magnetron RF-PECVD [140].
Recently VASWNT growth using standard RF-PECVD was reported [137]. It seems that
SWNT are much more susceptible to ion damage due to the plasma, thus the environment
in the reactor should be such to minimize this damage by ions [137]. MWNT are less
susceptible to ion damage and therefore grow more easily.

Beside CCP RF-PECVD (RF-PECVD for short in this work) it is also possible to
have an inductively coupled plasma (ICP), which will be called ICP-PECVD. The RF
is applied to a coil outside the reaction chamber and is supplied to the inside through
a dielectric window (often made from quartz). This technique was also investigated to
grow VACNTs but the quality seems to be poor resulting in CNF growth, probably due
to the higher plasma density [141–144].

Another problem with ICP-PECVD is that coupling the power to the plasma is
more difficult, as a hydrocarbon plasma has a large capacitive component [132]. An ICP
device has also been used to create a plasma in a more thermal CVD like furnace which
resulted in high quality SWNT [145]. In this device the plasma is generated far away
(40 cm) from the substrate and the dissociated gas is carried toward it by the gas flow.

Because RF-PECVD of CNTs appears to be rather difficult a lot of other methods
are used that are less frequently used in standard semiconductor industry. A popular
method for CNT growth uses a DC (Direct Current) plasma, with a similar configuration
as RF-PECVD devices. It was one of the first methods used for extensive research on
nanotubes grown by PECVD, with the first results being published in the beginning of
2000 [146].

The first results were mainly bamboo-like multi-walled VACNFs [31, 103, 146], how-
ever more recently better quality MWNT have been grown using DC-PECVD [147,148].
There is a large bias between the plasma and the substrate, making it prone to ion dam-
age and substrate heating [149]. To the authors knowledge no (VA)SWNT have been
grown by DC-PECVD.

Another PECVD method that has been used for the deposition of diamond films
and is now frequently used for the growth of CNTs is microwave (MW) PECVD using a
frequency of 2.45 GHz. As with ICP-PECVD the electric energy is introduced into the
chamber by a dielectric windows and again the plasma density is high compared with
RF or DC plasmas.

High quality VAMWNT have been reported using this method [114,150], sometimes
with the aid of substrate shielding [151]. Researchers of Waseda university in Japan
reported high quality VASWNT [152] and MWNT [57] growth using a so-called point-
arc MW-PECVD system consisting of a MW antenna protruding into a large reaction
chamber. The plasma is only a couple of cm in diameter and exists at the tip of the
antenna.

Between the plasma and the substrate often an electric field is present. In case of
DC-PECVD this field always exist and is quite large. For RF-PECVD such a field will
be generated by self-bias. When using ICP and MW-PECVD an external bias can be
applied, enabling control of the magnitude and direction of the field. Because the field



32 Growth of carbon nanotubes

only exists in the, often small, region between the plasma and the substrate the field
strength can be quite high [153].

This field is the driving force behind the VA of the nanotubes [154]. When thermal
CVD was performed in the PECVD chamber without a plasma, but otherwise equal
parameters, randomly orientated CNTs instead of VA were observed [31, 116, 153–155].
In case of growth outside the electric field (i.e. at the other side of the electrode) also
random orientated nanotubes were observed [156]. It is believed that tip growth is
required for aligned growth in an electric field [157]. Indeed, all low density aligned
growth experiments published seem to be with tip growth (at high density Van der
Waals forces can also align the tubes, thus allowing both tip and base growth).

Because the plasma dissociates the gas, the formation of amorphous carbon is a
problem in all forms of PECVD. A solution often used is adding an etching gas like
NH3 or H2 to the gas mixture. There exists an optimum ratio between the carbon
source and the etching gas [144, 158]. In case of too little etching gas there will still
be a-C. However, when there is too much etchant it will start to attack the carbon
nanotubes. Beside removing a-C an etchant can also suppress the decomposition of the
carbon feedstock [153].

Another method used to prevent or minimize the formation of a-C is adding inert
gases like helium, argon and nitrogen to the mixture [134, 141, 155]. This way the
amount of carbon atoms can be reduced in the systems. If most (or all) carbon that is
available is absorbed by the catalyst for CNT growth hardly any is left for a-C formation.
Combinations of etchant and inert gases together with hydrocarbons have also been
used [136, 142]. Finally, some papers report the usage of pure methane [134, 143]. The
hydrogen dissociated from the CH4 is thought to aid in the removal of a-C.

From the discussed methods for PECVD growth of CNTs it can be concluded that
PECVD has some advantages over thermal CVD. The biggest advantage is the growth
at lower temperature, enabling the growth of CNTs compatible with VLSI processes or
on substrates that cannot withstand high temperatures (like plastic and glass). Another
major advantage is the vertical alignment of the grown CNTs as long as a strong electric
field is present between the substrate and the plasma.

There are some disadvantages when using PECVD for the growth of CNTs, though.
First of all the device will be more complex. Another is the formation of amorphous
carbon alongside the tubes if the reaction environment has a too large supply of carbon
or too little etching. Lastly ion bombardment damages the tubes, making the growth of
SWNT more difficult and reducing the quality of MWNT. However, good quality growth
of both MWNT and SWNT have been demonstrated by PECVD, sometimes with the
aid of substrate shielding.

3.2.4 Geometry control

In this section the control on five nanotube parameters, namely its diameter, density,
length, quality and chirality will be discussed. The diameter and type of the tube is
mainly controlled by the catalyst particle size [31, 98, 123, 147]. Small particles of only
a few nanometre will result in SWNT with a similar diameter. If the particles becomes
larger MWNT with more and more shells will start to form [152,159]. Very large particles
will result in multiple MWNT per particle, in CNFs instead of CNTs or in no growth at
all but instead the formation of a-C or graphite [146,160].

To create catalyst nano-particles there are several possibilities. Most often a catalyst
layer is deposited (by evaporation or sputtering) on top of a buffer layer (often SiO2 or
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a metal) which is there to prevent the formation of silicides. The thickness of the
catalyst layer can be used to select the average particle diameter, but also the substrate
and deposition method have influence on the average diameter [118, 147]. An increased
surface roughness of the buffer layer seems to aid in the formation of CNTs with smaller
diameter [118], and higher density [147]. It is also proposed that a titanium buffer layer
can prevent the deposition of amorphous carbon and aids in the formation of smaller
particles [124].

The transformation from a thin film to nano-particles is called activation, see also
figure 3.4. To activate the catalyst film it is heated to a certain temperature under
a certain pressure in a certain gas environment (like argon, hydrogen or ammonia),
sometimes with a plasma in case of PECVD. Particles are formed from the film in order
to reduce the surface energy of the metal film [161]. The etching of the plasma or
gas environment when using gases like H2 and NH3 can remove metal oxidation (which
reduces the activity of the catalyst [110, 136]) and aid in the activation of the catalyst
layer by etching the layer and ion bombardment [121,148,162].

Sometimes an additional very thin (< 1 nm) non-catalyst is deposited on top of the
catalyst layer, which aid in the formation of small particles with a high density and
uniform distribution [136, 152, 159]. Besides thermal heating of the catalyst film also
laser heating has been used, which results in smaller and more spherical particles due to
the fast heating [155].

Figure 3.4: Close-up of nickel nano-particles on titanium buffer layer

Other methods to create catalyst particles involve the deposition of pre-sized par-
ticles by direct deposition onto the substrate, a technique exploited by Fujitsu Lim-
ited [123]. Another deposition technique uses chemical solutions to form small particles.
This method is, however, time consuming and cumbersome [132]. Lastly a direct CVD
process using ferrocene (an organic metal) as metal source and xylene as a carbon source
has been demonstrated [13].

Determining where the CNTs should grow is not complicated when using metal films
as they can be patterned using optical lithography followed by (dry) etching or lift-off, or
by using e-beam lithography. In case of solution based deposition of nano-particles it is
more difficult to create a pattern as the deposition is more or less uniform over the entire
area and are more difficult if not impossible to pattern by, for example, lithography [13].

As mentioned before the process to activate the catalyst layer influences the particle
diameter an density, and thus the CNT morphology. From results by Pisana et al. it
can be concluded that a thinner catalyst film results in a higher density (and smaller
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diameter) [161]. Also the layer underneath the the catalyst influences the final density
of the growth [118,152].

Not surprisingly also the parameters used to activate the film play a role. For in-
stance, Abdi et al. and Jönnson et al. both observed that for a higher plasma power
the density decreases [116, 163]. Pressure, gases and their ratios used to activate the
layer were found to influence both the density and the diameter [140, 161, 164]. Also
temperature plays a role as it influences the mobility of the catalyst atoms and thus
their size [130], often an optimum temperature exists [165, 166]. Finally time can be
important in activating the film, a too short time will result in low density due to an
incomplete film break-up with larger diameter tubes [167], but a long time might allow
the particles to agglomerate together [165].

The nanotube length (or growth rate) can be determined by the deposition time, the
temperature, gas chemistry and plasma power. The growth rate is also influenced by
the tube diameter, larger tubes tend to grow slower [31,147]. The relation between time
and length is quite logical, it must however be noted that growth can terminate (or slow
down) when the catalyst becomes covered by a-C over time [24,119].

Generally higher temperatures or plasma power will result in faster growth [168].
Although sometimes an optimum growth temperature has been observed which is again
related to the size of the nano-particles [130, 165]. At low temperature the catalyst
particles are not mobile enough to generate nano-particles and there might be not enough
energy for effective growth. At high temperature particles will fuse together forming large
islands, slowing down the growth or preventing it at all.

In case of a plasma higher power can result in decreased growth rates due to the
etching of nanotubes by the plasma [31, 104], while also an increased growth rate for
higher power has been reported [137].

As for the ratio of different gases (that is, between the carbon feedstock and the
etching and diluting gases), often there exist an optimum gas ratio which results in the
fastest growth [31,130]. This is due to a balance in etching and carbon supply between
the gas mixture.

Bronikowski found that even the geometry of the patterned catalyst has influence on
the growth rate. For smaller CNT bundles or bundles placed further from each other
growth decreases [130]. It is thought that by-products created during the growth of
CNTs can aid the growth of nearby tubes.

Quality is a difficult parameter to assess as no real quantitative number exist for it.
Different measures have been used, ranging from qualitative assessment by looking at
the SEM and TEM pictures and judging from the (crystal) structure and the amount
of a-C the overall quality. More quantitative numbers can be obtained when using a
measurement technique like Raman spectroscopy (for more information on this method
the reader is invited to read appendix C.3) by comparing different Raman active band
widths and ratio’s between the samples.

Quality can be influenced by about every parameter available in the (PE)CVD sys-
tem. A higher temperature generally results in an improvement in quality [31,169], but
in some cases an optimal temperature has been found [165]. Higher plasma power seems
to induce more defects and hence decrease quality [133, 137]. A higher plasma bias en-
ables more aligned growth [31]. However as discussed before in section 3.2.3.2 ion and
electron bombardment has been shown to negatively influence the growth. This means
that a higher plasma bias can also be disadvantageous as it accelerates more charged
particles towards the substrate [137].
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Xu et al. [25] found that in their experiments a lower C2H2 flow rate improved
quality, while an optimum pressure existed. Antunes et al. found that a thicker catalyst
layer results in lower quality growth [170]. Normally time doesn’t influence the quality.
However, when the CNT growth stops due to catalyst poisoning still a-C can be deposited
reducing the overall sample quality [165].

Chirality control is considered the holy grail of CNT research. For application to
electronic devices it would be a very useful property, for interconnects only metallic
tubes are wanted and for transistor made from CNTs only semiconducting. However,
exceptions from the normal distrubution of semiconducting and metallic nanotubes are
rare, and no good mechanism to control chirality has been found to date.

Simulations suggest that the geometry of the catalyst nano-particle can have influence
on the chirality as certain caps of the root growth mechanism are more stable on top of
the nano-particle surface than others [171]. Li et al. [145] managed to grow SWNT with
a much higher percentage of semiconducting SWNT than normally expected (85-90%
vs. 66%). It was later explained that this is due the higher stability and energetical
favourability of semiconducting SWNT vs. metallic ones in case of small diameters [172].

A qualitative summary of the CNT growth properties discussed in this section that
can be controlled and the influence of the growth parameters on them is displayed in
table 3.1. The ‘ratio’ column shows the influence of the etching (or dilating) gases and
the carbon feedstock. A ‘+’ indicates that the properties are proportional, a ‘-’ indicates
the inverse. The ‘O’ stands for optimum, ‘X’ for no influence, and an ‘I’ for inconclusive.

Table 3.1: Qualitative overview of growth properties vs. parameters, for an explanation of the
symbols see the text

Temperature Pressure Time Ratio Plasma power Cat. thickness
Growth rate + [168] or O [130,164] + [31] + [130] O [130] I [31,104,137,153] - [130]

Diameter O [130,165] - [161] O [165,167] - [164] + [163] + [31]
Quality + [169] or O [165] O [25] X or - [165] + [25] or O [31] - [133,137] - [170]
Density O [165,166] + [161] O [165,167] + [164] - [116,163] - [164]

3.2.5 CVD for vertical interconnects

As discussed in section 3.1 CNT growth using chemical vapour deposition is the only
method that has the potential to give growth on a low enough temperature and di-
rectly on substrates. In chapter 2 it was found that the electrical resistance depends on
the length, diameter, density and quality of the tubes. With this information we can
determine which CVD growth techniques would be most suitable for us.

To reach a length sufficient for our needs we will need vertical alignment, as with
random growth it is difficult to control the height of the structure. Another argument
for aligned growth is that it minimizes the total tube length, and thus the resistance of
the tube if the MFP is shorter than the total length.

Both thermal CVD and PECVD can produce a so-called forest of vertically aligned
CNT (VACNT). In case of thermal CVD an area of VACNT will always be of high
density, otherwise the Van der Waals forces are not strong enough to self-align the tubes.
This is very suitable for our situation as a higher density means a lower resistance for
the same area. PECVD will almost always result in VACNT, even with low densities.

We can control the diameter by changing the catalyst thickness, a technique that
works for both plasma as thermal CVD. However, the growth of SWNT is more difficult
in a plasma system. The catalyst layer is also the primary method to control density,
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together with the activation process. It appears, however, that PECVD samples tend
to be less dense than thermal CVD grown CNTs.

Quality depends on temperature, which is a downside for us as we’re limited to an
upper bound of 550 ◦C. In case of PECVD the plasma can be used to add additional
power, however a plasma also can have a negative influence on the CNT quality. Careful
control will be necessary over all parameters to optimize the growth.

We can thus conclude that both PECVD as thermal CVD can suite our needs. The
first has the advantage that alignment is no challenge, however the process is more
complex. Thermal CVD can only grow high density aligned tubes, which requires that
the catalyst is activated in such a way that it supports self-alignment.

To achieve good quality the temperature limit might prove to be a problem, though.
Recipe optimization will be required in order to obtain low temperature high density
growth of sufficient quality. Considering the choice of PECVD method, RF-PECVD and
DC-PECVD seem to be more established and generally produce better results. They’re
also the only two methods available in commercial CNT equipment.

3.3 Conclusion

There exist three methods to produce, or grow, carbon nanotubes: arc-discharge, laser
ablation and chemical vapour deposition. The first two require expensive equipment,
high temperatures and don’t support direct growth on top of substrates. Chemical
vapour deposition doesn’t have these downfalls and was further investigated.

For growth using CVD there are three requirements: a catalyst, carbon feedstock
and energy. As catalyst mainly Co, Fe and Ni are used. For the carbon feedstock
C2H2 and CH4 are the most popular, often diluted with inert or etching gases to im-
prove growth. Energy is normally added by heating the sample (thermal CVD) or a
combination between a plasma and substrate heating (plasma enhanced CVD).

There are two main types of growth: root (or base) growth and tip growth. The
methods are named after the place where the catalyst particle is located and the tube
is extended. The catalyst particle absorbs the carbon gas and dissociates it, followed by
transportation over the catalyst by surface diffusion and in the end nucleation into the
CNT. In thermal CVD the absorption and dissociation is said to be the rate limiting
step, while it is surface diffusion for PECVD as the gases are already dissociated by the
plasma.

Thermal CVD is performed in either a hot or cold wall furnace, sometimes with hot-
filament heating. Pressure ranges from several mbar to atmospheric and temperature
is generally high (> 600 ◦C) to achieve growth. Advantages of thermal CVD are the
simplicity of the system, the fact that it can grow any type of CNT, and the general high
quality due to the higher deposition temperature. Vertical alignment is only possible by
Van der Waals interaction between the tubes, requiring high density growth.

For PECVD CNT growth all different methods to generate a plasma have been
used (CCP RF-PECVD, DC-PECVD, ICP-PECVD and MW-PECVD). The latter two
techniques are less popular and often produce lower quality CNTs due the high plasma
intensity. SWNT growth has been demonstrated using remote ICP and MW-PECVD,
and RF-PECVD, while MWNT can be grown by all methods. Substrate shielding by a
grid or metal plate has been used to protect the CNTs from ion bombardment by the
plasma, which has a negative influence on the growth.
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The big advantage of PECVD that it can easily produce aligned CNTs due to the
electric field between the substrate and plasma. The plasma also allows for lower growth
temperatures. Disadvantages are the more complex system and the formation of a-C
due to the gas dissociation by the plasma. Mixing the carbon feedstock with an etching
or inert gas can reduce the a-C formation.

Table 3.1 displays a qualitative overview between the CNT properties and several
growth parameters. The geometry can both be influenced by the activation of the
catalyst layer (which is the breaking up of the catalyst film into nano-islands) and
the growth parameters. Generally the diameter and density are determined by the
activation and used layers, while the growth rate and quality are determined by the
growth parameters. Chirality control has yet to be established.

For our purpose, the growth of low temperature high density CNTs, both thermal
CVD as PECVD can be used. In case of PECVD, DC-PECVD and RF-PECVD seems
to be the most frequently used and well established techniques. Recipe optimization
will be required in order to achieve high density, good quality growth at low enough
temperatures.
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Chapter 4

Electrical model and simulations

In this chapter we will derive an electrical model for single and multi-wall nanotubes,
and bundles consisting of these tubes. After model derivation parameters like tube
density and diameter will be changed and the influence on the electrical properties will
be investigated. The first part of this chapter start with the derivation and simulation of
a SWNT electric model, followed by extending this model to MWNT. The m-files used
for the simulations can be found in appendix D.

Already quite some research has been done on the field of CNT modelling. A recent
book chapter by Naeemi et al. [173] threads the subject of CNT modelling extensively.
We will use their work, together with that of Burke [70, 71] as a starting point for our
models and simulations.

We will assume that we can consider the via to be under low bias condition, which
should hold as long as there are sufficient parallel tubes [46]. As we want an as low as
possible resistance, which as shown in chapter 2 can be obtained with a large amount of
parallel tubes, this requirement follows our goal.

4.1 Single-walled nanotubes

4.1.1 Electric model

In section 2.2.1.1 it was already discussed that metallic SWNT have a fundamental
minimal resistance, called the quantum resistance (RQ), which is 6.45 kΩ per tube.
This resistance will increase when the tube is longer than it’s MFP, which in turn is
related to scattering by phonons or defects. Beside a quantum resistance an nanotube
also has a quantum capacitance and kinetic inductance, beside the regular electrostatic
capacitance and neglectable magnetic (or self-) inductance. Again these components
pose a fundamental limit to the electrical properties of the SWNT.

As vertical interconnects are generally short we will not model the metallic SWNT
as a transmission line as done by Naeemi et al. [173], but we will use a model with
lumped elements. We use a model which contains the inductance and capacitance of the
nanotubes in order to judge their qualitative influence on the circuit.

As we assumed low bias conditions the electron scattering will be mainly due to
defect or acoustic phonon scattering. The MFP of acoustic phonon (AP) scattering has
been found to be as long as 1.6 µm at room temperature for SWNT [44, 173]. The
quantum resistance can be modelled using equation 4.1, in which RQ = 6.45 kΩ the
quantum resistance of a nanotube, l is the nanotube length and l0 is the MFP of the
defect or AP scattering. As the diameter of a SWNT is generally between 0.6-3 nm
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the diameter is too small to effectively add conductive channels for the larger diameter
SWNT, fixing the quantum reistance.

RSWNT,metallic = RNT = RQΘ
(
l

l0

)
(4.1)

Θ(x) = 1 If x < 1
= x Otherwise

Beside the tube resistance the contact resistance of a SWNT often can not be ne-
glected, as it can be two orders of magnitude higher than the SWNT resistance in case
of a bad quality contact. We incorporate the total contact resistance in our model by
adding a resistor Rc. As mentioned in section 2.2.2 we can neglect the self-inductance of
the CNT, however the electrostatic capacitance (CE) should be included. Finally we add
the kinetic inductance, LK = 4 nH/µm, and quantum capacitance, CQ = 400 aF/µm.
The simplified model for a single CNT is displayed in figure 4.1.

Figure 4.1: Simplified circuit model for a single metallic SWNT

Again, we’re interested in the performance of CNT bundles. To model a bundle of
CNTs we use a hexagonal tight packing model. As in reality tubes are not tightly packed,
but have quite some distance in-between, we need to add a way to separate the tubes in
the model. This can be done by varying the horizontal separation between tubes, while
keeping the vertical tightly packed, as done by Srivastatva and Banerjee [22]. However,
in case of a large separation the vertical tight packing distance becomes a bit unrealistic
compared to the large horizontal separation. The model they use to calculate the number
of tubes also seems to severely underestimate the actual number of tubes, even in case
of complete tight packing, due to an error in the equations.

Figure 4.2: Ideal tight packed (left) and sparse packed (right) bundle

Instead we will use a model where we increase the diameter virtually and remain
tightly packed with this virtual diameter (x). This ensures a tube spacing which scales
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equally in the directions of the vectors in our triangular lattice. We assume that the
virtual diameter has no-influence on the edges. That is, if the virtual diameter is too
big to fit another tube to a row or column, but the real diameter (d) is small enough,
the tube will be added. In figure 4.2 both an ideal tight packing and packing using the
virtual diameter has been illustrated.

To determine the amount of tubes (NCNT ) that fit in an area with a width w and
height h, consisting of tubes with a diameter d, and optional with a separation s the
following equations can be used:

NW =
⌊
w + s
x

⌋
(4.2)

NH =
⌊
h− d√
3/2x

⌋
+ 1 (4.3)

x = d+ s
NCNT = NWNH if w + s−NWx ≥ x2 (4.4)

= NWNH −
⌊
NH
2

⌋
otherwise (4.5)

In figure 4.3 the CNT density as predicted by the model is displayed against diameter
(ranging from 0.3 to 100 nm) and separation (1−10 nm). As expected for zero separation
the density decreases quadratic for increasing diameter, while for tubes with a large
separation and small diameter the influence of the diameter is only small. For small
diameter tubes the density decreases sharply when the separation is increased, as many
tubes are being removed from the bundle. For large diameter tubes increasing the
separation removes only a few tubes, resulting in a weak dependency on separation.

Figure 4.3: CNT density as predicted by the model against diameter and separation

Next we have to investigate what happens to our SWNT model if more tubes are
packed together. We will assume that all tubes have the same potential as they’re
connected in parallel and are coupled. This means that we can neglect the electrostatic
capacitance and mutual inductance between the individual tubes [173].

As all tubes are parallel, so are the quantum capacitances. The total quantum
capacitance equals NSWNT,metallic ·CQ and can become quite a large value. However,
the electrostatic capacitance of the bundle remains relative low, in the order of tens of
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aF/µm [70]. According to simulations done by Naeemi et al. even for a bundle with
low packing density it still follows the electrostatic capacitance for a solid piece of metal
quite well [173]. As both capacitances are in series the electrostatic capacitance will
conveniently dominate (and equals that of a metal piece with the same dimensions), and
the quantum capacitance can be neglected.

The kinetic inductance is again in parallel, and thus decreases for every tube added
(LK/NSWNT,metallic). Although the kinetic inductance has a large value it can be ne-
glected for reasonable bundle sizes. The magnetic inductance will not change for a
bundle, as it depends on the geometric properties. Naeemi et al. investigated the in-
fluence of the magnetic inductance on the performance and concluded that for normal
applications CNT interconnects should operate in the RC regime where inductances can
be neglected [173].

It should be of no surprise that the resistance of a bundle decreases when more tubes
are added. Every contacted metallic tube fully participates in the conduction. However,
the same isn’t true for semiconducting tubes. On average only 1/3 of the tubes in a
bundle is metallic. Some authors like Srivastava and Banerjee adjust the density of
the bundle to incorporate this [22]. However, we would like a model where the density
equals that of all tubes, in order to compare densities with observed growth samples (as
you cannot tell apart metallic and semiconducting tubes in a SEM). The resistance of a
SWNT bundle in our model is given in equation 4.6, and that of the contact resistance
in equation 4.7.

RNT,SWNT−bundle =
3RNT
NCNT

(4.6)

Rc,SWNT−bundle =
3Rc
NCNT

(4.7)

In conclusion: when a bundle of SWNT is used the kinetic inductance and quantum
capacitance rapidly decrease and the bundle acts for the outside similar to a piece of
metal with equal dimensions for the reactances. The resistance also decreases for ad-
ditional tubes. In the end the circuit can be modelled by only a contact and quantum
resistance, combined with a electrostatic capacitance to nearby vias carrying another
signal or to the ground plane.

As the electrostatic capacitance is as good as equal to that of metallic interconnects
the only parameter that differs between a CNT bundle and a metal via is the quantum
resistance. Our focus will thus primarily be on the resistance of a CNT bundle, as this
will most likely be the limiting factor.

4.1.2 Resistance simulations

In this section the electrical model developed in the previous section will be used to
simulate the influence of different parameters (length, contact resistance, diameter and
separation (density)) on the total resistance and compare the values to bulk Al and Cu.
As we’re interested in the resistance the electrostatic capacitance will be treated as an
open connection. Unless otherwise specified we will assume that the total bundle length
is smaller than the MFP of the SWNT (assumed to be 1.6 µm).

Naeemi et al. [173] calculated the conductivity of a bundle to investigate the de-
pendency on, for instance, length. There is a downfall to this approach, however. The
resistivity (or conductivity) of a ballistic wire is poorly defined as the resistivity due
to scattering is neglectable. The resistance of a ballistic wire is independent of length.
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For a ballistic bundle the resistivity would be proportional to 1/l when our model from
equation 4.1 is used. This would imply that the resistivity would decrease for a longer
wire (till l > l0, after which it becomes invariant to l) implying a longer bundle would
perform better than a short one. This is, however, not true as the actual resistance of
a short or long bundle, both within the ballistic regime, is exactly the same. Instead
of the resistivity we will use the resistance per square cm as a measure to evaluate the
bundle performance to circumvent this issue.

First we will investigate the influence of the length and the MFP of the SWNT on
the total resistance per unit area by equation 4.1. For the SWNT in the bundle we will
asume a diameter of 1 nm, assuming ideal tight packing this gives a density of 1.15 · 1014

cm-2. The total (quantum) resistance in that configuration will be 1.68 · 10−10 Ω/cm2,
assuming an ideal contact resistance, and a length shorter than the MFP.

Figure 4.4: SWNT bundle resistance per unit area vs. length for different l0, a) ideal tight
packing (1.15 · 1014 cm-2), b) realistic packing (7.22 · 1012 cm-2)

In figure 4.4a the resistances per unit area for the ideal bundle are plotted against
bundle length, while varying the MFP (l0) of the SWNT. Together with the different
SWNT bundles the bulk resistance per unit area of Al and Cu are plotted. As was to
be expected for SWNT bundles with a short MFP (below 1 µm), even with ideal tight
packing, will have a bundle resistance that is always higher than that of bulk Al and
Cu. For longer MFP, however, our ideal bundle outperforms both Cu and Al. It is thus
important that the SWNT quality is high enough to allow the MFP to be limited by
acoustic phonons only which should give a MFP of at least 1.6 µm [44,173].

In reality bundle density will be lower than tight packing. Current reported bundle
densities are in the upper 1012 cm-2. We can simulate such a bundle by setting the
separation to 3 nm, while keeping the diameter fixed at 1 nm, which gives us a density
of 7.22 · 1012 cm-2. The same length dependence for different MFP has been calculated
and is displayed in figure 4.4b. As can be seen a MFP of 10 µm has the same resistance
per unit area as Al, while for a resistance per unit area lower than Cu the MFP should
be close to 20 µm. Such high MFP values have not been reported for SWNT, and
theoretical simulations only predict values between 1-10 µm [174].

Next we investigate the influence of the diameter and the separation (which combined
determines the density) on the bundle resistance per unit area. We again assume zero
contact resistance. The results, together with the bulk resistance per unit area of a Cu
and Al via with a length equal to l0 = 1.6 µm are plotted in figure 4.5. Not surprisingly
the resistance increases for lower density. What can clearly be seen is that only the
smallest diameters combined with tight packing are able to deliver a resistance smaller
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Figure 4.5: SWNT bundle resistance per unit area vs. tube diameter and separation, together
with bulk resistance of Cu (brown) and Al (grey) wit a length equal to l0

or similar to that of bulk Cu and Al. Large diameter SWNT or bundles with a more
realistic density (1012 − 1013) will always results in a higher resistance.

In the previous two simulations we assumed a zero contact resistance. However as
already discussed in section 2.2.1.4 forming a good Ohmic contact to a CNT is still a
challenge. As the contact resistance is in series with the quantum resistance and has the
same density dependency it can be treated as an up-shift in the total resistance. For
values of Rc smaller than RQ the influence of the contact resistance is relative small. In
case the value is comparable to the quantum resistance it effectively doubles the total
resistance. However, in case of a bad contact (100 kΩ and higher) the contact resistance
will dominate the total bundle resistance.

From the simulations we can conclude that only small (< 1.25 nm) and very dense
(> 5 · 1013) tubes with a MFP above 1 µm and a contact resistance at least one order of
magnitudes smaller than RQ have the potential to outperform bulk Cu and Al. In other
cases the resistance of the SWNT bundle will increase towards values one or even two
orders of magnitude higher than those of bulk Cu and Al.

4.2 Multi-walled nanotubes

4.2.1 Electric model

Multi-walled nanotubes have some interesting properties that were already discussed
in chapter 2. As the inner shells in MWNT are packed close together (separated by
only 0.34 nm), and the bigger diameter of the tubes allow more conduction bands to
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participate, they look like the ideal candidate for interconnects purposes. In this section
our SWNT model will be extended to incorporate the features of MWNT.

Every metallic shell of a MWNT adds another two conductive channels to the tube.
If we take the diameter dependence out of the equation a bundle of 10 metallic SWNT
would have the same resistance as a single MWNT with 10 metallic shells. In section 2.2.1
it was discussed that the diameter of a CNT has influence on the number of conduction
channels, and a model published by Naeemi was presented (equation 2.6 and figure 2.5).

In the same paper where Naeemi et al. presented the model for the amount of
conductive channels [43, 173] he also discusses the diameter dependency of the MFP.
However, the papers he references state that their analysis on the diameter dependency of
the MFP is derived for ‘small diameter, weakly disordered metallic nanotubes’ [174,175].
It is unclear if this model is still valid for nanotubes between, say, 10-100 nm, as no
theoretical data for those diameters is available. There is one publication reporting a
MFP of 25 µm for a 100 nm tube, however no TEM images of the tube structure are
shown, and there are no other publications of MFP this long [41].

It is thus unclear if the MFP increases for large diameter tubes, or instead levels of to
some constant. Even it the MFP increases, at some point it is likely that defect scattering
start to dominate. We therefore assume that the MFP can be regarded independent of
diameter. Our model will thus give a more pessimistic view of the CNT resistance than
that of Naeemi et al.

In the publication of Naeemi and Meindl where the model to calculate the number
of available channels for a certain diameter is presented they also give an excellent
model to calculate the amount of channels for a MWNT specified by it outer and inner
diameter [43]. We will use this model, displayed in equations 4.8 and 4.9, to calculate
the number of conductive channels. In the equations Dmax is the maximum and Dmin
the minimum diameter of the MWNT. The parameter δ is the spacing between the shells
of the MWNT, which is normally 0.34 nm, while a and b are constants with values of
0.0612 nm-1 and 0.425, respectively. For the ratio Dmin/Dmax values between 0.35 and
0.8 have been reported, with an average of 0.5 which we will use for our simulations [43].

Nchan =
2
3

(
1 +
⌊(Dmax −Dmin)

2δ

⌋)
, for Dmax < 6 nm (4.8)

=
(

1 +
⌊(Dmax −Dmin)

2δ

⌋)(1
2
a(Dmax +Dmin) + b

)
, otherwise (4.9)

For every channel another parallel quantum resistance is added with a value of 12.9
kΩ. Besides a reduction in resistance every channels adds a parallel kinetic inductance
and quantum capacitance. If we assume that all walls have the same potential and carry
the same signal electrostatic capacitance between the walls of a MWNT can be ignored.
As the walls of a nanotube form an electromagnetic shield only the outer shell has to be
taken into account to calculate the electrostatic capacitance [173]. We can thus use the
same model as displayed before in figure 4.1 in combination with equations 4.10-4.12.

RNT,MWNT =
2R0

Nchan
Θ
(
l

l0

)
(4.10)

CQ,MWNT = Nchan · 200 aF/µm (4.11)

LK,MWNT =
8
Nchan

nH/µm (4.12)

Rc,MWNT =
2Rc,swnt
Nchan

(4.13)
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The question remains how the contact resistance scales. Can it be treated as a re-
sistance per tube, per wall or per conductive channel? From the work of Philip Wong
et al. on SWNT FET modelling it can be concluded that the contact resistance exists
between the metal and each channel as a Schottky barrier [176]. Thus even if a MWNT
wall has multiple channels they must be treated as each having their own contact resis-
tance. Equation 4.13 gives the contact resistance of a MWNT, when using the contact
resistance of a SWNT as a reference (the factor two is due to the two channels of a
SWNT).

Extending the MWNT model to bundles follows exactly the same reasoning as with
a bundle of SWNT. Again the kinetic inductance and quantum capacitance can be
neglected, while the electrostatic capacitance remains. As the model by Naeemi and
Meindl already takes into account that 2/3 of the chiralities results in semiconducting
tubes the final resistance of the MWNT bundle in our model is just that of a single
MWNT devided by the number of tubes from our tight packing model, as displayed in
equations 4.14 and 4.15.

RNT,MWNT−bundle =
RNT,MWNT
NCNT

(4.14)

Rc,MWNT−bundle =
Rc,MWNT
NCNT

(4.15)

4.2.2 Resistance simulations

As the MFP dependency for MWNT is assumed to be equal to that of SWNT the
dependency of the resistance vs. length for different MFP is similar to that of SWNT.
However, the resistance per unit area vs. density (diameter and separation) of MWNT
should show a different behaviour. Although for bigger diameter tubes the density
decreases they also gain additional channels. Thus two processes with opposite diameter
dependence influence the resistance.

Figure 4.6: Nchannels, density and product of channels and density vs. diameter

In figure 4.6 the number of channels per tube and the density are plotted against the
tube diameter for s = 0. As can be seen the functions behave opposite from each other.
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The product of the number of channels and the density is also plotted. While for small
diameter the product is dominated by the decreasing density, for large diameter tubes
the product of both flattens and becomes much less dependent on diameter. The results
of this will be a resistance which is more or less constant for large diameter tubes.

Figure 4.7 confirms this behaviour, above a diameter of 40 nm the influence of the
tube diameter on the resistance becomes small. As expected from figure 4.3 large diam-
eter tubes also have a weak influence on the separation parameter. MWNT are not able
to outperform the popular metals in the semiconductor industry, due to the low density
caused by the larger diameter. Only very small diameter MWNT come close to the
resistance per unit area of Al, but their resistance increases rapidly once the separation
(and thus density) decreases.

Figure 4.7: MWNT bundle resistance per unit area vs. tube diameter and separation, together
with bulk resistance of Al (grey)

There is another parameter of interest for MWNT. This is the ratio Dmin/Dmax
which determines how large the hollow core of the MWNT is, with lower ratios resulting
in a smaller hollow core. As mentioned before ratio’s between 0.35 − 0.8 have been
reported, and in the previous calculations we assumed a ratio of 0.5. In figure 4.8 the
resistance per unit area for different ratio’s has been plotted. As expected the resistance
increases rapidly if a bundle with a more hollow core is used, especially once the ratio
gets higher than 0.5. The fluctuations in the plot are due to the floor function in the
model from Naeemi (equations 4.8 & 4.9) which is used to calculate the number of walls
that fit in the MWNT.
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Figure 4.8: MWNT bundle resistance per unit area against tube diameter for different
Dmin/Dmax ratio’s

As the contact resistance of MWNT scales the same way as the quantum resistance
again it causes an up-shift of the total resistance, as was the case for SWNT. All cal-
culations done in this section were performed assuming an ideal contact, in reality the
bundle resistance may thus be multiples or factors higher if the contact resistance is high
compared to the channel resistance.

We can thus conclude that a MWNT bundle has a higher resistance than a SWNT
model according to our models. For large diameter tubes the resistance starts to become
relative independent on tube diameter. This can be advantages to minimize the influence
of process variations on the bundle resistance, as diameters always show some spread
even within the same bundle. For optimal resistance the hollow core of the MWNT
should be as small as possible and the contact resistance small compared to the channel
resistance.

4.3 Conclusion

After deriving the electrical models for SWNT and MWNT we can conclude that for
bundles the quantum capacitance and kinetic inductance can be neglected and only the
contact resistance, quantum resistance and electrostatic capacitance remain. Of these
the electrostatic capacitance should be equal to that of a metal with the same size.
We created a model to simulate the packing of the tubes for different diameters and
separation distances between tubes.

From the resistance per unit area calculations we can conclude that the MFP of
the, in this case 1 nm, tubes should be at least 1 µm to have the same resistance as
bulk Cu. Still, very high density (> 5 · 1013 cm-2) and small diameter tubes (below 1.25
nm) are required in order to outperform bulk Cu. For densities currently reported in
literature the bundle resistance will be at least 1 order of magnitude higher. The contact
resistance should be lower than the quantum resistance, otherwise it will dominate the
overall bundle resistance.
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In case of a MWNT bundle even for the smallest tubes with ideal packing the re-
sistance per unit area only comes near to that of bulk Al. For tubes above 40 nm
the resistance becomes diameter independent, as the lowering of the density for larger
diameter and the generation of additional channels cancel each other. This can be ad-
vantageous to minimize process variation. The minimum diameter of the inner wall of a
MWNT should be as small as possible to have an optimum resistance, above a ratio of
Dmin/Dmax of 0.5 the bundle resistance increases rapidly. Again a long MFP and small
Rc will ensure the lowest resistance.

CNTs are thus not very likely to outperform metals for the larger via sizes. However,
their bundle resistance has the potential to stay within one order of magnitude from that
of metals. SWNT have the advantage that they have the potential to be close or even
outperform metals when the density is high, however for realistic densities the resistance
increases fast. MWNT have the advantage that they are less sensitive to diameter and
density variations, having a resistance one order of magnitude higher even at very low
densities. If the increase in resistance is acceptable then the other properties of CNT,
high thermal conductivity, reliability and high aspect ratio, can be interesting enough
to select CNTs over metals.

It must be noted that the comparison with metals was performed using their bulk
resistivity. In the processes we’re interested in the dimensions are large enough that
the metal resistivity approximately equals that of bulk materials. However, when the
dimensions are reduced surface boundary and grain scattering will increase the resistance
of the metals rapidly [6, 173]. At these dimensions a CNT bundle with a much lower
density will be able to outperform metals, making CNTs an interesting candidate for
future small dimension nodes [15].
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Chapter 5

Process design

In this chapter the structures to measure the electric properties of carbon nanotube
vertical interconnects and the processes available to create those structures are discussed.
Our primary goal is to determine the resistance of a vertical interconnect (via) consisting
of a bundle of CNT, as in chapter 4 it was determined that this parameter differs most
from that of a metal via.

Before designing the structures the measurement goals will be listed, such that the
final structures can be optimized for that purpose. Our primary goal is to measure the
resistance of a CNT via versus:
• Average tube diameter

• Via length

• Different via configurations
The first two goals follow directly from the dependency of the resistance on CNT diam-
eter and length, as discussed in chapters 2 and 4. Bronikowski [130] reported a growth
rate dependency on bundle configuration (bundle size and separation between bundles).
It will be interesting to investigate if a similar effect exists in our process and if it
influences the resistance.

First the measurement structures will be selected and discussed in section 5.1, after
which the fabrication process (section 5.2) and the mask lay-out (section 5.3) will be
discussed. Finally some other possible measurement which are compatible with the
resistance measurement structure are discussed in section 5.4.

5.1 Resistance measurement structures

To measure resistance several methods can be used [177]. The simplest one is a 2-point
method, which uses two probes to the device one wants to measure. This method is the
most simple, however, a measurement error is introduced as also the resistance of the
wires is measured. In most cases this error is relative small, though.

In case of the 4-point method the amount of probes is doubled. Through one set of
probes a known current is driven, while the other set measures the potential over the
device the current flows through. As a good voltmeter has a high impedance a negligible
current flows through the measurement wires and the resistance of these wires can be
ignored, improving accuracy.

We decided to implement both measurement methods on a single die; the 4-point for
its accuracy and the 2-point for its simplicity. In figure 5.1 a 3D sketch of the 4-point
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Figure 5.1: 3D image of 4-point probe structure

Figure 5.2: 3D image of 2-point probe structure

probe structured is shown. As we want to measure a vertical structure we need to contact
both the contacts at the bottom and top of the structure. The structure is completely
symmetrical, with the nanotube via in the centre. By using the left contacts for the
applied current and the right contact for the potential measurement the resistance can
be measured accurately.

Figure 5.2 shows the 3D sketch of a 2-point probe structure. This structure can either
be used to measure the resistance of a single via or two vias in series connection. The
resistance of the metal interconnect between the vias can be subtracted by measuring
the resistance between the two bottom probes (assuming the resistance of the contact
pads is negligible compared to the much smaller connection wire).

Two structures similar to the one in figure 5.2 are also placed on the same die. One
in which no bottom contact pads exist, instead two metal vias are formed with the same
size as the top contact pad to interface the bottom contacts. Another one has no bottom
contact at all and can only be used to measure two vias in series. On the top metal level
a wire resistance measurement structure with the same dimensions as the bottom layer
is placed. Of course the thickness of the first and second metal layer should be the same
to give a reasonable approximation if this top structure is used to correct the resistance.

5.2 Fabrication process

Now the measurement structures have been selected the next step is to create a suitable
process, or processes, to create such a structure on a silicon substrate. Before we do
that, however, we need to select the materials we want to use.
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As a substrate we will use simple test wafers. In our case we use p-type, but choos-
ing n-type wafers should not influence any measurements. There is perhaps one small
advantage when using p-type wafers, which is a lower sensitivity to alignment errors on
the EVG-120 coater/developer, according to the responsible process engineer.

For the 1st and 2nd metallisation the default interconnect material used in the DIMES
cleanroom will be used, which is aluminium with 1% Si to prevent spiking. For the
catalyst our first choice is Ni, as it is available in the Trikon Sigma sputter coater and
there is experience using this material. The other known catalysts (Fe, Co and Pd) are
only available in the class 10000 e-beam evaporator, but might in the future be used in
the new class 100 e-beam evaporator.

It is important to form a good ohmic contact between the CNTs and the metal layers
to reduce the influence of the contact resistance on the measurements and reduce the
overall resistance. As mentioned in section 2.2.1.4 two popular materials in literature
to form a good contact are titanium and palladium. As Pd is at the moment an exotic
material in the semiconductor industry our choice goes out to Ti, which is again available
in the Trikon Sigma sputter coater. As Ti has a higher resistivity than Al we don’t want
this layer to be too thick. According to research by Nihei et al. the layer should be at
least 6 nm thick [55], we decided to increase the thickness slightly towards 10 nm. In a
later stage the thickness of the contact layer can be optimized.

Finally as isolation material between the metal layers SiO2 deposited by PECVD will
be used. To isolate the subsequent structures from each other the first step will be the
deposition of a thin high quality oxide layer using thermal oxidation. Although this is
at higher temperature than our restraint of 550 ◦C this will be the very first step before
any metallisation and therefore doesn’t give any problems. Such a thermal oxidation
step is also not required for the production of CNT vias.

There are two orders in which the structures can be made. It is possible to first grow
the CNTs followed by oxide deposition to isolate the metal levels. The second possibility
is to deposit the oxide first, make holes where the vias should be and then grow CNTs.
As the choice of the method influences the environment in which the CNTs are grown we
decided to create a process for both of them, with the goal to determine which performs
better.

5.2.1 Oxide after growth (P2748)

In this process first the CNTs will be grown, after which the oxide isolation between the
metal layers will be deposited. In appendix B.2 the P2748 flowchart for this process can
be found.

In figure 5.3 a cross-sectional overview of the P2748 (oxide after growth) process can
be found. The starting material is a p-type wafer which has been covered by oxide using
thermal oxidation (figure 5.3a). The purpose of this first step is to electrically isolate
the structures from each other. The second step (figure 5.3b) is the formation of a thick
oxide layer at the backside of the wafer. This step is to remove back side contamination
once the Ni has been deposited.

The next step is the deposition of all the three metals in one step without breaking
the vacuum of the sputter coater in-between depositions (figure 5.3c). This will make
sure no native oxide layer will form between the metals, which can increase the resistance
between layers and the contact resistance of the CNTs [125]. After the metal deposition
the backside oxide will be removed in the MEMS lab to prevent contamination of the
class 100 equipment (figure 5.3d).
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Figure 5.3: Overview of the P2748 process. Dark grey: Si, light grey: SiO2, yellow: Al, blue:
Ti, red: Ni, black: CNTs. Figure is not to scale.

Back in the class 100 cleanroom the wafer will be coated, exposed and developed
using the first mask to pattern the catalyst. The short wet etching of the Ni and Ti
layer will be performed in the MEMS lab to prevent contamination, the result is shown
in figure 5.3e. The etching should be as short as possible, as the etchant will also remove
the (much thicker) Al layer. The next step is the patterning of the 1st Al layer, again
in the class 100 using a second mask. The wet etching will again be performed in the
MEMS lab to prevent contamination, the result is shown in figure 5.3f.

After this the CNT growth can be performed which should result in a forest of aligned
CNTs with a length longer than the required length of the via (figure 5.3g). This step
is followed by the deposition of oxide to isolate the two metal layers (figure 5.3h). The
oxide will also cover the tips of the CNTs as demonstrated by Li et al. [18]. To open up
the tips of the CNTs chemical mechanical polishing (CMP) or etching can be used. The
advantage of CMP is that it will planarize the surface.

In both cases also part of the bulk oxide will be removed, thus this layer should be
thicker than the final required thickness. After this the top Ti contact layer and the 2nd

Al layer can be deposited and patterned using a third mask, the result is shown in figure
5.3i.

To improve the contact resistance the entire wafer can be annealed to a temperature
of 400-500 ◦C. As mentioned in section 2.2.1.4 this can aid in the formation of TiC. The
final step shown in figure 5.3 is the opening of access holes to the first metal layer using
the fourth and final mask.

This process has the advantage that the CNTs are not obstructed during growth
and the process gases can easily reach the catalyst, even with a base growth mechanism.
Another advantage is that the metal layers can be deposited in one step, which optimizes
the contact between the different layers.
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However, the process also has some disadvantages. Etching the Ni and Ti will also
etch the Al as the solutions needed to remove the Ni and Ti attack the soft Al. Therefore
the etching should be short to prevent too much over etching of the Al layer. A second
disadvantage is that when oxide is deposited after the CNT growth the tips of the tubes
will be covered. A complex CMP or etching step is needed to remove the unwanted
oxide, which will also decrease the total oxide thickness. Currently no CMP recipes are
available for this purpose, these should be developed in the future.

The main disadvantage, though, is that during the first growth experiments (section
6.2.1) it was found that covering the catalyst layer with photo-resists negatively influ-
ences the growth. To circumvent this problem a lift-off procedure was designed, which
will be discussed in section 5.2.3.

5.2.2 Oxide before growth (P2752)

In this process the CNTs are grown in holes which are etched in the oxide layer separating
the metal layers. In appendix B.3 the complete process flow of this process can be found.

Figure 5.4 shows a cross-sectional overview of the P2752 (oxide before growth) pro-
cess. The first two steps (figure 5.4a, b) are the same as in process P2748 and are the
deposition of thermal oxide for isolation and a layer of backside oxide against contami-
nation. The next step is the deposition and pattering of the 1st Al layer, which can be
done with the same mask as the P2748 process (figure 5.4c).

Figure 5.4: Overview of the P2752 process. Dark grey: Si, light grey: SiO2, yellow: Al, blue:
Ti, red: Ni, black: CNTs. Figure is not to scale.

After this the metal layer isolation oxide will be deposited (figure 5.4d) and patterned
(figure 5.4e). The patterning of the oxide can be done with the same mask from P2748
if negative resist is being used. Next the contact metal and catalyst are sputtered, to
remove the native oxide the sample if first treated with a plasma in the sputter coater
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before depositing the metals. After this the backside oxide is removed with the same
purpose as P2748: to prevent contamination of class 100 equipment.

The next step is the removal of the Ni and Ti at the spots no CNTs should be grown,
resulting in the structure of figure 5.4h. Again the catalyst mask can be used, this time
with positive resist. After this the sample is ready for CNT growth (figure 5.4i).

If the density of the growth is high enough it is possible to directly deposit the Ti
contact layer and the second Al layer (assuming the length of the tubes is only slightly
longer than the oxide thickness). For low density growth it might be required to first
deposit oxide to fill the via in order to keep the second metal layers relative uniform. In
this case CMP or etching would be required to expose the CNT tips. For patterning the
same mask can be used as in P2748.

Again it is possible to perform thermal annealing to improve the contact between
the metal layers and the CNTs. The last step is the opening of the contact holes to the
first Al layer, which can again be done with the same mask as in P2748 (figure 5.4j).

This process has the advantage that with high density growth a CMP step can be
avoided. Again the contact between the Al and Ti layer should be good due to the native
oxide etching performed in the sputter coater before the Ti deposition. It is also possible
to realize this process using the exact same masks of the P2748 process if negative resist
is used. It must be noted that this resist is not frequently used in our cleanroom, so it
is likely this part has to be optimized for our purpose.

The disadvantage is that the catalyst has to be deposited in the via holes, which
might give difficulties when the aspect ratio is high (especially with sputtering). If the
catalyst would be deposited before the oxide it cannot be partially removed after the
oxide has been deposited. As all known catalyst for CNTs are easy diffusers in silicon
which negatively affect the performance of transistors we want to minimize the amount
of catalyst remaining. Patterning the catalyst first as was in P2748 and depositing the
oxide afterwards will give difficulties when the oxide has to be etched away. Making
a hole without removing the extremely thin catalyst layer will require very accurate
control over the etching process.

5.2.3 Lift-off

As will be discussed in section 6.2.1 during the first growth experiments it was discovered
that coating the catalyst with photo-resist and/or the cleaning with EKC505 have a
negative influence on the CNT growth, preventing good activation of the catalyst layer.

By using a lift-off process it is possible to prevent photo-resist from being deposited
on top of the catalyst layer. The required process steps with the latest optimized values
can be found in appendix B.4. In figure 5.5 a schematic overview of a lift-off process on
a wafer which already has a first Al layer is shown. Such a patterned layer of Al can
be obtained by following the P2752 process and stopping before the interlayer isolation
oxide is deposited (step 12 in appendix B.3 and figure 5.4c).

It is also possible to use the lift-off process after oxide deposition and patterning
has been performed. In this case it is best to keep the resist layer used to pattern the
oxide. If a new layer resist is used instead, the alignment with the previous layer should
be almost perfect as the smallest features are just one or a few micron. After this the
metal can be deposited in the e-beam evaporator. Wet instead of dry etching can be
used when lift-off is found to be difficult after dry etching (due to, for instance, resist
thinning).
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Figure 5.5: Overview of the lift-off process to obtain ‘oxide after growth’ wafer. Dark grey:
Si, light grey: SiO2, yellow: Al, blue: Ti, red: Ni, orange: resist. Figure is not to
scale.

When an oxide after growth sample is required the next step is to coat the wafers
with negative resist and to expose it using the catalyst mask. After development the
unexposed areas will have no resist remaining (image 5.5b). For optimal lift-off usually
a slight negative slope is created by optimizing the exposure time. The reason for this
becomes clear in figure 5.5c when the contact metal and catalyst layer are deposited
using e-beam evaporation. For a slightly positive slope metal could have been deposited
on the side of the photo-resist, making successful lift-off more difficult as the acetone
cannot reach the photo-resist and the unwanted and wanted metal layers are physically
connected. A negative slope prevents this.

The final step is the removal of the remaining resist using an acetone bath (figure
5.5d). This dissolves the photo-resist and will strip (or lift-off) the metal layer on top of
it. After this the wafer is ready for CNT growth.

As mentioned before at the start of this section an advantage of this process is that no
photo-resist is deposited on the catalyst. Another advantage is that no etching is required
to pattern the contact metal (Ti) and catalyst layer (Ni). The etchant normally used for
this (BHF:HNO3(%65):H2O=1:1:50) will also etch Al due to the HF which is part of it.

The disadvantage of the lift-off process is that the metal deposition has to been
done in the e-beam evaporator as wafers with photo-resist are not allowed in the sputter
coater. In this case no plasma etching step can be done before metal deposition which
implies that native aluminium oxide will exist between the Al and Ti layer, which can
increase the resistance of the via.

5.3 Masks layout

As became clear from the previous section in which the process flows were discussed all
of them can be made using four masks in combination with negative and positive resist.
Masks are expensive to fabricate, thus minimizing the amount of masks required is a
good habit.

The four masks required are:
1. Metal1: for patterning the first metallisation layer

2. Catalyst: for patterning the catalyst with positive resist using etching or with
negative resist using lift-off and for patterning the oxide using, again, negative
resist

3. Metal2 : for patterning the second metallisation layer
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4. Contact: for opening up the oxide layer between the metallisation layers or creation
of metal vias

The measurement structures will be placed in 10x10 mm dies, which can be put
multiple times on the wafer. This enables the collection of sufficient measurement points
from a single wafer to average values under certain growth conditions and also allows
the measurement of resistance spread across the wafer. The lay-out of the measurement
structures die can be found in figure 5.6.

Figure 5.6: Overview of the die lay-out. Mask levels: blue: metal 1, green: catalyst, yellow:
metal 2, black: contact.

The bar in the centre of the die enables quick visual inspection if growth has taken
place (carbon nanotubes appear black). Beside of being a visual check it can also be
used for Raman and TEM analysis of the sample. The actual via bundles are too small
for easy Raman or TEM analysis, but can be easily investigated by SEM. The structures
above and below the bar are the same, except for the fact that the catalyst will be square
above the bar and a circle below the bar, in order to check if one of these geometries
performs better.

On the top and bottom of each die the four point measurement structures can be
found, see also figure 5.7(a). The next two rows are the two point structures with a
measurement hole to the first metal layer, enabling measurement of a single CNT bundle
(figure 5.7(b)). The following two rows are the same structure without the large bottom
contact pad (figure 5.7(c)). In this case the hole can be filled with Al, although this
can be not done independently of the other structures. The last two rows are structures
which can only be used to measure two CNT bundles in series connection (figure 5.7(d)).

As can be seen in figure 5.7 the contact areas are 100x100 µm, to allow the use of
contact needles. For the metal 1 layer contacts the area is four times bigger, to make sure
the needle can also touch these pads for thicker oxides. The contact openings are slightly
smaller than the actual contact pad in order to prevent damage to the wires between
the pads due to over-etching. The design is made in such a way that the maximum
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(a) 4-point structure (b) 2-point structure 1 (c) 2-point structure 2 (d) 2-point structure 3

Figure 5.7: Overview of measurement structures. Scales between figures are not equal; distance
between small dots equals 50 µm.

alignment error between two mask levels may be up to 5 µm.
To measure the influence of the bundle configuration on the resistance, different

configurations have been applied, as can also been seen from figures 5.7(c) and 5.7(d).
These structures are meant to investigate the influence of via geometry on the resistance,
as mentioned in the start of this chapter. An overview of the included configurations
can be found in table 5.1. Configurations with the same total area are placed within
the same column. The spacing between individual vias in configurations consisting of
multiple bundles is 3 µm, unless otherwise specified.

Table 5.1: Via configurations

Edge length / diameter (µm)

4-point 1 2 3 4 6 8 10 12
4x 2 4x 3 4x 4 4x 5

2-point

1 2 3 4 6 8 10 12
4x 4 4x 5a 4x 6
16x 2 25x 2b 16x 3

100x 1c

a3, 4, 8, 16 or 32 µm spacing
b3, 4, 8 or 16 µm spacing
c2, 4 or 8 µm spacing

As could already be seen in the flowcharts of P2748 and P2752 (appendixes B.2
and B.3) growth will be performed in an external facility, as the cleanroom has no
CNT growth capabilities at the moment. Contamination is more difficult to prevent
in external systems, therefore processing after growth will be performed in the MEMS
lab. Besides contamination issues the external systems don’t support 4” wafers, such
that wafers have to be cut into smaller pieces. As the waferstepper cannot be used for
contaminated wafers, and doesn’t support pieces of wafers, exposure will be done on the
contact aligner in the class 100 before growth and the MEMS lab after growth.

To make the mask design compatible with the contact aligner the die design has
been copied into a 10 mm die size contact aligner mask template (FWAMv351g10a-1).
Additional alignment markers have been added to allow for accurate alignment when
the wafers is cut into 4 equal pieces along the (100) crystal plane in the centre of the
primary and secondary flat. The complete mask design can be found in figure 5.8.

Finally, at a certain point it became clear that low temperature processing in the
equipment available in NanoLab was not possible (see section 6.3.1). It was decided to
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Figure 5.8: Lay-out of the contact aligner masks

replace the Al layer with 1 µm Ti, which is resistant to temperatures over 1000 ◦C and
available in the sputter coater. Etching of the Ti was done using the Trikon Omega 201
ICP dry etcher using the available recipe for 1 µm Ti.

5.4 Other possible uses of the designed structures

Although the process and wafers have been primarily designed for the measurement of
the resistance it is possible to use the created structures for other purposes. In this
section these functions will be shortly discussed.

5.4.1 Reliability testing

One possibility is the usage of the four-point probe to evaluate the electrical reliability
of the structures by passing a large current through the via as described, for instance, by
Wei et al. [54]. The four-point structures are better suited for this as the cross-sectional
area of the Al lines is much bigger than the two-point structures, allowing for a higher
current density to be passed through the vias.

If we assume that the Al lines can maximally carry a current density of 105 cm-2 the
default four-point structure using two contacts on both levels (to maximize the area)
should survive a current of 70 mA. If a thicker layer of Al is deposited instead of the
default 1.4 µm this maximum current can be increased (for instance 2 µm allows a
current of 100 mA and 5 µm 250 mA).
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The current density through a tube is normally calculated by using the cross-sectional
area of the tube determined by its diameter [54]. As an example we will calculate the
maximum current through a 1x1 µm bundle of 1 nm CNTs with a density of 1013 cm-2.
This results in a total of 100,000 tubes in the bundle, each with an area of 7.85 · 10−15

cm-2, the total area is thus 7.85 · 10−10 cm-2. If we assume a maximum current of 100
mA allowed by the Al lines this would allow testing of a current density of 1.27 · 108 cm-2

through the CNTs, which is already considerable higher than that of metals. Equation
5.1 can be used to calculate the maximum CNT current density allowed, here IMetal,max
is the maximum allowed current by the structure, d is the average diameter of the tubes,
A is the via area and D the tube density.

JCNT,max =
IMetal,max
π(d/2)2AD

(5.1)

5.4.2 Thermal conductivity

Measuring thermal properties at small scale is difficult. For instance if normal ther-
mocouples are used the thermal mass of these sensors is often large compared to the
object one wants to measure, which introduces a large error. To measure the thermal
conductivity of CNT (bundles) many different methods have been used, one of them
being the so-called 3ω-method [47–49].

In this method a CNT (bundle) is often suspended above a gap between two elec-
trodes. After this a harmonic signal of frequency ω is passed though the CNT. This
in turn will result in a power dissipation with a 2ω component. This power dissipation
in the sample will introduce a temperature increase which is proportional to the elec-
tric power and thus also has a 2ω component. As the electrical resistance depends on
temperature this will induce a resistance change, again with a 2ω component.

This changing resistance will induce a third harmonic voltage drop across the sample
(hence the name 3ω-method). By measuring this 3ω component the AC fluctuation of
temperature can be determined when the temperature dependence of the CNT resis-
tance is known. This can be measured by simply heating up or cooling the sample and
measuring the resistance by a 4-point probe method.

Often a lock-in amplifier is used to supply an accurate harmonic signal and measure
the third harmonic component, more details can be found in the publications mentioned
before. After the AC temperature is known the thermal conductance can be deter-
mined, and combined with the geometric information of the CNT (bundle) the thermal
conductivity.

The question which arises is if our 4-point measurement structure could be used
together with the shortly described 3ω-method to measure the thermal conductivity of
our bundle. There are a couple of difficulties involved. One of them is that only the
resistance change due to the heating should generate higher harmonics. Beside that only
the CNT bundle should be heated, not the Al lines otherwise the measured conductance
will be a combination of both. Finally the heat of the CNT bundle should ideally be
removed from the ends of the bundle (to approach a ‘suspended’ bundle), which means
heat loss into the oxide should be minimal. If the loss to the substrate is not neglectable
it should be included as was done by Wang et al. [49].

Non-linear parasitic components like Schottky barrier diodes may introduce a third
harmonic voltage component and should thus be avoided. This means that the contacts
between the different electrical conductive materials should be Ohmic. Verifying if this
is indeed the case can be done by measuring the I-V characteristics and investigate if
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Figure 5.9: Cross-section along diagonal of 4-point structure including zeroth order thermal
model

the plot is a straight line through the origin. Measuring the resistance vs. temperature
can also be used, as Schottky diodes have an exponential temperature dependency, while
that of CNTs should be linear. Finally, the harmonic frequency should be selected in
such a way that resonance points are avoided [48,49].

Next we investigate the thermal properties of our structure using zeroth order mod-
elling. Heat generated in the CNT bundle will move towards the two Al contacts. The
bottom contact is directly placed on the substrate, which is at ambient temperature. As
the contact area is large the bottom contact will remain at ambient. Another flow of
heat will go into the top Al contact. This heat energy will be spread out by the Al layer
and move towards the substrate through the oxide.

The top Al layer should remain at ambient in order to not introduce an error in
the measurements. For the dimensions we assume that the layer is 25 µm wide and 2
µm thick. The length from the CNT bundle to the contact pads is 140 µm, these big
pads are assumed to be at ambient temperature. For the CNT bundle length and oxide
thickness we take a length of 2 µm. As the oxide area underneath the Al layer is large
most of the heat energy will flow towards the substrate through this oxide.

After a length of 30 µm the thermal resistance of the Al lines equals the thermal
resistance of the oxide underneath this line area (assuming a thermal conductivity of
237 W/m·K for Al and 1 W/m·K for SiO2). The thermal energy will thus be carried
away towards the substrate rather fast. The thermal resistance of the oxide and the Al
line piece at this length equals: RAl = R0x = 2600 K/W. As this mechanism works both
ways of the line (parallel connection) we take this value as the thermal resistance from
the top of the CNT bundle towards the substrate.

The thermal resistance (RCNT) of a 1x1 µm CNT bundle with a length of 2 µm, a
theoretical thermal conductivity of 3000 W/m·K and a fill factor which is 10% of the
bundle dimensions (this is approximate a density of 1013 cm-2 with a tube diameter of
1 nm) is approximately 6700 K/W.

If we assume the centre of the CNT to be at the highest temperature the heat flowing
to ambient ideally ‘sees’ half RCNT in a parallel configuration, which is a total thermal
resistance of 1675 K/W. However, in our case the top contact is not directly connected
to ambient, but with a thermal resistance of 2600 K/W. Now the heat flow ‘sees’ a
resistance of 2140 K/W, which is 30% higher than the ideal case.

The fact that the top contact is not directly connected with the ambient will thus
introduce an error in the measurement, but this error should be small enough to measure
the order of magnitude of the thermal conductivity of the CNT bundle. This can be
sufficient to evaluate if the CNT bundle performs better than metals.

The error can even be reduced by using a higher signal frequency. The thermal
mass of the oxide and Al layer, corresponding to a length of 30 µm, is in the order of
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5 · 10−9 J/K. This means that heat with a frequency around 25 kHz equals the RC cut-
off frequency of the thermal structure, reducing the thermal impedance. As the heating
frequency is double the signal frequency only half of this frequency has to be generated
by the lock-in amplifier.

Determining the thermal conductance of the CNT bundle will be easier if it can be
assumed no heat is lost towards the oxide. We approximate the thermal resistance of
the oxide surrounding the CNT bundle by a cylinder, which has a thermal resistance
that equals Rcyl = ln r2/r1(2πλL)−1. For the internal radius (r1) we take a value of 0.5
µm. If the heat is generated in the centre of the bundle with length 2 µm and the heat
energy spreads out uniform through the oxide it will reach the substrate (ambient) after
1 µm , for r2 we thus take 1.5 µm. This gives a thermal resistance of 87 kK/W, which
is much higher than the thermal resistance of the CNT bundle.

Thus heat loss towards the oxide should be minimal. If it is possible to deposit the
second metal layer without depositing oxide in the CNT cavity first, this value will even
become much higher. In that case the bundle will be in vacuum as the deposition is
done under vacuum conditions.

In conclusion, from these zeroth order calculations it follows that the structure can
be used in combination with the 3ω-method described in this section. There should exist
no non-linear components in the electrical path (for instance Schottky diodes) to make
sure the third harmonic is created solely by the heating of the CNT bundle. An error
will be introduced by the top contact to the bundle, which is not directly connected to
ambient. Still the order of magnitude of the thermal conductivity should be measurable,
and this error can be reduced by using an electric signal in the order of 10 kHz.

5.5 Conclusion

We will use two and four-point measurement structures to measure the resistance of the
grown CNT bundles against average diameter, length and for different via configuration.
To create these structures several different processes, which are compatible with the
contamination requirements in our cleanroom, have been created.

The ‘oxide after growth’ (P2748) process deposits interlayer oxide after growth, which
means the CNT growth is not obstructed by oxide. Another advantage is that the contact
between the metal layers is optimal. Disadvantages are a difficult catalyst etching step
and the need for CMP or etching to remove the oxide from the CNT tips.

Another process, dubbed ‘oxide before growth’ (P2752), grows CNTs in holes created
in the oxide between the metals. This eliminates the need for CMP. Disadvantages are
that negative resists is required, the CNTs grow inside holes, and that metal deposition
inside high aspect ratio holes can be difficult.

A variant to these processes was designed using lift-off to prevent the catalyst layer
from being covered by photo-resist, which was demonstrated to reduce growth quality
in section 6.2.1. The disadvantage of this process is that a native oxide layer will exist
between the Al and the subsequent contact and catalyst layer, which will likely increase
resistance.

Beside being able to measure resistance it was also explained that the structures can
be used to measure electrical reliability and thermal conductivity with the 3ω-method.
No special requirements are are required. However, in both cases the measurement would
benefit from slightly thicker (2 µm) metal layers.
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Chapter 6

Carbon nanotube growth results

In this chapter the results from different growth experiments will be presented and
evaluated. The growth is mainly analysed by Scanning Electron Microscopy (SEM) and
Raman spectroscopy. On some samples Transmission Electron Microscopy (TEM) was
performed. Readers unfamiliar to Raman spectroscopy on carbon nanotubes are invited
to read the short introduction to this subject in appendix C.3.

The first section (6.1) of this chapters is about the growth experiments in the Novel-
lus Concept One PECVD in the DIMES class 100 clean room. The second section (6.2)
treats the experiments done on a 2” BlackMagic II R&D (PE)CVD machine at AIX-
TRON in Cambridge, UK. The third section (6.3) discusses the experiments performed
at NanoLab Inc. in Newton, MA using the custom made equipment available.

6.1 Experiments using Novellus Concept One PECVD

In this section the attempts to grow nanotubes in the Novellus Concept One PECVD
(Novellus) in the DIMES class 100 clean room are described. The Novellus is an indus-
trial, recipe driven PECVD which is used for the deposition of several different types of
silicon dioxides (doped or undoped and TEOS), silicon nitride and silicon carbide. It has
a RF-PECVD power supply combined with a low frequency power supply and shower
head electrodes. The substrate heater can reach a maximum temperature of 400 ◦C.
Available gases controlled by mass flow controllers are N2, Ar, NH3, CH4, CH4 and H2
(1:3) mixture, SiH4, N2O, O2, PH3, B2H6 and C2F6.

The reactor has eight wafer holders and in normal depositions the wafers are trans-
ported from stage to stage till the required thickness is achieved on the last stage. Power
and gases are divided equally over the eight stages. For our experiments switching of
the plasma followed by transporting the wafer and switching it on again is not favoured
for growth. Therefore we operate the Novellus in uniformity mode with a wafer on the
4th stage.

In previous experiments performed by dr. J. Derakhshandeh the growth at powers
between 400 and 1600 W was attempted (this is the total power, the stage power is
approximately 1/8 of this). The substrate holder temperature was set to the maximum
of the Novellus, which was 420 ◦C in early experiments and the current 400 ◦C later on.
The gases used were pure NH3 for the activation and CH4 for growth, with flow rates
of 3000 sccm (Standard Cubic Centimetres per Minute) when 1.6 kW power was used
and 300 sccm for lower power. The pressure was set to roughly 2.67 mbar with a plasma
power of 1.6 kW and to roughly 0.8 mbar for the lower powers. Under these conditions
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no growth was observed. In most cases the catalyst layer was activated and sometimes
a-C was observed.

For the new experiments silicon wafers with 10 nm Ti as contact layer and 3 nm Ni
as catalyst were prepared using the P2700 process, which can be found in appendix B.1.
Shortly, the Ti and Ni were deposited using sputtering and a pattern was transferred into
the Ni using photo lithography and wet etching. The etchant was unable to significantly
etch the Ti layer. Although this was not required it would’ve increased the contrast
between the areas covered with catalyst and the uncovered areas. This can aid in
analysing the samples with the SEM by making focusing more easy. The samples were
analysed on a Philips FEI XL50 SEM which supports full 4” wafers.

The experiments described here mainly focus on higher power growth. The plasma
was stable at powers of 1.8 and 2 kW, however no complete run could be done when
using a power of 2.2 kW. The other parameters were set as following: 400 ◦C substrate
and pressure of 2.67 mbar. The flow rate was 3000 sccm both for the activation using
NH3 and the CH4 used for the growth experiment, see for all the different conditions
table B.1. On both power levels no growth was observed, however activation appeared
better when using 2 kW.

Only the outer rim of the wafer seemed activated after 1 minute of activation followed
by 19 minutes of growth. Therefore the growth time was altered to either 9 minutes or
39 minutes. In the latter case the activated rim increased by a couple of mm’s.

The difficulty with the first experiments was that due to the lack of visible structures
focusing on the sample was extremely difficult. The effect of this is that it is hard to
observe the catalyst nano-particles. Furthermore the 3 nm Ni layer was deposited by
sputtering. The uniformity of such small layers deposited by equipment designed for
relative thick layer deposition is most likely poor. Therefore it could be that only at the
edge of the wafer a layer of Ni was deposited.

To overcome both possible problems a new batch of wafers was prepared using the
same flow chart. However, instead of depositing 3 nm a layer of 6 nm was deposited
(recipe ‘6nmNi’). Another change is the etching solution used at step 12. In this case
a combination of 65 % HNO3 and BHF (1:1) was used. This time the patterns could
be observed under a microscope or with the naked eye because the uncovered Ti was
completely removed.

All the experimental conditions for the second batch can be found in table B.2. Wafer
nr. 1 was covered with a thick layer of a-C (figure 6.1a, bottom left), therefore we reduced
the flowrate of the gases to introduce less carbon inside the reactor, while maintaining
the same pressure. If the pressure is changed the coupling of the electric power to the
plasma changes, which gave problems as can be seen with wafer nr. 9. Wafer nr. 3 was
still covered with a thick layer of a-C, therefore we changed the activation time from 1
to 5 minutes to give the Ni layer more time to break up before introducing the carbon.

As can be seen from figure 6.1b the increase in activation time aided in improving
the activation of the Ni catalyst. Three layers can be distinguished on the picture, the
bottom left is the Si, the top right the Ni catalyst and the layer in-between the Ti
layer which broke up. Due to the wet etching the layer was not uniformly etched which
explains the Ti layer which isn’t covered by Ni. As can be seen the Ni particles are
clotted together by a-C.

It was not possible to decrease the pressure or increase the power without the system
aborting due to errors. Therefore we investigated the effect of adding LF power on the
activation and possible growth of CNTs. Unfortunately in order to add LF power the RF
power had to be decreased, a stable configuration we found used 1 kW of RF combined
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Figure 6.1: SEM images of batch 2: a) wafer 1, b) 4, c) 5.2, d) 6, e) 6.2, f) 8

with 250 W LF power. The results with these settings for different growth times can
be seen in figures 6.1c-f. It seems that longer growth time give more separated particles
(figures 6.1e,f, total time 1 hour) than with shorter time (figures 6.1c (30 minutes) and
d (10 minutes).

At none of the conditions we tested growth was observed, although the Ni layer
could be activated. This is the same result as found before with lower power conditions.
It can therefore be concluded that it is not possible to grow CNTs or CNFs in the
Novellus Concept One PECVD. It is very likely that the main reason for this limitation
is the low substrate temperature, as different power levels and configurations, different
pressure, activation and growth times and different flow rates didn’t aid in the growth
of nanotubes.

6.2 Experiments using BlackMagic II 2” R&D CVD

This section discusses the results of experiments performed on an AIXTRON Black-
Magic II 2” R&D (PE)CVD. This machine is one of the first (and few) commercial
growth reactors available for CNT growth. It can operate under both (pulsed) DC-
PECVD, HF-PECVD and thermal CVD mode (either with substrate or hot filament
(HF) heating) with substrate temperatures up to 1000 ◦C. The temperature is moni-
tored by a thermocouple placed on top of the substrate surface. These experiments were
performed in the assembly hall of AIXTRON Ltd. in Cambridge, UK.

The system was operated in four different set-ups with four different catalysts (i.e.
Ni, Fe, Co and Pd) all on top of 10 nm Ti. Pd and Co had a thickness of 1 nm, while
Ni was tested on 6 and 9 nm and Fe on 1, 5 and 10 nm. These layers were all deposited
in the LH 560 e-beam evaporator in the class 10,000 cleanroom on top of p-type test
wafers, except for the Ni samples which were created using sputtering (for both the Ti
and Ni layer). There were also patterned 6 nm samples from the second batch of process
P2700 (see appendix B.1) available.

The following experiments were performed:
1. Pulsed DC-PECVD between 350-500 ◦C
2. Atmospheric Pressure (AP) CVD between 450-640 ◦C
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3. HF-APCVD at 400 ◦C
4. HF-PECVD at 500 ◦C

HF-CVD gave only the formation of a-C and no growth for all the different catalysts,
these results will not be discussed further. It is likely that the growth temperature
was too low. The a-C formation was due to the dissociation of the C2H2 by the much
warmer HF. In table 6.1 the process conditions for the other three set-ups can be found.
In the next sections the results of these three growth set-ups will be discussed. To
investigate the grown CNTs SEM (Philips FEI XL30), TEM (FEI Tecnai G2) and Raman
spectroscopy (Renishaw inVia) are used.

Table 6.1: Process conditions BlackMagic II

Process Temp. (◦C) Pres. (mbar) Step Time (min) Plasma Gases Flow (sccm)

PECVD 350-500 6 Acivation 3 70 W, pure-DC NH3 250
Growth 30 80 W, 15 kHz NH3/C2H2 250/50

APCVD 450-640 >720 Activation
Growth 5 H2/N2/C2H2 691/505/20

HF-PECVD 500 6 Activation 2 75 W, 15 kHz NH3 250
Growth 30 75 W, 15 kHz NH3/C2H2 250/60

6.2.1 DC-PECVD

As can be seen in table 6.1 the growth experiments using DC-PECVD were performed
on temperatures between 350-500 ◦C, with steps of 50 ◦C. All four catalysts mentioned
before were tested on these temperatures. However, Fe and Co only gave some minor
growth on 500 ◦C and not on lower temperature (the catalyst layer was still activated
on lower temperature, except for the 10 nm Fe sample). The results for Co and Fe can
be found in figure 6.2. As can be seen the growth was not very good, especially in case
of the Fe samples. Because there was no growth at lower temperature, these catalyst
will not be further discussed. On the other hand both Ni and Pd gave growth on lower
temperatures, in the case of Pd even minor growth at 350 ◦C was observed.

Figure 6.2: SEM images of DC-PECVD growth at 500 ◦C: a) 1 nm Co, b) 5 nm Fe, c) 10 nm
Fe

Palladium is not often used as a catalyst, to date only a few papers have been
published about this material as catalyst [115,178–184]. As discussed in section 2.2.1.4,
Pd has been demonstrated to be an excellent contact material. It has been suggested
that when using it as a catalyst the Pd might aid in the formation of a good electrical
contact [115].

A downside of Pd is that the diffusion constant (D0) of Pd in Si is quite high (D0
= 2.95 · 10−4 cm2/s, with Ed, the activation energy, being 0.22 eV) [185], and the lifetime
of charge carriers is reduced by Pd [186]. The same is true for Ni, Co and Fe (and many
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other metals), and unfortunately Pd is no exclusion. Therefore just as with Ni care
should be taken to prevent contamination of equipment when Pd is used.

Figure 6.3: PECVD results for 6 and 9 nm Ni and 1 nm Pd between 350-500 ◦C

In figure 6.3 an overview of the growth results of 6 nm of patterned Ni (by the P2700
process), 9 nm of sputtered Ni and 1 nm of e-beam evaporated Pd, all on top of 10
nm of Ti, using PECVD (table 6.1, row 1) between 350-500 ◦C can be found. The first
thing that can be observed for all samples is that the quality and length of the growth
rapidly decreases when the temperature goes down. At 350 ◦C no growth and on 400 ◦C
hardly any growth is observed on the samples with Ni, however Pd stills shows some
nano structures on these temperatures (albeit very short).

When we look at the properties of the samples on 500 ◦C the 6 nm patterned Ni
gives large diameter aligned growth (100-200 nm). Most likely they are CNFs, judging
from odd shape and big diameter. The diameter and length are non-uniform, especially
the length varies a lot (from hundreds of nm up to 1.5 µm). Density is approximately
109 cm-2.

The 9 nm Ni samples show a clear tip growth mechanism (the tip is bright due
to the Ni catalyst). Again the diameter (50-100 nm) and length (1-2 µm) are quite
non-uniform. The structures seem to bend, especially at the tip, and diameter varies
over length. They are very probably again CNFs, but seem of higher quality than the
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CNFs grown on the 6 nm patterned Ni. Also the density increased (due to the smaller
diameter) and is now in the order of 1010 cm-2.

In case of the Pd sample the growth seems to be more uniform, but again with some
bending. Some nanostructures show a bright tip, suggesting a tip growth mechanism.
The, again most likely, CNFs appear to become thinner at the tip, having a diameter
around 100 nm. The density is similar to that of 9 nm of Ni and is around 1010 cm-2.
Length is again 1-2 µm.

Raman spectra were obtained for the 6 and 9 nm of Ni and 1 nm of Pd samples at
500 ◦C and the 9 nm of Ni and 1 nm of Pd at 450 ◦C PECVD growth. They can be found
in appendix C.4.1.1 and the obtained ratio’s and widths in table C.1. A strong baseline
was observed in case of the 6 nm patterned Ni sample, making it difficult to extract
reliable information from the spectrum. No clear second order peaks were observed in
the spectra, which implies low graphite quality [164].

In figure 6.4 the Raman spectrum of the 9 nm Ni sample grown at 500 ◦C is shown
to illustrate how a typical PECVD sample looks like. Often a Si peak can be observed
around 500 cm-1 and sometimes 1000 cm-1, indicating low density as the laser was able to
reach the Si substrate. Next we find the graphite peaks, which are the defect related D
peak and the C-C bond related G peak around, respectively, 1350 cm-1 and 1600 cm-1.
No clear higher order peaks are observed in our PECVD samples. The information
obtained from the peaks (ratio’s and widths) can be used to investigate the graphite
quality of the sample. For more information about Raman spectroscopy on CNTs the
reader is referred to appendix C.3.

Figure 6.4: Raman spectrum of 9 nm Ni at 500 ◦C with peaks indicated

If we look at the ID/IG ratio (see table C.1) at 500 ◦C we see that the 9 nm of Ni
sample has the lowest value, indicating it has the best graphite quality. This matches
the findings from the SEM images. At 450 ◦C the Pd spectrum also showed a strong
baseline, which made it impossible to extract any information. However, the ID/IG from
the 9 nm of Ni sample could be obtained, which was higher than at 500 ◦C. This was
to be expected as generally quality decreases for lower temperature [169].

Using curve fitting the width of the D peak was obtained. A wide D peak indicates
a more defective graphite crystal structure. Antunes et al. [170] suggested that the
product between ID/IG and FWHM(D) is a more accurate measure of quality than the
ratio alone. This products indicates that both the patterned Ni sample and Pd sample
are highly defective. The product of the width and ratio again indicates the 9 nm of Ni
sample to have the best graphite quality. The product of the 9 nm Ni sample at 450 ◦C
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lies too close to the value at 500 ◦C to draw a conclusion on how the quality changes vs.
temperature.

Figure 6.5: Results for 6 nm patterned and non-patterned Ni

The diameter depends on the catalyst thickness, thus no direct comparison between
the diameters of these samples can be made. What is odd, however, is the fact that
the 6 nm patterned Ni samples have a much larger diameter than the 9 nm samples,
which is the inverse of what normally can be expected [31]. When the growth on 450
and 350 ◦C was performed there was also a 6 nm non-patterned sputtered Ni sample
in the chamber. Figure 6.5 shows a comparison of the patterned and non-patterned Ni
samples on those temperatures.

As can be seen from figure 6.5 and the 6 and 9 nm of Ni samples from figure 6.3 the
CNT growth from the sample which has been patterned using photo-resist and cleaned
with EKC505 shows growth of lower quality than the non-patterned sample. Clearly the
tube diameter is much bigger, growth is highly non-uniform and only activation occurs
at 350 ◦C. This was true even for relative big (50-100 µm) Ni islands. The conclusion we
drew from this comparison and the comparison with 9 nm of Ni is that the patterning
step has a negative influence on the growth, probably due to catalyst poisoning by the
photo-resist and/or the cleaning method.

TEM was performed on the the samples discussed before (6 nm patterned Ni, 9
nm Ni and 1 nm Pd), the images can be found in figure 6.6. Figure 6.6a confirms our
suspicion that the patterned Ni sample is highly defective nanofibre. No hollow core or
crystalline planes can be found, indicating only short range order. The catalyst particle
seems distributed over the filament length. Although only a small size nanostructure
has been displayed in the figure, longer structures show the exact same behaviour.

The 9 nm of Ni sample in figure 6.6b indicates better crystallinity, as was to be
expected from both the SEM and Raman results. It is interesting that still no hollow
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Figure 6.6: TEM image of growth using DC-PECVD at 500 ◦C, a) 6 nm of patterned Noi, b)
9 nm Ni, c) 1 nm Pd

core can be observed. Instead, tip growth, nanofibres with stacked graphite planes
crossing the entire tube diameter are found. In some CNFs the onset of a hollow core
can be observed.

Finally the Pd sample (figure 6.6c) displays an interesting behaviour. The big tube-
like structures observed using SEM appear to be bundles of much smaller 10 nm tip
growth tubes. When higher magnification images of the tubes were investigated quite
defective bamboo CNTs could be observed, explaining the low quality of the sample.

6.2.2 Atmospheric pressure CVD

In case of atmospheric pressure CVD the temperature was varied between 450-640 ◦C.
On the highest temperature of 640 ◦C all four catalyst were inside the chamber. However,
no growth could be detected on the Ni samples. According to AIXTRON the recipe was
not compatible with Ni, the focus will thus be on the remaining three catalysts.

Figure 6.7 shows the SEM images of the different catalyst after APCVD growth.
Only the pictures with growth are displayed, which means that 1 nm Co and 10 nm of
Fe didn’t show any growth at 450 or 500 ◦C, while the thinner 1 and 5 nm of Fe didn’t
show any growth at 450 ◦C. Pd was the only catalyst which remained active for the three
different temperatures. As can be seen the growth is random for all samples, except for
the ones using Pd as catalyst which are vertically aligned. As there is no electric field
present in the system the alignment is due to Van der Waals forces.

From the SEM images at 640 ◦C no diameter difference can be found between the
1, 5 and 10 nm Fe samples. However the SEM resolution is too limited to accurately
determine the diameter. The density seems to be higher in case of the 5 and 10 nm Fe
samples, when compared to the 1 nm of Fe and Co. As the Pd samples are aligned the
tubes per square cm can be estimated, which is approximately 1012 cm-2. The thickness
of the Fe and Pd CNT layers is approximately 1 µm, while the Co layer appears to be
thinner.

At lower temperature the thickness of the random CNT layer grown using Fe as
catalyst reduces rapidly. Again it is difficult to determine the average diameter. In case
of the Pd samples, however, the thickness of the layer doesn’t decrease at 500 ◦C and
also the density is still high (1011 − 1012 cm-2). When we look at the sample grown at
450 ◦C the length (0.5 µm) and density (1010 cm-2) are reduced.

It is surprising that growth is still observed with Pd at 450 ◦C. The exact cause
behind the lower allowed growth temperature when using Pd compared to Co and Fe
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Figure 6.7: APCVD results for Co, Fe and Pd between 450-640 ◦C

is not known. As said before not much research has been done on Pd as catalyst, and
similar results to ours have not been published. Unfortunately, no information about
the surface diffusion of C on Pd is available. However, a publication was found where
the C bulk diffusion between Pd, Ni, Co and Fe are compared [187]. The results of that
research indicate that the bulk diffusion of C in Pd is 3-6 times higher than the other
three metals. If the same is true for the surface diffusion this could explain the lower
allowed growth temperature of Pd.

Next we look at the Raman spectra of the APCVD samples, which can be found in
appendix C.4.1.2 and the data in table C.1. No baseline was observed for any of the
APCVD samples. All spectra, except the ones using Pd as catalyst, show clear D, G
and G’ peaks, as is illustrated in figure 6.8 which is a typical CVD Raman spectrum.
The absence of second order peaks in the Pd spectra indicate that the graphite quality
is low in those samples.

In the left graph of figure 6.9 the ID/IG ratio has been plotted against temperature
for the different samples. At a temperature of 640 ◦C the ratio suggest that 1 nm of Fe
has the worst graphite quality, followed by 1 nm of Co, 10 nm of Fe, 1 nm of Pd and
finally 5 nm of Fe. Although it is hard to judge quality from the SEM images, one would
expect from them that 1 nm of Fe has a better quality than the thicker Fe samples [170].

If we look at the temperature dependence the ID/IG ratio of the 5 nm Fe sample
follow the expected trend becoming more defective at lower temperature. However, the
1 nm of Fe and Pd samples show the exact opposite behaviour. The cause for this
is unclear. TEM imaging on the Pd samples has been performed to investigate this
behaviour, the results will be discussed further in this section.

We now look at the product of FWHM(D) and ID/IG, as suggested by Antunes et
al. [170], which can be found in table C.1 of appendix C and in the right graph of figure
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Figure 6.8: Raman spectrum of 1 nm of Fe at 640 ◦C with peaks indicated

Figure 6.9: Different quality indicators against temperature for the APCVD samples, left:
ID/IG, right: FWHM(D) · ID/IG

6.9. The same order of quality can be found at 640 ◦C as was suggested by the ratio
only. The 5 and 10 nm Fe samples are now almost equal, however. At 500 ◦C for both
the 1 and 5 nm Fe sample the product increased, which implies a lower quality. For Pd
an increase is seen at 500 ◦C, while at 450 ◦C a slight decrease is observed. However, this
decrease is too small to indicate a real change in graphite quality compared to 500 ◦C.
The product of FWHM(D) and ID/IG thus seems a better indication for graphite quality,
as it follows expectations from theory.

Musso et al. [188] suggested to use the ID/IG′ ratio to indicate quality. This ratio
shows again roughly the same order as the previous indicators. However, this time the
10 nm of Fe sample is of best quality, although the difference with the 5 nm Fe sample
is again very small. When the temperature is lowered to 500 ◦C the ratio increases
(doubles in the case of 5 nm of Fe), which is in agreement with theory.

In figure 6.10 TEM figures obtained for the 1 nm of Co and 1 and 5 nm of Fe samples
after 640 ◦C APCVD growth are displayed. All samples demonstrate tip growth with
clear MWNT with some defects (bending, incomplete walls and bamboo growth). In all
cases some break up of the catalyst particle of the CNT length could be found.

The Co sample had a rather uniform diameter around 25 nm. On the other hand
the 1 nm Fe sample diameters were much less uniform, ranging from 20 to 50 nm. The
larger tubes are more defective than the smaller ones. Finally the 5 nm of Fe sample has
a diameter between 10-25 nm, which is surprising as the catalyst layer was relative thick.
The 1 nm Fe sample displayed only growth in a circle half of the 1x1 cm piece, though.
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Figure 6.10: TEM images of Co and Fe samples after APCVD growth at 640 ◦C

It appeared as if the layer melted and was redistributed, which might have resulted in
a local increase off catalyst thickness. Again the larger tubes appeared more defective
for the 5 nm Fe sample. Large elongated catalyst particles could be observed, which are
crystalline as fringes can be observed at high magnification.

Figure 6.11 shows the TEM images taken of the 1 nm Pd samples at the three different
temperatures. As can be seen the tubes are highly defective bamboo MWNT at 640 ◦C,
but change into carbon nanofibres without any hollow core at lower temperature. This
corresponds well with the FWHM(D), which shows an increase between 640 and 500 ◦C
and is about the same between 450 and 500 ◦C. Diameters are between 5-10 nm at all
temperatures. As no catalyst can be observed at the tip a base growth mechanism is
assumed.

Figure 6.11: TEM images of the APCVD samples using 1 nm Pd as catalyst, the scale bar
equals 5 nm for the centre image and 10 nm for the others

6.2.3 Hot filament PECVD

The hot-filament PECVD was the final experiment performed on the BlackMagic system
and used rather similar settings as the DC-PECVD experiments. Instead of a substrate
heater a hot-filament heater was used, though. The temperature of the filament was
controlled by a thermocouple placed on the samples, which means that the actual tem-
perature of the HF was higher as it was positioned a couple of cm away from the samples.
Due to time constraints only growth at 500 ◦C was performed. Again hardly any growth
was observed on samples with either Co or Fe as catalyst.
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Figure 6.12: HF-PECVD results for 6 and 9 nm of Ni and 1 nm of Pd at 500 ◦C

In figure 6.12 the SEM images taken from the growth results can be found. The 6 nm
of patterned Ni growth has a large diameter (100-150 nm) just as was the case with the
DC-PECVD samples. However, the diameters are slightly smaller for the HF-PECVD
samples, and the average length is with 2 µm longer. The density is again approximately
109 cm-2.

The 9 nm of Ni samples are almost identical to the ones obtained by DC-PECVD,
with the same diameter (50-100 nm) and density (1010 cm-2). The length (1 µm) seems
slight shorter. The Pd samples, however, appear rather different. The nano structures
appear highly defective, no clear tube-like structures can be observed. The density has
been reduced to 5 · 108 cm-2. The length of the structures is almost 1 µm.

If we look at the results of the Raman spectroscopy on the HF-PECVD samples and
compare these with the DC-PECVD samples we again see a large baseline for the 6 nm
of patterned Ni sample. The Pd sample had a huge Si peak, which has been cut out of
the spectrum, but resulted in a noisy spectrum. The peak at 300 cm-1 is probably due
to Si [189]. The 9 nm of Ni spectra appear to be practically the same.

If we compare the ID/IG ratios and FWHM(D) of the 9 nm of Ni sample they are,
just like the spectrum, almost identical. This agrees well with the SEM results. The
FWHM(D) of the patterned Ni sample increased dramatically compared to the DC-
PECVD growth. However, in both spectra the large baseline made if very difficult to
extract parameters. These differences can just as well be caused by poor baseline fitting.
The Pd sample shows both a decrease in the ID/IG ratio and the FWHM(D), suggesting
the graphite quality improved. The SEM pictures seem to indicate a decrease in quality,
though. TEM should be performed to investigate what is actually happening.

If the observed differences were caused by the use of a hot-filament or due to the
slightly different process conditions is unclear. It is advised to repeat the experiments
with the exact same process conditions to determine what the cause of the observed
changes. However, so far no advantage has been found for the use of the hot-filament
over normal substrate heating.

6.3 Experiments performed at NanoLab

This section discusses the results obtained on different custom made CVD machines
available at NanoLab. NanoLab is a small R&D firm in Newton, MA (USA) special-
ized in the fabrication of bulk volumes of CNTs and custom vertically aligned arrays
for research institutes and industry. Experiments were performed in a horizontal hot-
wall CVD furnace, HF-PECVD system and novel RF assisted cold wall CVD. Samples
used in the experiments were created in the cleanroom of the DIMES technology centre.
Investigating the results by SEM (JEOL JSM-7001F) was done in the Boston College
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University cleanroom. As the samples are possible contaminated they cannot be investi-
gated by any class 100 equipment in our cleanroom. However, we could perform Raman
microscopy (Renishaw inVia) and TEM (FEI Tecnai G2).

6.3.1 RF assisted CVD

Obtaining growth results on this system was the main goal of the research at NanoLab
as it was expected that growth could be achieved at lower substrate temperature by
assisting the growth with local RF heating. The idea behind it was that when a high
frequency (17 GHz) RF signal was put into the CVD chamber near the sample it would
inductively heat the catalyst layer adding enough heat beside substrate heating to enable
CNT growth. Before this could be tested, though, final system assembly and testing had
to be performed.

The final configuration consisted of a cold-wall CVD chamber with Al canister to
shield the user from RF radiation inside. A mechanical pump and turbopump were
available with manual gate valve to set the system pressure and obtain base vacuum.
Substrate heating was done by a ceramic heater covered by a graphite substrate holder
and controlled by a thermocouple placed inside the holder. The gases NH3 and C2H2
were available through MFC (Mass Flow Controllers). The RF signal was inserted at the
top of the substrate with a dipole antenna and Cu reflector. To generate the RF signal
a HP 8620C sweep oscillator with a 86260A RF plug-in set to 17 GHz combined with a
Varian VZM 8-18 GHz 20 W amplifier were used. Figure 6.13 displays an overview of
the system.

(a) System overview (b) Close-up sample position

Figure 6.13: Pictures of RF assisted CVD system

After system assembly an experiment was performed to obtain pure thermal growth
at 600 ◦C. First the samples were heated to the growth temperature in an NH3 atmo-
sphere of 1.33 mbar and held at that temperature for 10 minutes. After this the pressure
was set to either 133 mbar, 1.7 mbar or 0.03 mbar and 150 sccm (50 sccm for the 0.03
mbar experiment) C2H2 was switched on while the NH3 was turned off. Growth was
performed for 10 minutes. The samples inside the chamber were 5 nm of Fe on 10 nm of
Ti on p-type Si and 6 nm of Fe or Ni on 10 nm of Ti on 100 nm SiO2 on a p-type wafer.

The sample with 5 nm of Fe gave growth for all pressures, whereas the 6 nm of Fe or
Ni samples only showed growth at 133 and 1.7 mbar. In all cases the CNTs were random
30-50 nm tubes. Visually the samples appeared black/grey as was to be expected.
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These experiments proved that the system was able to grow CNTs at 600 ◦C with
the used recipe. The next step was to reduce the substrate temperature and apply RF
heating to try to obtain similar results. As the RF signal could only be applied to a
small 1x1 cm sample the best performing sample from the thermal run, 5 nm of Fe on
10 nm of Ti, was selected as the initial test sample.

A total of 21 test runs were performed in the system under various conditions in
order to try and achieve CNT growth. As both the sample surface and the graphite
substrate holder were flat keeping the sample under the antenna turned out to be a
challenge (as the canister was made of Al it was impossible to tell if the sample moved
until the experiment was finished). When more slowly pumping down and venting the
system didn’t resolve the problem it was decided to use dispersing fluid (NanoSperse
AC, containing tetrahydrofuran, polyvinyl butyral and acetone) to adhere the sample to
the substrate holder.

The next problem observed was that actually not the catalyst was locally heated,
but instead the entire sample was heated by the RF signal. The frequency NanoLab
selected for the system was to low to heat only a several nm thin layer (the skin depth
of a 17 GHz signal is in the orders of hundreds of nm for good conductors). As the
substrate made direct contact with the graphite, and later quartz substrate holder (the
quartz holder was used to attempt to reduce this problem) the heat energy was quickly
absorbed by this large thermal mass. These findings were confirmed when heating the
substrate with a small thermocouple on top, with only the RF signal applied, in vacuum
gave a limited temperature increase of 27 ◦C above ambient.

To solve this problem the substrate was put on top of two 1.5 mm hollow quartz
tubes (see figure 6.13(b)). The entire construction was held together with the dispersing
fluid. Experiments performed in vacuum without additional heating, with again a small
thermocouple on the substrate, confirmed that with this setup it was possible to increase
the temperature with more than 150 ◦C in vacuum in just one minute.

Unfortunately it was still not possible to obtain growth using this quartz stand-off
when using the previous mentioned recipe. Another recipe with 70 sccm NH3 and 30
sccm C2H2 was also attempted, but again gave no growth. In both cases a pressure of
1.33 mbar was used for both the annealing and the growth (low pressure was needed to
make sure the heat loss to the ambient was minimal).

The before mentioned 6 nm of Fe or Ni samples were also tested instead of the 5 nm
of Fe sample. In the case of the 6 nm of Ni sample we observed a partial film peal off
at the spot the antenna was positioned, possibly due to the thermal stress of the rapid
heating (still an activated layer of Ni particles was observed around the created gap).
For the 5 and 6 nm of Fe sample only some a-C could be observed at the spot under the
antenna.

Beside a substrate temperature of 400 ◦C also experiments were performed using 450
and 500 ◦C. However, at 500 ◦C the antenna isolation was damaged due to the radiant
heating of the Cu RF reflector. Pre-annealing was tested both with and without RF
assistance, again without any difference.

It was concluded that the power of the RF amplifier of the system was not sufficient
to effectively heat the sample to a high enough temperature. Another cause could
be the formation of a small GHz plasma in the system which etched away any CNT
formation, however no signs were found for such a plasma on the RF reflector. Due to
the lack of growth in this system the attention had to be shifted towards the other, high
temperature, systems in order to grow CNTs for our measurement structures discussed
in chapter 5.
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6.3.2 HF-PECVD

The custom made HF-PECVD system consisted of a quartz bell jar with a 3” substrate
holder. Above the substrate holder two tungsten hot-filaments were placed, above which
the second electrode of the PECVD system was positioned. There was no temperature
control present, but the average temperature was estimated to be 800 ◦C by the system
operator. The plasma was generated by a DC power supply. A mechanical and turbop-
ump combined with a gate valve controlled the pressure, before every experiment the
system was pumped down to at least 3 · 10−6 mbar. The system was used for production
most of the time, limiting the experimental time for our purposes. It was operated by
the system engineer of NanoLab.

Table 6.2: Process conditions for the NanoLab PECVD system. The ‘x’ stands for annealing
during the entire heating cycle (only final HF power given) which took about an
hour

Run Step Time (min) HF power (W) Plasma (W) Gases Flowrate (sccm) Pressure (mbar)

1 Annealing x 475 NH3 59 62.5
Growth 3 490 400 NH3/C2H2 59/23 66.5

2
Annealing x 440 NH3 59 64
Activation 0.5 440 140 NH3 59 64

Growth 3 500 400 NH3/C2H2 59/23 64

3 Annealing x 500 N2 300 64
Growth 3 500 420 NH3/C2H2 59/23 64

4
Annealing x 440 NH3 59 64
Activation 2 440 147 NH3 59 64

Growth 3 500 408 NH3/C2H2 59/23 65

A total of four experimental runs were performed in the system, the process param-
eters can be found in table 6.2. As can be seen there were some slight variations in the
plasma and HF power between the different runs, which are due to the complete manual
operation of the system. The process engineer advised not to change the recipe, so in-
stead different annealing steps were investigated in order to find the optimal activation
method for our samples.

The first run consisted of the default recipe used by NanoLab. For the second and
fourth run an activation step with low power NH3 plasma was added (30 s. and 2
min. respectively), which (as discussed in section 3.2.4) can aid in the activation of the
catalyst film. In run three a different annealing gas was used. As discussed by Pisana
et al. [161] the precursor gas influences the activation. They achieved good results with
Ar, which is an inert gas. As only N2 was available as inert gas in this system we used
it instead of Ar.

In all runs samples with 6 nm of patterned Ni on 10 nm of Ti and 6 or 9 nm of Ni
on 10 nm of Ti and 100 nm SiO2 were present. In run 2 and upwards also samples with
6 nm of Fe on 10 nm of Ti and 100 nm of SiO2 and 10 nm of Fe on 10 nm of Ti were
added. The 100 nm of oxide wafers are commercially oxidized wafers available in our
cleanroom. In the first run also a sample with 1 nm of Pd on 10 nm Ti was inserted,
however Pd gave hardly any growth in the PECVD system. All deposition except the
patterned one were performed using the LH 560 e-beam evaporator in the class 10,000
cleanroom. The patterned samples were prepared using the P2700 process (appendix
B.1).

The samples were analysed by SEM. However, it has to be noted that due to limited
SEM time not all the samples could be imaged for every run. Figure 6.14 shows a
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Figure 6.14: Selected SEM pictures of PECVD growth results

selection of SEM pictures from the PECVD growth, for the same catalyst only images
with a difference compared to the other runs were selected.

No difference could be observed in the SEM images of the samples using 6 nm of
non-patterned Ni between runs 1, 2 and 3 (run 4 was not imaged by SEM). In all cases
density was low (109 cm-2), length was about 1 µm and diameter between 50-80 nm.
In-between the tubes small cone-like structures could be observed, which point to an
non-uniform film break-up.

The slightly thicker 9 nm of Ni samples showed similar growth in run 1, however
uniformity slightly improved when a long activation step with NH3 plasma was employed.
Density and length are the same compared to the 6 nm of Ni sample, however the
diameter is slightly larger (80-100 nm) as was to be expected for a thicker catalyst film.
The longer activation step clearly helps the film to beak up more uniformly.

Just as with the results from the AIXTRON PECVD (section 6.2.1) the patterned Ni
samples show a different behaviour (although in the experiments performed at NanoLab
the non-patterned Ni samples have a layer of 100 nm of SiO2 beneath the Ti). Between
run 1 and 2 no difference was found between the patterned samples, while run 4 showed a
slight decrease in density. For those three runs the CNT length differed between 1-5 µm,
with a diameter around 100 nm. Density was in the same order of magnitude as the non-
patterned samples. In case N2 was used to anneal the patterned Ni sample only minor
growth around the edge of the pattern was observed. This might be due to remaining
photo-resist or EKC505 fluid which were removed by the NH3 at high temperature.
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When we look at the 6 nm of Fe sample a big difference is observed between the
second and third run. The second run only showed short (500 nm) and thick (100 nm)
CNT growth, with a comparable density as the Ni samples. When a N2 anneal is used,
however, much longer (1 µm) and thinner (40 nm) tubes are observed (not shown here).
Density is now in the order of 1010 cm-2. The vertical alignment decreased though,
and tubes seem to form bundles. Apparently the Fe film breaks up more evenly when
annealed in an inert gas, similar to the findings of Pisana et al. [161].

Finally the 10 nm of Fe samples showed uniform growth when only a short NH3 etch
was employed in run 2, with diameters around 100 nm, lengths up to a micron and a
density of 109 cm-2. When the activation time is quadrupled the length and diameter
became non-uniform. The density stayed the same, while the diameter was between
50-100 nm. Clearly a too long activation step decreases the quality of the growth.

What can be observed for all samples is that the growth mechanism of the aligned
tubes appears to be tip growth, which is common for PECVD samples. However, in many
samples small non-aligned tubes were observed in-between the bigger aligned tubes. It
is believed that these tubes employ a base growth mechanism, as no clear metal particle
could be observed at the tip. This would also explain the non-alignment, as tip growth
seems to be required for aligned growth due to an electric field as proposed by Merkulov
et al. [157].

Next we look at the Raman spectra of the samples. As contamination is not an issue
in the Raman measurement device we were able to investigate all samples. The spectra
can be found in appendix C.4.2.1 and the extracted parameters in table C.2.

When we look to the spectra of the 6 nm of Ni sample, which didn’t show a notable
variation in the SEM images, we do see some variation of parameters. The ID/IG ratio
appears to be optimum for either the default recipe (run 1) or the N2 annealing (run 3).
However, the product of the ID/IG and FWHM(D) indicates that the graphite quality
in run 3 is actually worse. According to Antunes et al. this indicates a spreading of
defect domain size for the sample from run 3 [170]. In case of the NH3 plasma activation
step both the ratio and the product increase, clearly indicating a reduction of graphite
quality. A longer activation step seems to be a bit more advantageous judging from the
narrower D band in run 4.

The spectra of the thicker Ni sample (9 nm) show a different behaviour. For both the
short and long activation step (run 2 and 4, respectively) the ID/IG ratio decreases. A
short activation step seems to perform better than the default recipe. A longer activation
step appears disadvantageous and gives a rapid D band broadening, however the ratio
is still lower than run 1 (indeed the tubes seem to be of better quality judging from the
SEM images in figure 6.14). Again the N2 annealing increases the D band width, while
the ratio remains relative similar, just as with the thinner 6 nm sample.

For the patterned 6 nm of Ni sample (which has no thick layer of oxide beneath the
Ti) again a slight decrease can be seen in the ID/IG ratio for the short activation run.
However, for both the short and long activation run the D band widens. As mentioned
before hardly any growth could be observed in run 3. Thus for this sample the default
recipe is optimum, just as with the non-patterned 6 nm Ni sample.

For the Ni samples a N2 pre-anneal seems thus to be disadvantageous resulting in D
band widening. A short activation step seems to improve the graphite quality when the
Ni layer is thicker, while for 6 nm of Ni no special activation step gives the best result.
As no clear G’ peak could be observed only the ID/IG ratio and FWHM(D) could be
used to judge graphite quality.

Unfortunately no Fe samples were present in the first PECVD run. What can directly
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be seen from the spectra of the Fe samples is that they have a almost no baseline and
show much sharper bands, especially for the 10 nm Fe sample. As in most sample a G’
peak is present we can also use the ID/IG′ ratio to judge graphite quality. This also
indicates graphite quality is generally higher than the Ni samples.

First we investigate the 6 nm of Fe samples. Both the ID/IG ratio and product of the
ratio with the FWHM(D) indicate that best quality is obtained when a short activation
step is used (run 2 vs. run 4). The ID/IG′ ratio seems to indicate that a N2 anneal is
advantageous, while the differences between the other measures of quality are in favour
of the short pre-anneal (although the differences are not big). From the SEM images it
can be concluded that the ID/IG′ ratio is likely to be correct.

Second we look at the 10 nm of Fe samples, which has no thick oxide layer underneath
the Ti as with the 6 nm of Fe sample. Again a N2 pre-anneal demonstrates the best
graphite quality (with an ID/IG ratio and FWHM(D) product almost equal to run 2
and the ID/IG′ ratio clearly lower). As was to be expected from the SEM images, and is
confirmed by the three quality measures, a long activation step drastically reduces the
graphite quality.

We can thus conclude that for the Fe samples a N2 pre-anneal gives good graphite
quality for the grown CNTs/CNFs. A long pre-anneal is clearly disadvantageous for the
graphite quality. Unfortunately it was not possible to compare the Fe samples to the
default recipe with no special activation step.

Finally, TEM was performed to investigate the structure of the grown nanostructures.
The images can be found in figure 6.15. In all cases bamboo (or herringbone) CNTs could
be observed with clear tip growth. Often some catalyst particles can be found along the
length of the tube, which were broken off from the central particle. This explains the
decrease in diameter over length observed using SEM, for instance with the patterned 6
nm of Ni sample in figure 6.14.

In all samples some tubes showed so-called hybrid tip growth, which was also observed
by Ngo et al. [115] using Pd as catalyst. These tubes appear to have an additional
smaller diameter base growth on the tip of the CNT. This is likely the cause of the
smaller random tubes observed using SEM. Tip growth indeed appears to be required
for aligned growth, as was discussed before. However, apparently the base growth CNTs
originate from the tip, instead of the substrate.

When the 6 nm of Ni samples from run 1 are compared, non-patterned (6.15a) and
patterned (6.15b), some differences can be observed. While the diameters are comparable
(40-70 nm), a clear difference in structure can be found. While for the non-patterned
samples the distance between the hollow tube crossings are around 40 nm this distance
for the patterned samples is reduced to 20 nm. The structure also appears more defective
for the patterned sample (as can be seen from the irregularities in the vertical walls).

Figure 6.15c displays the growth obtained from 10 nm of Fe using run 2. The tubes
are generally much wider compared to the Ni samples, approaching a diameter of 100
nm. What is interesting is that the big tubes have less outer walls than the smaller ones,
and thus a larger hollow core. It could be that the particle receives insufficient carbon to
generate additional walls. The 6 nm Fe samples from run 3 (figure 6.15d), on the other
hand, are much smaller (20-30 nm) and have almost no hollow core. High resolution
images revealed that the central core is regularly filled with a-C.
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Figure 6.15: TEM images of several HF-PECVD samples: a) 6 nm Ni run 1; b) 6 nm patterned
Ni, run 1 (inset scale 10 nm); c) 10 nm Fe, run 2 (inset scale 20 nm); d) 6 nm Fe,
run 3 (inset scale 10 nm)

6.3.3 Thermal CVD

The thermal CVD system which could be used for experiments consisted of a horizontal
Lindberg 3-zone furnace with a 2” or 3” quartz tube in it. A mechanical pump and gate
valve were used to control pressure. It was possible to operate the furnace in atmospheric
pressure mode through a gas bubbler. Temperature control was automatically done by
the furnace, while pressure control was manual. Read-out of temperature and pressure
was done by LabView 7. Gas control was performed with a MFC controller with four
channels available and several MFC. The available gases were Ar, He, O2, N2, H2, NH3
and C2H2.

A recipe used by NanoLab for vertical aligned growth using a Al2O3 tri-layer struc-
ture with Fe in-between gave poor growth results with our samples and will not be
further discussed. Some attempts to reconstruct the thermal CVD recipe used in the
BlackMagic machine were not successful, no growth could be observed with SEM. Again
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these results will not be discussed.
It was decided to develop a recipe from different publications found using a similar

system and gases. A recipe from publications by Xu et al. [24, 25] using Ar, H2 and
C2H2 in combination with Fe seemed to perform best in the system at NanoLab and
was thus selected. It was found that due to high contamination the 3” tube was unfit to
grow good CNTs, which made us use a clean 2” tube (cleaning the 3” tube proofed to
be impossible).

The recipe started with a 20 min. anneal time after reaching the growth temperature
while 400 sccm Ar and 100 sccm H2 were flowing. The total pressure was regulated to
8 mbar. After this anneal 100 sccm of C2H2 was added and the pressure was again
set to 8 mbar. Growth time was 30 minutes. After growth the C2H2 flow was stopped
and the furnace was shut down. The Ar and H2 remained flowing till the temperature
reached 250 ◦C and the chamber was not vented before the temperature became lower
than 200 ◦C.

The samples tested were the same as in the previous section. On the commercial
wafers with 100 nm of oxide was, after 10 nm of Ti, a catalyst layer of either 6 or 9 nm
of Ni or 6 nm of Fe deposited. On the p-type test wafers was, after 10 nm of Ti, either
1 nm of Pd, 1, 5 or 10 nm of Fe or 6 nm of patterned Ni (by the P2700 process, see
appendix B.1) deposited. All deposition except the patterned Ni were performed in the
LH 560 e-beam evaporator in the class 10,000 cleanroom.

Figure 6.16: Growth results at 600 ◦C in the 3” tube using a Mo boat, the inset shows a
100,000x magnification (scale bar equals 100 nm)

Figure 6.16 displays the growth results obtained in the 3” tube furnace. Only growth
was observed at the samples with 5 nm of Fe, 6 nm of Fe and 6 nm of Ni (the latter two
having a oxide layer underneath the Ti). No growth could be observed on 1 nm of Pd
or Fe and the patterned 6 nm of Ni.

The observed growth appeared highly defective for the three samples, indicating
nanofibres instead of tubes. The 5 nm of Fe sample displayed only minor growth, mainly
consisting of big (100 nm) fibres, with some smaller (10 nm) but longer tubes in-between.
The 6 nm of Fe gave some surprising results. A thick foil of defective fibres with a
diameter around 80 nm could be observed. This foil seemed to be pealed off from the
surface and rippled at low magnification (which causes the black and bright areas due
to height difference at the shown magnification). Probably the adhesion between the Ti
and the oxide layer was poor, which enabled the film to come off. Although the 6 nm of
Ni sample displayed similar growth as the 6 nm of Fe (albeit of even lower quality) in
this sample the film seemed to be better adhered to the surface.

After switching to a clean 2” tube with the same recipe the growth greatly improved.
Growth was now observed with samples of 1 nm of Pd or Fe and 6 nm of Fe or Ni (either
patterned or non-patterned). On a sample with 10 nm of Fe only minor growth was
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observed, possibly the catalyst film was to thick to effectively break-up. No 5 nm Fe
sample was present (these were mostly used for experiments in the RF assisted CVD
system, see also section 6.3.1). The SEM images can be found in figure 6.17.

The flow per area is higher in the 2” tube as the cross sectional area decreased. To
rule out that the higher flow per area, or the quartz instead of Mo boat, were not the
cause of the improved growth the experiment was repeated in the 3” tube with a quartz
boat and doubled flow rates (the cross-sectional area of a 3” tube is roughly twice that
of a 2” tube). Again similar results as with a lower flow rate and Mo boat were obtained,
indicating that contamination and dirt build-up in the quartz tube are the cause of the
poor growth results.

Figure 6.17: Growth results at 600 ◦C in the 2” tube using a quartz boat, the inset shows a
100,000x magnification (scale bar equals 100 nm)

As can be seen from the SEM images in figure 6.17 the sample with 1 nm of Fe
displayed self-aligned growth. The tube diameter is 10-20 nm and density is in the order
of 1010−1011 cm-2 but is difficult to accurately determine as the tubes are not completely
aligned. Length appears to be well over one micron. These results are quite promising
and indicate that vertical aligned growth is possible in this reactor on our substrates.

TEM was performed on the 1 nm Fe sample grown at 600 ◦C, a low and high
magnification image can be found in figure 6.18. The low magnification image (figure
6.18a) shows that the alignment is lost when the TEM grid is scraped across the surface.
Some tubes display very few defects over a long length, clearly these tubes are much
less bamboo than the previous PECVD samples. The high magnification image (figure
6.18b) displays a MWNT which consist of about 15 walls. The outer, and especially the
inner walls display some defects. No clear catalyst particles could be observed at the
tip, implying a base growth mechanism.

The thicker 6 nm Fe sample (with oxide underneath the Ti) shows a quite different
growth pattern, when we look at figure 6.17. A combination of random big (100 nm)
fibres, which appear to be very defective, combined with much longer and thinner (10-20
nm) tubes can be observed. No film peal off could be observed after this experiment
as was the case in the 3” tube. The combination of big and small structures indicate
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Figure 6.18: Low (a) and high (b) magnification TEM image of 1 nm Fe sample

non-uniform catalyst activation and appears to be similar to the bimodal film break-up
reported by Nerushev et al. [166].

This recipe also allowed the growth of a very thin layer of small (below 10 nm) tubes
using Pd as catalyst, proving again that Pd is a viable catalyst. Unfortunately although
the growth appears quite dense no self-alignment is observed, possibly due to the short
length of the tubes.

The non-patterned Ni (again with oxide underneath the Ti) demonstrates a thick
film of big tubes (100 nm) which under high magnification appear to be rather defective
(fibres). Growth is again random, with some fibres appearing to be quite long (over 10
µm). Only very few small tubes can be observed, indicating that film break-up is more
uniform than with the 6 nm of Fe sample.

The patterned Ni gave the most surprising results. Vertically aligned growth up to
5 µm was observed with tubes diameters between 10-50 nm with a density around 1011

cm-2. It appears as if the top layer is being lifted by the tubes, which is similar to the
‘sandwich’ growth reported by Chen et al. [114].

What is even more surprising is that the growth only occurred in an area of roughly
1/5 the total die area (which was 1 cm2). In the region outside the growth area hardly
any nanotubes could be observed. Repeated experiments under the same condition with
other patterned 6 nm of Ni dies were not successful in repeating the observed growth.
The cause of this is still unclear, but it is likely to be some non-uniformity in wafer
processing.

Again Raman spectroscopy was performed to evaluate the quality of the samples, the
spectra can be found in appendix C.4.2.2 and the obtained band information in table
C.3. If we first compare the 6 nm of Fe and Ni samples between the 2” and 3” tube we
see that all quality indicators (ID/IG and ID/IG′ the widths of the D and G’ peak and
the product between ID/IG and FWHM(D)) show a clear improvement in quality for
the 2” tube (as indicated by a decrease in all of them). This is consistent with the SEM
observations.

If we compare the results at 600 ◦C in the 2” tube the sample with 1 nm of Fe as
catalyst clearly has the highest quality (although the ID/IG ratio is not the lowest).
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The samples with 100 nm of oxide underneath the Ti layer (Fe and Ni 6 nm) have
a comparable quality, with the Ni sample being somewhat better. It is reasonable to
assume that the small tubes in the 6 nm Fe sample are of high quality as they look
similar to the 1 nm of Fe sample when observing the SEM images. However, the big
defective CNFs appear to dominate the Raman spectrum of the 6 nm Fe sample.

The patterned Ni sample has a low ID/IG ratio, but a relative wide D and G’ band
which indicate that the graphite quality is not high. It must be noted however that the
Raman spectrum was obtained by illuminating the sample from the top. If indeed the
top catalyst layer has been lifted as was concluded from the SEM images the Raman
spectrum will not be accurate as the actual tubes are covered by the lifted layer. Finally
the Pd sample shows a very low ID/IG ratio, but an extremely broad D band and no
higher order bands. This indicates the graphite quality of this sample is low.

The 6 nm of Fe and Ni samples also displayed CNF growth at lower temperatures
and with a reduced flow rate (25 sccm of H2 and C2H2 and 100 sccm of Ar). Presumably
this is caused by a better activation due to the oxide layer underneath the Ti layer, which
increases surface roughness. Although not imaged by SEM the Raman spectra allow us
to investigate the temperature and flow rate dependency of the graphite quality. We
expect that a lower temperature will result in a decrease of quality (although at lower
temperature the pyrolysis of C2H2 also becomes lower, which can result in less a-C
formation) [169].

But first we look how the reduced flow rate influences the Raman spectra. Only
the samples with oxide underneath showed large area growth at lower flow rate. It is
possible that the carbon supply was insufficient for large area growth on, for instance,
the 1 nm of Fe sample. Another possibility as that catalyst activation suffered from the
lower flow rate, as only growth was observed around the edges and some local spots on
the other samples. This can indicate non-uniform catalyst activation.

Figure 6.19: Relative intensities of the different Raman active bands against temperature

The Raman spectra of the samples with oxide underneath the Ti layer are roughly
the same as with the higher flow rate, as can be seen from table C.3. Judging from the
trend in the different quality indicators the sample with Fe as catalyst seems to have a
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slightly better graphite quality, while Ni performs a bit worse. The differences are too
small to draw any definite conclusions, though, and can just as well be caused by normal
process variations of inaccuracy in curve fitting. We can thus conclude that the flowrate
has no notable influence on the graphite quality of the 6 nm of Fe and Ni samples.

Next we investigate the temperature dependency of the information obtained from
the Raman spectra. In figure 6.19 the different intensity ratio’s have been plotted against
temperature and a linear regression has been applied. The ID/IG ratio increases for
both samples for increasing temperature, although the difference for the Ni sample is
quite small. This actually suggest an improvement in graphite quality for decreasing
temperature, which is counter intuitive but might be caused due to a reduction in a-C.

The IG′/IG ratio seems to be insensitive to temperature for the Fe sample, while it
increases slightly for higher temperature for the Ni sample. Antunes et al. [170] suggested
this ratio to be quality dependent, however they didn’t specify in what way. From our
data it appears that this ratio is not a good measure of quality, as there is no distinct
behaviour between the two samples.

The ID/IG′ ratio, finally shows a sharp decrease when increasing the temperature
for the Ni sample. Musso et al. [188] found this ratio to be highly dependent to graphite
quality (lower equals better), which is confirmed by the data from our Ni sample. The
Fe sample shows a large drop for this ratio at 500 ◦C, while at 450 ◦C the G’ and
D+G peak fused together in such a way that both are indistinguishable from each
other. This suggest that quality is very low at 450 ◦C [190]. It is possible that due
to process variations the Fe sample at 500 ◦C somehow improved. From the data at
higher temperature and the absence of a clear G’ peak at 450 ◦C it is very likely that
normally the ID/IG′ ratio would’ve shown a similar behaviour to that of the Ni sample.

Figure 6.20: Raman band widths and ID/IG ·FWHM(D) against temperature

In figure 6.20 the width of the D, G and G’ band and the product of FWHM(D) and
ID/IG have been plotted, again with a linear regression between the points. Both the
D and G’ band demonstrate a sharp decrease for higher temperature for all the samples
(if we again ignore the result of Fe at 500 ◦C). This demonstrates a clear increase of
graphite quality for increasing temperature [164, 170, 190]. The G band width seems
relative insensitive to a change in temperature.
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Antunes et al. suggested that the product of the FWHM(D) and ID/IG ratio would
be a good measure of quality [170]. Indeed the behaviour of this product against tem-
perature is in agreement with our expectations, even for the Fe sample. From their work
we can conclude that in our samples both the number of defects as the size of the defects
increases when temperature is decreased.

From our data we can thus conclude that the ID/IG′ ratio, the width of the D and
G’ peak (and the presence of second order bands in general) are a good indication for
graphite quality. If no second order peaks are present the product of ID/IG and the
FWHM(D) should be used, as the ID/IG ratio alone appears to be a poor indicator of
quality. The recipe developed seems to give aligned growth on samples with a thin layer
of Fe at temperatures at 600 ◦C. Fe or Ni on 10 nm Ti and 100 nm oxide are able to
grow, albeit defective, CNTs/CNFs even at temperatures as low as 450 ◦C. Pd did show
some growth at 600 ◦C, but only very minor and highly defective.

6.3.4 Experiments with lift-off wafers

In the end the goal was to create vertical interconnect measurement structures using
the equipment and recipes which were found to give the best growth. As seen from the
previous two sections both the default PECVD and the thermal CVD in the 2” tube
furnace performed quite well and have the potential to grow aligned CNTs (although in
case of the latter presumably only on thin catalyst layers).

As from experiments performed on a BlackMagic II (PE)CVD growth on samples
patterned by photo-resist are off bad quality, and the fact that some difficulties in the
wet etching of the catalyst and the Al layer were found in the P2748 process, only
the P2752 process and lift-off remained. The P2752 process would result in substrates
rather different from the ones tested (catalyst in an etched cavity instead of flat surface)
and also required covering the catalyst with photo-resist. Thus, the lift-off process was
chosen for the electrical measurement wafers.

As Al can’t survive the high temperature processes in the NanoLab equipment it
was decided to use Ti instead, as it was readily available in the sputter coater and could
be etched with the ICP dry etcher. First 1 µm of Ti was deposited and afterwards
patterned by lithography and dry etching. After this the lift-off process was performed.
As lift-off of only a thin catalyst layer proved to be difficult first an additional 10 nm of
Ti was deposited after which the catalyst was evaporated without breaking the vacuum.
The batch send to NanoLab used an exposure time of 8 s. and lift-off using a sonic
acetone bath, both 3, 6 and 12 nm of Ni and Fe were deposited using the class 10000
e-beam evaporator (LH 560). Growth in the PECVD as well as in the CVD furnace was
performed.

6.3.4.1 PECVD

Both Ni and Fe samples were tested in the PECVD. As the wafer holder was only big
enough for a quarter wafer only one catalyst could be tested each time. As the default
recipe used by NanoLab performed best for Ni it was used again as a starting point.
Growth time was extended to 4 minutes in order to obtain longer tubes.

Surprising enough no growth at all could be observed on a 1/4 wafer piece of 6 nm of
Ni when SEM was used to investigate the sample. Instead a film which looked like a-C
was observed. It was possible that some contamination from the lift-off and subsequent
cleaning in EKC505 remained. In order to test this hypothesis part of the wafer was cut
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up and cleaned. One piece was cleaned by putting it 3 min. in acetone followed by 3 min.
of methanol (piece nr. 1) followed by rinsing with distilled water. A second piece was
treated the same way, but with an additional 5 min. cleaning step in NH4OH:H2O:H2O2
(1:5:1) to remove any organic contamination before rinsing with distilled water (nr. 2).
A third untreated sample (nr. 3) was also put in the PECVD system, after which the
same recipe was used to grow CNTs.

Figure 6.21: Comparison between different cleaning methods to enable growth on 6 nm of Ni
pieces

Figure 6.21 displays the results obtained when cleaning the samples. Both the un-
cleaned and partly cleaned (nr. 1) sample showed no growth and were visually indistin-
guishable in the SEM. On the left the partly cleaned sample is shown, which appears to
have an increased surface roughness at the spot where normally the catalyst would be.
The Ti layer is peeled off from the substrate, very likely due to thermal stress (although
Ti has a good adhesion to Si and the thermal expansion coefficient is ‘only’ 3 times
higher). The samples were removed from the substrate while they were approximately
150 ◦C, further cooling before removing the sample should prevent the deformation of
the Ti layer.

The 6 nm of Ni sample which was cleaned with the more aggressive solution (nr. 2)
displayed very non-uniform growth. Fibres lengths were between a couple of hundred
to several µm. The diameter was about 100 nm, while the density was low (108 − 109

cm-2). Some smaller tubes were observed alongside the longer fibres, similar to the
results obtained before in section 6.3.2. Growth was observed on the patterned area’s,
indicating that features of at least 4 µm were successfully created using lift-off. The fact
that cleaning the wafer enabled growth indicate that very likely some contamination
existed on the wafers.

The samples with Fe instead of Ni did gave growth without cleaning when PECVD
was used. Figure 6.22 shows the SEM images obtained from 1/4 wafer samples with
either 6 or 12 nm of Fe. As can be seen in both cases the growth is rather short (0.5
µm) and consists of thick 100 nm aligned CNFs together with random smaller CNTs
(10-20 nm for 6 nm of Fe, 40 nm for the 12 nm of Fe sample). Density is about 109 cm-2.
Clearly the growth is much more defective than the Fe samples from section 6.3.2.

To investigate if the samples with Fe as catalyst would also benefit from cleaning the
same experiment as done with Ni was performed with a partly cleaned (1), fully cleaned
(2) and uncleaned (3) sample in the PECVD reactor. No change in structure could be
observed by SEM, however the Raman spectra obtained from the three samples did show
differences. The spectra can be found in figure C.13 and the data in table C.2.

As can be seen from both the general spectra as the quality indicators the sample
which was cleaned with the ammonium hydroxide and hydrogen peroxide has the highest
graphite quality. Although the ID/IG ratio slightly increased the width of the D band
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Figure 6.22: SEM images of 6 and 12 nm of Fe growth using HF-PECVD

decreased, the G’ peak became more clear (the G’ peak in sample 3 is deformed due to
the strong baseline) and the product of the FWHM(D) and ID/IG is the lowest. The
strange peak around 320 cm-2 is probably due to distortion. It is inside the RBM band,
but corresponds to a SWNT with diameter between 0.7 − 0.8 nm, which is unlikely to
be grown in a DC-PECVD system. It can be concluded that cleaning is also beneficial
for the Fe samples.

An attempt was made to create interconnect structures from the growth obtained at
the 6 and 12 nm of Fe samples which were shown before. Unfortunately the CNT length
was rather small, which limited the oxide thickness between the metal layers to 300 nm.
A short (1 min.) CMP step was used to try to remove the oxide from the CNT tips.
However, after the structures were completed the resistance measured was in the order
of GΩ, which indicates that very likely still an oxide layer is remaining. A longer CMP
step should be used in the future.

Currently NanoLab is processing additional pieces of the Ni and Fe wafers which
are cleaned by the cleaning procedure mentioned before, but now with a longer (10
min.) cleaning in ammonium hydroxide and hydrogen peroxide to, hopefully, improve
the growth even further. Unfortunately, to date no results are available on the growth.

6.3.4.2 Thermal CVD

The recipe developed in section 6.3.3 was also used to attempt to grow aligned CNTs
on the samples created by lift-off. As the 2” tube is to small to fit a quarter piece wafer
some additional Si has to be removed to fit them. However, to save the limited amount of
samples, growth was attempted with smaller 1 by 1 cm pieces first. Again, only a-C was
observed on the samples with 6 nm of Ni as catalyst. The Fe samples performed much
better and displayed random CNT growth at both 500 and 600 ◦C, the SEM images are
displayed in figure 6.23.

As can be seen from figure 6.23 a thick and dense random layer of CNTs was grown
at 600 ◦C, with a tube diameter of 10-30 nm. As the tubes are random orientated
measuring the tube height and density is not possible, however the total layer of CNT is
at least 1 micron thick. At 500 ◦C the layer is little thinner and less dense, the diameter
again is 10-30 nm.

Again Raman spectroscopy was performed on the samples, the spectra can be found
in figure C.20 and C.21, table C.3 contains the extracted data. It is interesting to see
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Figure 6.23: CVD growth results at different temperature of 6 nm of Fe samples created by
lift-off

that the a-C of the Ni sample shows both a D and G peak. The ID/IG ratio is lower
than the Fe sample, again indicating that this measure of graphite quality is unreliable.
The absence of higher order peaks and the broad D band indicate a low graphite quality.

The Fe sample at 600 ◦C shows a sharp D and G’ band, indicating relative good
graphite quality. This is confirmed by the very low product of ID/IG and FWHM(D)
and ID/IG′ ratio, both near the values obtained from 1 nm of Fe earlier in section 6.3.3.
When the temperature is lowered to 500 ◦C the FWHM(D) increases and the G’ band
becomes less clear, indicating a decrease in graphite quality.

Beside Raman also TEM was performed on the 6 nm Fe samples at 500 and 600 ◦C,
of which the results are shown in figure 6.24. The samples appeared to have relative
good graphite quality, with only few ‘bamboo’ like defects. No clear catalyst could be
observed at the tip, implying that the growth mechanism is most likely base growth.
Not much visual difference could be observed between the two samples, indicating that
graphite quality remains relative good when temperature is decreased.

Figure 6.24: TEM images of 6 nm Fe after growth at a) 600 ◦C, and b) 500 ◦C
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It was attempted to improve the growth of both the Ni and Fe sample by cleaning
the samples in the solution mentioned in the previous section (with the longer 10 min.
ammonium hydroxide step). Figure 6.25 shows the SEM results send by NanoLab. The
Fe growth appears to degrade significantly, showing large (100 nm) CNFs beside some
smaller 10-20 nm, longer, CNTs. It is likely that the cleaning treatment reacted with
the Fe layer (hydrogen peroxide can oxidise Fe) which caused the poor results.

Figure 6.25: Growth results on Fe and Ni lift-off samples after cleaning

The 3 nm Ni sample did show some highly defective CNF growth at the edges of
the big catalyst bars in the center of the dies. No growth was observed on the 6 nm Ni
sample. If the growth on the 3 nm sample was due to the treatment is unknown, as no
experiments have been done to date without cleaning for this catalyst thickness.

The cleaning should not be used in case of thermal CVD, as it degrades the growth
for the Fe sample and doesn’t enable good growth on the Ni samples. What is exactly
withholding the Ni samples from growing CNTs is unclear at the moment. The next
section discusses a possible cause found in literature and EDX experiments performed
to investigate this possibility.

6.3.4.3 Possible cause for the absence of growth on Ni

As mentioned in the two previous sections no growth was observed when using Ni, which
otherwise worked well in previous experiments. In section 6.3.4.1 it was found that clean-
ing the Ni samples with 3 min. acetone, 3 min. methanol and 5 min. NH4OH:H2O:H2O2
(1:5:1) enabled growth on the samples. This made us conclude that contamination was
the likely candidate of preventing growth.

However, in section 6.3.4.2 hardly any growth was observed after cleaning. There
might be other causes than just contamination preventing the growth. Of course it could
be possible that the recipe used isn’t compatible with Ni as a catalyst. We did, however,
observe growth on a patterned Ni sample and samples with oxide underneath the Ti
layer. It is thus not likely that this is the case.

Chuang et al. [191] recently reported that Ni can diffuse through a 40-100 nm Ti
layer and into the Si substrate at relative low temperature (590 ◦C). As our Ti layer is
rather thick compared to the Ni, the majority of Ni might diffuse deep into this layer,
which prevents the carbon from reaching the catalyst. Indeed diffusion tables show that
there exist a low temperature diffusion path (573 ◦C) for Ni into Ti [192].
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More results indicating that the combination between Ni and Ti might negatively
affect the growth come from Peng et al. [193]. They found that if a Ti layer on top of
Si is pre-annealed before the deposition of the Ni catalyst it greatly improves both the
length and the alignment of the as-grown CNTs. They reason that a high Ti percentage
in the Ni would inhibit growth and annealing the Ti before prevents diffusion of the Ni
in the obtained TiSi layer.

To investigate if Ni was indeed diffusing into the Ti layer a cross-section using ion
milling (along the large bar in the centre of the die) was made from the Ni sample only
cleaned by acetone and ethanol and used in the PECVD experiment discussed earlier
(section 6.3.4.1). Next TEM and EDX analysis were performed to investigate if any Ni
was present in the sample and how it was distributed among the layers.

Figure 6.26: TEM image of cross-section of Ni sample, the inset shows a higher magnification
of the bottom layer (scale bar equals 20 nm)

In figure 6.26 part of the cross-section can be found, while the EDX spectrum can
be found in appendix C.2. The upper most layer is the Si wafer. The bright layer
underneath is believed to be a TiSi alloy judging from the Si and Ti peak at that spot.
Further towards the surface the Ti peak becomes stronger. The observed Si can be
both due to contamination from the ion milling or actual present atoms. As the Si peak
reduces further towards the surface the peak is most likely caused by a large amount of
Si atoms diffusing into the Ti. It can be seen that the TiSi layer is present in both the
original Si and Ti layer (remember that the Ti layer was originally 1 µm), indicating
diffusion in both directions.

The following layer observed in figure 6.26 is the remaining Ti layer, which only
shows a weak Si peak. Also a carbon and Cu peak are observed. Carbon is an easy
contamination to pick up, which is most likely causing the peak. The Cu is due to the
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TEM grid. The final layer which can be observed completely at the bottom is a thick
a-C layer.

Surprisingly no Ni could be found at the surface, not even when the TEM bundle was
elongated over the boundary layer. This makes us conclude that the Ni indeed diffused
into the Ti, to such an extent it became undetectable with EDX. It is very unlikely
for the plasma to have etched away the Ni layer, as no special etching step has been
performed. Also, growth with a similar Ni thickness has been observed before in the
plasma system (section 6.3.2).

These results found, together with the literature examples, make us conclude that
Ni and a thick Ti layer are a combination to be avoided when growing CNTs. In case
of the thin, 10 nm, Ti layers used before the Ni is unlikely to diffuse far into the Ti.
However, a thick Ti layer can consume all the catalyst, preventing any growth.

6.4 Conclusion

When attempting to produce CNTs using the Novellus Concept One PECVD in the
DIMES class 100 cleanroom, or the novel RF assisted CVD at NanoLab no growth could
be obtained. In both cases likely due to a too low substrate temperature. However, when
using the Blackmagic II 2” (PE)CVD and a custom made HF-PECVD and horizontal
tube furnace CVD at Nanolab we were able to grow CNTs using different settings and
catalysts. Underneath the catalyst 10 nm of Ti was present, except for the lift-off samples
which used 1 µm of Ti.

The BlackMagic system proved to be able to grow aligned CNFs using PECVD at
temperature of 500 ◦C using either Ni or Pd as a catalyst. When temperature was
decreased to 450 ◦Conly Pd displayed reasonable growth. The patterned Ni samples
performed much worse than non-patterned catalyst layers, which is likely due to catalyst
poisoning by either the photo-resist or cleaning methods.

The samples were examined by TEM and displayed bamboo tip grown CNTs when
Pd was used. The non-patterned Ni displayed tip grown CNFs, and the patterned
Ni samples nanofilament like structures. When a hot-filament was used instead of a
substrate heater the differences were minimal for the Ni samples, however Pd appeared
to perform much worse while Raman spectroscopy suggested an improvement. Generally,
growth was very defective when using PECVD, judging from the Raman spectra and
TEM images. When a hot-filament was used instead of substrate heating no notable
difference could be observed.

At 640 ◦C using APCVD CNT growth was possible using either Co, Fe or Pd. The
thin Fe samples (1 or 5 nm) and 1 nm Pd samples were able to grow at 500 ◦C, only
Pd showed any growth at 450 ◦C. The Pd samples were also the only ones displaying
self-alignment at all temperatures. The graphite quality of these samples was, however,
very low judging from both Raman and TEM analysis. This in contrary to the MWNT
grown with Co and Fe, which are of relative good quality (bamboo CNTs). High density
self-aligned growth was never demonstrated before using Pd, which is an interesting
catalyst as it also has been used as an excellent electrical contact material to CNTs.

Using the PECVD of NanoLab at ∼ 800 ◦C defective bamboo CNT growth was
observed using both Fe and Ni as catalyst, where Fe performed generally better than
Ni. When lift-off wafers were used no growth was observed using Ni, while the quality of
the Fe grown samples decreased compared to previous experiments. It was found that
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cleaning the wafers for 5 min. with a solution of ammonium hydroxide and hydrogen
peroxide enabled growth on the Ni samples and increased quality of the Fe samples.

A recipe developed for the horizontal furnace was found to allow self-aligned MWNT
growth on 1 nm Fe samples at 600 ◦C in the 2” quartz tube thermal CVD of NanoLab.
When observed with Raman and TEM the quality appeared high. Samples with a 100
nm oxide layer underneath the Ti and catalyst (either 6 nm Ni or Fe) layer were able to
grow CNFs at temperatures as low as 450 ◦C.

Raman spectroscopy was performed on the 6 nm of Fe and Ni samples with oxide
underneath the Ti. It was found that the ID/IG ratio is unreliable to asses graphite
quality. Better measures are the product between ID/IG and the FWHM(D) or the
ID/IG′ ratio, both indicating quality increased with temperature.

The same recipe was used on lift-off wafers which had 6 nm of Fe as catalyst. A
thick layer of random MWNT could be observed at both 500 and 600 ◦C. Judging from
Raman analysis and TEM the quality only decreased slightly when the temperature was
decreased from 600 to 500 ◦C.

No good growth was found on the Ni samples placed in the thermal CVD, not
even after cleaning. EDX analysis showed no traces of Ni on a lift-off sample used in
the PECVD. This indicates that the Ni might have diffused across the Ti layer (as is
possible according to literature) to such an extend it couldn’t be detected by EDX. Deep
diffusion of Ni into a thick Ti layer will cut-off the catalyst from the carbon feedstock,
preventing growth.

For our purposes either the (PE)CVD growth in the BlackMagic machine or growth
using the recipe developed in the thermal CVD at NanoLab seem most promising. All
recipes were able to grow aligned CNTs or CNFs. Raman spectra and TEM demonstrated
that growth from a PECVD systems or with Pd as catalyst is more defective compared
to growth using Fe or Co in a thermal CVD. The density was generally the highest when
using thermal CVD, judging from the SEM images obtained.



Conclusion

The goal of this work was to investigate if carbon nanotubes (CNT) can indeed be an
alternative to traditional metals for 3D integrated circuits (IC). Interconnect issues, like
their high power dissipation, increased sensitivity to electro-migration, and the increased
resistance and delay caused by the downsizing of interconnects, are a problem in the
realisation of current and future ICs. To decrease the interconnect delay 3D integration,
the stacking of layers of transistors, has been proposed. Several challenges have to be
solved in order to mature 3D integration, one of these being the creation of reliable
vertical interconnects with high aspect ratio and low resistance. We argued that carbon
nanotubes could be an excellent candidate for these vertical interconnects (vias).

The thesis consists of two parts. The first is a review of theory and the derivation
of a circuit model for CNTs followed by electrical simulations. The second part consists
of the development of fabrication methods and experiments performed to grow CNTs
for vertical interconnects. Followed by the analysis of the obtained CNTs with different
characterisation techniques.

After deriving the electrical model for the CNT it was found that the quantum ca-
pacitance and kinetic inductance, which exist in single tubes, disappear when a bundle
of sufficient (i.e. many thousands) tubes is formed. The remaining electrostatic capac-
itance of a CNT bundle will be close to that of a metal line with the same dimensions.
Only the resistance of the bundle, a combination between the quantum and contact
resistance, will vary from a traditional metal via.

From the simulations performed we can conclude that only single-walled nanotubes
(SWNT) have the ability to outperform bulk Al and Cu in terms of electrical resistance.
For this the CNT density should be above 5 · 1013 cm-2; such very high densities have yet
to be reported. For realistic high densities (1012−1013 cm-2) the resistance using SWNT
will be at least one order of magnitude higher than bulk Al or Cu. When multi-walled
nanotubes (MWNT) are used the resistance will always be higher than that of bulk Al
and Cu, but the resistance hardly increases when density decreases.

Thus, in terms of electrical resistance carbon nanotubes will not likely outperform
bulk metals. However, other properties of carbon nanotubes, the extremely high aspect
ratio, potential very high thermal conductivity (> 1000 W/m·K) and high electrical and
thermal stability can still make CNTs an interesting candidate for vertical interconnects
in 3D integrated circuits.

Experimentally, several recipes were tested to grow low temperature CNTs and the
results were investigated by SEM, TEM and Raman spectroscopy. No growth was ob-
tained when using the Novellus Concept One PECVD in our cleanroom or a novel RF
assisted CVD at NanoLab. It is likely the substrate temperature is too low for successful
growth.

It was found that the DC-PECVD recipe from AIXTRON can be used to grow
aligned CNTs of sufficient length using Ni and Pd as a catalyst, but with low density
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and quality. When a hot-filament was used instead of substrate heating no notable
difference was observed. Photo-resist patterning was found to have a negative influence
on the CNT growth quality. A lift-off process was created to circumvent this problem.

When using an APCVD recipe from AIXTRON high density (1012 cm-2) aligned
growth could be obtained using Pd. However the quality was very low, resulting in carbon
nanofilaments instead of tubes. High density self-aligned growth was never demonstrated
before using Pd, which is an interesting catalyst as it has been used as an excellent
electrical contact material to CNTs. High quality random growth was possible when
using Fe or Co as catalyst.

The DC-PECVD process at NanoLab was high temperature (∼ 800 ◦C) and therefore
less interesting for us. However, aligned growth could be obtained in combination with
Fe and Ni. A recipe developed for the use in a thermal CVD furnace was found to be
able to grow aligned CNTs when a thin (1 nm) layer of Fe was used as catalyst at 600 ◦C.
The quality was found to be high.

The same recipe was able to grow good quality random CNTs at both 500 and 600 ◦C
when lift-off was used to pattern the 6 nm Fe catalyst on 1 µm Ti. Ni patterned by
lift-off was found to have difficulties when growing CNTs on top of a thick (1 µm) Ti
layer. From EDX measurements and literature it was concluded that Ni diffuses into the
Ti, preventing growth.

We investigated if Raman spectroscopy could be used to determine the graphite
quality of the grown CNTs. It was found that the ID/IG ratio often used in literature
is an insufficient parameter to investigate quality. Better methods are the use of the
product between FWHM(D) and ID/IG, or the ID/IG′ ratio if second order peaks can be
observed. On it’s own Raman spectroscopy is not sufficient to give a accurate overview
of structural quality. But combined with additional SEM or TEM imaging on some
samples it can be used to quickly check changes between samples, in order to investigate
the dependency of graphite quality on different process settings.

Recommendations and future work

To obtain high quality growth with the APCVD recipe using Pd as catalyst changing the
gas ratio’s and flow rates is the only option, as temperature is already at the maximum
and activation is excellent. With the same recipe in combination with Co and Fe the
catalyst and contact layer should be optimized, as quality is good but density too low.
The recipe developed for thermal CVD at NanoLab already gives good quality. Reducing
the thickness of the Fe layer used on the lift-off samples is likely to increase density and
enable self-alignment.

In case of DC-PECVD both quality and density are low. Quality can be increased
by optimizing the ratio between the acetylene and ammonia, and plasma intensity. To
increase the density the activation of the catalyst layer should be optimized by adjusting
the layer thickness, activation time and plasma intensity. For recipe optimization the
combination of Raman and SEM should be sufficient to do a quick investigation on
morphology and quality. Atomic force microscopy could be used to investigate the
activation of the catalyst layer.

The lift-off process can be further optimized now it is possible to deposit thinner
layers of negative photo resist (1.4 µm instead of 3 µm). This should improve the
transfer of smaller features. It is recommended to first start with the ‘oxide before
growth’ flowcharts combined with lift-off, as CMP can be skipped. After this it would
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be possible to perform electrical, and later on thermal, characterization of the grown
CNTs using the same four-point electric resistance measurement structure

In summary it should be interesting to perform the following experiments and mea-
surements:
• Optimize recipes for our catalyst by changing pressure, gas flows, plasma power

and catalyst thickness. SEM and Raman can be used to investigate the results
• Optimize lift-off with 1.4 µm of negative photo resist. Order targets for Pd, Ti, Fe

and Ni if not already available in the class 100 e-beam evaporator
• First use ‘oxide before growth’ process and perform resistance measurement vs.

catalyst thickness (diameter), length, contact layer thickness and metal, and via
configuration
• Develop a CMP recipe for ‘oxide after growth’ process
• Investigate electrical and thermal reliability
• Attempt to perform thermal conductivity measurements using the 3ω-method
• Investigate EXCIMER laser activation of catalyst layer
• Investigate if sputtering of TiN on top of Al can be used to prevent native oxide

between tubes and metal
In the end the final goal is to use the obtained recipes and processes for the growth

of carbon nanotubes, and incorporate them into an existing or new lay-out for a 3D
integrated circuit replacing the traditional metal vias. For this a four year project will
start in October, in which the author will participate as a PhD candidate.
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Appendix A

Phonons

Phonons are quantized particle-like vibrations in the lattice of a solid crystal. The origin
of the vibration of lattice atoms is the thermal energy they have which makes them
vibrate at their place (the atoms are normally not able to move through the lattice as
they’re bonded with each other). The lattice vibrates in response to this thermal energy,
creating mechanical waves that can carry heat (and also sound) through the crystal. A
packet of these waves is called a phonon in quantum mechanics and has both particle
and wave properties (just like photons). In short a phonon is a basic energy quantum
of a lattice wave (just like a photon is the basic energy quantum of an electromagnetic
wave).

In section 2.2.1 so called acoustic phonons (AP) and optical phonons (OP) were
mentioned. Acoustic phonons are phonons with frequencies that become small for larger
wavelength and correspond to sound waves in the lattice. Optical phonons however
always have a minimal frequency of vibration even for large wavelengths (they are called
optical because they’re easily excited by light). Phonons have influence on the electrical
(and thermal) conduction as they distort the perfect lattice and thus induce scattering
between electrons and lattice atoms (electron-phonon scattering).

Beside phonon-electron scattering also phonon-phonon scattering is possible. If we
have two incoming phonons with wave vectors and they scatter their vectors will combine
into a new one. If this resulting vector is within the first Brillouin zone (which is
the primitive cell in the reciprocal lattice) the momentum will be conserved. However
when the resulting vector is larger than the first Brillouin zone it becomes physically
equivalent to a vector inside the first Brillouin zone pointing in another direction. This
is called Umklapp scattering, after the German word for flip-over. It is a very important
scattering mechanism limiting thermal conductivity in many materials. Beside Umklapp
scattering a phonon can also scatter with crystal defects, junctions and impurities.
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Appendix B

Process flowcharts

B.1 P2700

B.1.1 Starting material

Single side polished test wafers, 100 ± 0.2 mm diameter, 525 ± 15 µm thickness, p-type
(boron), 100 orientation, 2-5 Ωcm.

B.1.2 Process steps

1. PECVD oxide deposition (1000 nm, backside) @ Class 100
Use the Novellus PECVD reactor to deposit a 1000 nm thick dielectric SiO2 layer.
Special recipe: 1.0muSiO2 at 400 ◦C in group ‘mix’.

2. Ti and Ni deposition by sputtering @ Class 100
Use the Trikon Sigma sputter coater for the deposition of the Ti and Ni layer on
the test wafers. Deposition must be done at 200 ◦C with an Ar flow of 100 sccm.
Do not break vacuum between depositions. Use recipe ‘10nmTi’ for the 10 nm
thick Ti layer followed by recipe ‘3nmNi’ for a 3 nm thick Ni layer.

3. Coating and baking @ MEMS lab
Processing will be performed on the manual spinner with manual edge bead re-
moval. Use resist AZ4562, with coating at 2000 rpm resulting in a thickness of 1
µm.

4. Ni wet etching from backside and edge of wafer @ MEMS lab
Use HNO3(65%):CH3COOH (100%):H2SO4(98%):H2O=5:5:2:28 at room temper-
ature form 10 s to remove 3 nm of Ni from the backside and edge of the wafer.
Rinse thoroughly.

5. Silicon dioxide wet etching @ MEMS lab
Use BHF(1:7) at room temperature to remove the 1000 nm layer of silicon dioxide
on the backside of the wafer. Etch until the backside is hydrophobic, plus an
additional 30 s. Rinse thoroughly.

6. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

7. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.
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8. Coating and baking @ Class 100
Use the EVG-120 automatic wafertrack to coat the wafers with 1.4 µm resist.
The process includes a treatment with HMDS (hexamethyldisilazane) vapour with
nitrogen as a carrier gas, spin coating for 30 s with Shipley SPR 3012 and pre baking
for 1 minute at 95 ◦C. Use recipe: Co - SPR3012 - 1400nm (resist thickness: 1.400
µm at 48% RV).

9. Alignment and exposure @ Class 100
Processing will be performed on the ASM PAS5500/80 automatic wafer stepper.
Use mask PDM18, Number V1-in, job N10a-1 with exposure energy E = 150.

10. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (single puddle process), and a post bake at 100 ◦Cfor 1 minute. Use recipe:
Dev - Single Puddle

11. Inspection of linewidth and overlay @ Class 100
Visually inspect the wafers through a microscope and check linewidth and overlay.

12. Wet etching of Ni @ MEMS lab
Use HNO3(65%):CH3COOH (100%):H2SO4(98%):H2O=5:5:2:28 at room temper-
ature to remove the uncovered Ni. Etch rate: 3 nm in 10 s. Rinse thoroughly.

13. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

14. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

15. CNT growth @ Class 100
Use the Novellus PECVD to activate the Ni layer and grow CNTs. Use recipe
CNTx-JD (x = 1, 2 or 3) in uniformity mode. Put the wafer in position 4.

B.1.3 Growth conditions

The next pages show the growth conditions used in the Novellus Concept One for the
two batches of wafers produced with the above flowchart. Batch one has wafers with 3
nm Ni and the Ti was not completely removed (table B.1), while batch two has 6 nm
of Ni (recipe ‘6nmNi’ and all the uncovered Ti has been etched away by using 65 %
HNO3:BHF (1:1) as an etchant (table B.2).
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B.2 P2748

B.2.1 Starting material

Single side polished test wafers, 100 ± 0.2 mm diameter, 525 ± 15 µm thickness, p-type
(boron), 100 orientation, 2-5 Ωcm.

B.2.2 Process steps

1. Thermal oxidation @ Class 100
Grow 30 nm of thermal oxide. Use furnace B2 with recipe 300Å

2. PECVD oxide deposition (1000nm, backside) @ Class 100
Use the Novellus PECVD reactor to deposit a 1000 nm thick dielectric SiO2 layer.
Special recipe: 1.0muSiO2 at 400 ◦C in group ‘mix’.

3. Al, Ti and Ni deposition by sputtering @ Class 100
Use the Trikon Sigma sputter coater for the deposition of the second aluminium
metal layer on the process wafers. The target must exist of 99% Al and 1% Si,
and deposition must be done at 350 ◦C with an Ar flow of 100 sccm. Follow
the operating instructions from the manual when using this machine. Use recipe
1475nm Al no RF @ 350C to sputter a 1.475 ± 0.1 µm thick layer.

Without breaking vacuum use the Trikon Sigma sputter coater for the deposition
of the Ti and Ni layer on the test wafers. Deposition must be done at 200 ◦C with
an Ar flow of 100 sccm. Do not break vacuum between depositions. Use recipe
‘10nmTi’ for the 10 nm thick Ti layer followed by recipe ‘XmnNi’ for a ‘X’ nm
thick Ni layer.

4. Number the wafers
5. Coating and baking @ MEMS lab

Processing will be performed on the manual spinner with manual edge bead re-
moval. Use resist AZ4562, with coating at 2000 rpm resulting in a thickness of 1
µm.

6. Ni wet etching from backside and edge of wafer @ MEMS lab
Use HNO3(65%):CH3COOH (100%):H2SO4(98%):H2O=5:5:2:28 at room temper-
ature form 10 s to remove 3 nm of Ni from the backside and edge of the wafer.
Rinse thoroughly.

7. Silicon dioxide wet etching @ MEMS lab
Use BHF(1:7) at room temperature to remove the 1000 nm layer of silicon dioxide
on the backside of the wafer. Etch until the backside is hydrophobic, plus an
additional 30 s. Rinse thoroughly.

8. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

9. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

10. Coating and baking @ Class 100
Use the EVG-120 automatic wafertrack to coat the wafers with 1.4 µm resist.
The process includes a treatment with HMDS (hexamethyldisilazane) vapour with
nitrogen as a carrier gas, spin coating for 30 s with Shipley SPR 3012 and pre baking
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for 1 minute at 95 ◦C. Use recipe: Co - SPR3012 - 1400nm (resist thickness: 1.400
µm at 48% RV).

11. Alignment and exposure @ Class 100
Use the EVG 420 contact aligner using soft contact and the default exposure time
for Al underlayer for 1.4 µm resist (see manual). Use catalyst mask.

12. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (single puddle process), and a post bake at 100 ◦C for 1 minute. Use recipe:
Dev - Single Puddle

13. Inspection of linewidth and overlay @ Class 100
Visually inspect the wafers through a microscope and check linewidth and overlay.

14. Wet etching of Ni & Ti @ MEMS lab
Use Ni and Ti wet etching (BHF:HNO3(%65):H2O=1:1:50) in room temperature,
to remove Ni and Ti. Rinse thoroughly.

15. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

16. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

17. Coating and baking @ Class 100
Use the EVG-120 automatic wafertrack to coat the wafers with 1.4 µm resist.
The process includes a treatment with HMDS (hexamethyldisilazane) vapour with
nitrogen as a carrier gas, spin coating for 30 s with Shipley SPR 3012 and pre baking
for 1 minute at 95 ◦C. Use recipe: Co - SPR3012 - 1400nm (resist thickness: 1.400
µm at 48% RV).

18. Alignment and exposure @ Class 100
Use the EVG 420 contact aligner using soft contact and the default exposure time
for Al underlayer for 1.4 µm resist (see manual). Use metal1 mask.

19. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (single puddle process), and a post bake at 100 ◦C for 1 minute. Use recipe:
Dev - Single Puddle

20. Aluminium etching @ MEMS lab
Use H3PO4:HNO3:CH3COOH:H2O (4:1:4:1) to etch the Al till the Si is visible.
Remake solution once it gets dirty.

21. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

22. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

23. CNT growth at external facility
24. Oxide deposition @ MEMS lab

Deposit a layer of oxide (thickness may vary depending on growth length). Use the
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STS PECVD with recipe SIO_STD4 (change deposition time). Put a test wafer
first to see if time is correct for required thickness.

25. Optional: Chemical mechanical polishing
Use the MECAPOL E460 to remove part of the oxide to open up the CNT tips.

26. Optional: Oxygen plasma etching of CNT tips @ MEMS lab
Use the EuroPlasma to perform etching on the CNTs to open the tips.

27. Al deposition @ Solar Cell lab
Deposit 10 nm of Ti followed by 1.4 µm Al using LH 560 e-beam evaporator

28. Coating and baking @ MEMS lab
Pretreat the wafers with HMDS with N2 as carrier gas for 10 minutes. Deposit 2
µm of SPR3017 resist using the manual coater, bake for 1 min at 95 ◦C.

29. Alignment and exposure @ MEMS lab
Use the Karl Süss in soft contact mode to expose the wafers. Use metal2 mask.

30. Developtment @ MEMS lab
Do a post exposure bake for 1 min at 120 ◦C. Manually develop the wafers using
Shipley MF332 developer for 20 s. and check if structures are ok. When required
develop more to remove residual resist. End with a 1 min postbake at 120 ◦C.

31. Al dry etching @ MEMS lab
Use the Alcatel GIR300 to dry etch the Al using the standard recipe. First do a
15 min etch followed by a 10 minutes. If needed perform more (smaller) etching
steps. After etching perform passivation.

32. Photoresist removal @ MEMS lab
Use the Europlasma to strip the photoresist.

33. Optional: thermal annealing @ MEMS lab Use the Carbolite ceramic oven to
perform a 30 minutes anneal at 400 ◦C.

34. Clean the wafers Rinse thoroughly in water and dry with single wafer dryer.
35. Coating and baking @ MEMS lab

Pretreat the wafers with HMDS with N2 as carrier gas for 10 minutes. Deposit 2
µm of SPR3017 resist using the manual coater, bake for 1 min at 95 ◦C.

36. Alignment and exposure @ MEMS lab
Use the Karl Süss in soft contact mode to expose the wafers. Use contact hole
mask.

37. Developtment @ MEMS lab
Do a post exposure bake for 1 min at 120 ◦C. Manually develop the wafers using
Shipley MF332 developer for 20 s. and check if structures are ok. When required
develop more to remove residual resist. End with a 1 min postbake at 120 ◦C.

38. Dry oxide etching @ MEMS lab
Use the Alcatel GIR300 to dry etch the SiO2 and stop at metal 1 using standard
etching recipe.

39. Photoresist removal @ MEMS lab
Use the Europlasma to strip the photoresist. Clean the wafers in water and dry
using single wafer dryer.
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B.3 P2752

B.3.1 Starting material

Single side polished test wafers, 100 ± 0.2 mm diameter, 525 ± 15 µm thickness, p-type
(boron), 100 orientation, 2-5 Ωcm.

B.3.2 Process steps

1. Thermal oxidation @ Class 100
Grow 30 nm of thermal oxide. Use furnace B2 with recipe 300Å

2. PECVD oxide deposition (1000nm, backside) @ Class 100
Use the Novellus PECVD reactor to deposit a 1000 nm thick dielectric SiO2 layer.
Special recipe: 1.0muSiO2 at 400 ◦C in group ‘mix’.

3. First metallisation @ Class 100
Use the Trikon Sigma sputter coater for the deposition of the second aluminium
metal layer on the process wafers. The target must exist of 99% Al and 1% Si,
and deposition must be done at 350 ◦C with an Ar flow of 100 sccm. Follow
the operating instructions from the manual when using this machine. Use recipe
1475nm Al no RF @ 350C to sputter a 1.475 ± 0.1 µm thick layer.

4. Number the wafers
5. Coating and baking @ Class 100

Use the EVG-120 automatic wafertrack to coat the wafers with 1.4 µm resist.
The process includes a treatment with HMDS (hexamethyldisilazane) vapour with
nitrogen as a carrier gas, spin coating for 30 s with Shipley SPR 3017M and pre
baking for 1 minute at 95 ◦C. Use recipe: Co - SPR3017 - 2000nm (resist thickness:
2.00 µm at 48% RV).

6. Alignment and exposure @ Class 100
Use the EVG 420 contact aligner using soft contact and the default exposure time
for Al underlayer for 2.0 µm resist (see manual). Use metal1 mask.

7. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (single puddle process), and a post bake at 100 ◦C for 1 minute. Use recipe:
Dev - Single Puddle

8. Dry etch aluminium @ Class 100
Use the Trikon Ωmega 201 plasma etcher to etch 1.4 µm Al. Follow the operating
instructions from the manual when using this machine. The process conditions of
the etch and passivation program may not be changed! Check both ‘Cooling’ and
‘Main’ switches of chiller are on. Use sequence AL14_350 at a platen temperature
of 25 ◦C. Always check the wafer: no aluminum residues or under etching are
allowed.

9. Remove photoresist @ Class 100
Use the Tepla plasma system to remove the photo resist in oxygen plasma. Follow
the instructions specified for the Tepla stripper, and use the quartz carrier. Use
program 1:1000W

10. Aluminium fence removal @ Class 100
Rinse: Use the special container filled with demi-water, to which Triton X-100 is
added. Rinse for 1 minute.
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Etchant: Use wetbench ‘Aluminium-ets’ (35± 1 ◦C); use the carrier with the yellow
dot. 1 liter buffered etch fluid (Merck selectipur) contains: 770 ml concentrated
phosphorus acid (H3PO4, 85%), 14 ml concentrated nitric acid (HNO3, 65%), 140
ml concentrated acetic acid (CH3COOH, 100%) and 76 ml deionized water

Etch time: 30 seconds.

QDR: Rinse in the Quick Dump Rinser with the standard program until the resis-
tivity is 5 MΩ.

Drying: Use the Semitool "Rinser/dryer" with the standard program. Always use
the special orange carrier with the black dot.

11. Cleaning procedure HNO3 100% metal @ Class 100
Cleaning: 10 minutes in fuming nitric acid (Merck: HNO3 100% selectipur) at
ambient temperature. Use wet bench ‘HNO3 (100%) metal’ and the carrier with
the yellow and red dots.

QDR: Rinse in the Quick Dump Rinser with the standard program until the resis-
tivity is 5 MΩ.

Drying: Use the Semitool "Rinser/dryer" with the standard program, and the white
carrier with a black dot.

NOTE: No 65% HNO3 cleaning step!
12. PECVD TEOS oxide deposition @ Class 100

Use the Novellus PECVD reactor to deposit a TEOS based silicon oxide with
various thickness. Follow the operating instructions from the manual when using
this machine. Use xxxnmTEOS Temp. 350 ◦C, change time (check log) to deposit
oxide with required thickness.

13. Measure oxide thickness @ Class 100
Use the Leitz MPV-SP measurement system to measure the TEOS thickness. Pro-
gram: TEOS, auto5pts

14. Coating and baking @ Class 100
Use the EVG 120 coater/developer to treat the wafers with HMDS, program onlyH-
MDS. Use the manual spin coater in red room to deposit AZ5214E image reverse
resist. Program: N (thickness ∼ 2.7 µm). Bake at 95 ◦C on hot plate spray coater.

15. Alignment and exposure @ Class 100
Processing will be performed on the EVG 420 contact aligner. Follow the operating
instructions from the manual when using this machine. Use test wafer coated with
Al to determine optimal exposure time, start with 0.9 s. Use catalyst mask.

16. Post exposure bake @ Class 100
Bake at 115 ◦C for 1 minute in red room.

17. Flood exposure @ Class 100
Perform a flood exposure for 10 s. with UV light in red room to make unexposed
area soluble.

18. Development @ Class 100
Develop using the EVG-120 wafer track using Shipley MF322 developer. Follow
the instructions specified for this equipment, and always check the temperature of
the hotplates first. Recipe: Dev- Single Puddle No PEB No HB.

19. Windows etching in oxide @ Class 100
Use Drytek 384T plasma etcher with program Plasmox to etch the oxide and stop
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at the aluminium, set t1 and t2 to correct values for the oxide thickness. Use test
wafer to check. Follow the instructions when using this machine.

20. Remove photoresist @ Class 100
Use the Tepla plasma system to remove the photo resist in oxygen plasma. Follow
the instructions specified for the Tepla stripper, and use the quartz carrier. Use
program 1:1000W

21. Cleaning procedure HNO3 100% metal @ Class 100
Cleaning: 10 minutes in fuming nitric acid (Merck: HNO3 100% selectipur) at

ambient temperature. Use wet bench ‘HNO3 (100%) metal’ and the carrier with
the yellow and red dots.

QDR: Rinse in the Quick Dump Rinser with the standard program until the resis-
tivity is 5 MΩ.

Drying: Use the Semitool "Rinser/dryer" with the standard program, and the white
carrier with a black dot.

NOTE: No 65% HNO3 cleaning step!
22. Ti and Ni deposition @ Class 100

Perform RF in HSE before Ti deposition. Use the TRIKON SIGMA sputter coater
for the deposition of the Ti layer on the wafers Deposition must be done at 200◦C
with variable thickness (10nm). Follow the operating instructions from the manual
when using this machine. Use the TRIKON SIGMA sputter coater for the depo-
sition of the Ni layer on the test wafers. Deposition must be done at 200◦C with
an Ar flow of 100 sccm. (various thickness: 3, 6 and 10nm). Follow the operating
instructions from the manual when using this machine. Perform subsequent steps
without breaking vacuum to prevent oxidation!

23. Coating and baking @ MEMS lab
Processing will be performed on the manual spinner with manual edge bead re-
moval. Use resist AZ4562, with coating at 2000 rpm resulting in a thickness of 1
µm.

24. Ni wet etching from backside and edge of wafer @ MEMS lab
Use HNO3(65%):CH3COOH (100%):H2SO4(98%):H2O=5:5:2:28 at room temper-
ature form 10 s to remove 3 nm of Ni from the backside and edge of the wafer.
Rinse thoroughly.

25. Silicon dioxide wet etching @ MEMS lab
Use BHF(1:7) at room temperature to remove the 1000 nm layer of silicon dioxide
on the backside of the wafer. Etch until the backside is hydrophobic, plus an
additional 30 s. Rinse thoroughly.

26. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

27. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

28. Coating and baking @ Class 100
Use the EVG-120 automatic wafertrack to coat the wafers with 1.4 µm resist.
The process includes a treatment with HMDS (hexamethyldisilazane) vapour with
nitrogen as a carrier gas, spin coating for 30 s with Shipley SPR 3012 and pre baking
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for 1 minute at 95 ◦C. Use recipe: Co - SPR3012 - 1400nm (resist thickness: 1.400
µm at 48% RV).

29. Alignment and exposure @ Class 100
Use the EVG 420 contact aligner using soft contact and the default exposure time
for Al underlayer for 1.4 µm resist (see manual). Use catalyst mask.

30. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (single puddle process), and a post bake at 100 ◦C for 1 minute. Use recipe:
Dev - Single Puddle

31. Inspection: linewidth and overlay
Visually inspect the wafers through a microscope, and check linewidth and overlay.

32. Wet etching of Ni and Ti @ MEMS lab
Use Ni wet etching (BHF:HNO3(%65):H2O=1:1:50) in room temperature, to re-
move Ni and Ti. Use t=10 seconds for 3nm Ni. Make sure to use fresh solution
in your own small container with single wafer holder. Rinse Manually for a few
minutes.

33. Photoresist removal @ MEMS lab
Dissolve the photoresist in acetone. Manually rinse for a couple of minutes and
then dry the wafers using the single wafer dryer.

34. Cleaning @ SA lab
Use EKC505 at 85 ◦C for 10 minutes to clean the wafers. Rinse in the water bath
till the water resistance becomes 5 MΩ. Dry the wafers with the single wafer dryer.

35. CNT growth at external facility
36. Oxide deposition @ MEMS lab

Deposit a layer of oxide to fill the via holes. Use the STS PECVD with recipe
SIO_STD4 (change deposition time).

37. Optional: Chemical mechanical polishing
Use the MECAPOL E460 to remove part of the oxide to open up the CNT tips.

38. Optional: Oxygen plasma etching of CNT tips @ MEMS lab
Use the EuroPlasma to perform etching on the CNTs to open the tips.

39. Al deposition @ Solar Cell lab
Deposit 10 nm of Ti followed by 1.4 µm Al using LH 560 e-beam evaporator

40. Coating and baking @ MEMS lab
Pretreat the wafers with HMDS with N2 as carrier gas for 10 minutes. Deposit 2
µm of SPR3017 resist using the manual coater, bake for 1 min at 95 ◦C.

41. Alignment and exposure @ MEMS lab
Use the Karl Süss in soft contact mode to expose the wafers. Use metal2 mask.

42. Developtment @ MEMS lab
Do a post exposure bake for 1 min at 120 ◦C. Manually develop the wafers using
Shipley MF332 developer for 20 s. and check if structures are ok. When required
develop more to remove residual resist. End with a 1 min postbake at 120 ◦C.

43. Al dry etching @ MEMS lab
Use the Alcatel GIR300 to dry etch the Al using the standard recipe. First do a
15 min etch followed by a 10 minutes. If needed perform more (smaller) etching
steps. After etching perform passivation.
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44. Photoresist removal @ MEMS lab
Use the Europlasma to strip the photoresist.

45. Optional: thermal annealing @ MEMS lab Use the Carbolite ceramic oven to
perform a 30 minutes anneal at 400 ◦C.

46. Clean the wafers Rinse thoroughly in water and dry with single wafer dryer.
47. Coating and baking @ MEMS lab

Pretreat the wafers with HMDS with N2 as carrier gas for 10 minutes. Deposit 2
µm of SPR3017 resist using the manual coater, bake for 1 min at 95 ◦C.

48. Alignment and exposure @ MEMS lab
Use the Karl Süss in soft contact mode to expose the wafers. Use contact hole
mask.

49. Developtment @ MEMS lab
Do a post exposure bake for 1 min at 120 ◦C. Manually develop the wafers using
Shipley MF332 developer for 20 s. and check if structures are ok. When required
develop more to remove residual resist. End with a 1 min postbake at 120 ◦C.

50. Dry oxide etching @ MEMS lab
Use the Alcatel GIR300 to dry etch the SiO2 and stop at metal 1 using standard
etching recipe.

51. Photoresist removal @ MEMS lab
Use the Europlasma to strip the photoresist. Clean the wafers in water and dry
using single wafer dryer.

B.4 Lift-off

1. Coating and baking @ Class 100
Add one or two test wafers and make sure they are the first to be coated as resist
might be dirty for the first wafer. Use the EVG-120 automatic wafertrack to coat
the wafers with 3.0 µm resist. The process includes a treatment with HMDS
(hexamethyldisilazane) vapour with nitrogen as a carrier gas, spin coating for 30
s with AZnLOF 2070 negative resist and pre baking for 1 minute at 95 ◦C. Use
recipe: Co - AZNLOF2070 - 3000nm (resist thickness: 3.0 µm at 48% RV).

2. Alignment and exposure @ Class 100
Use the EVG 420 contact aligner using soft contact and an exposure time of 3.8
sec. Use catalyst mask.

3. Development @ Class 100
After exposure a post-exposure bake at 115 ◦C for 1 minute is performed on the
EVG-120 wafer track, followed by a development step using Shipley MF322 devel-
oper (double puddle process), and a post bake at 100 ◦C for 1 minute. Use recipe:
Dev - Double Puddle 2

4. Inspection: linewidth and overlay
Visually inspect the wafers through a microscope, and check linewidth and overlay
and if the resist is removed from the unexposed area.

5. Ti and Ni deposition @ Class 100/10000
Perform subsequent Ti and Ni deposition using the class 100 or class 10000 e-beam
evaporator.

6. Resist removal @ SA lab
Fill a single wafer beaker with acetone, but one or two wafers in each beaker
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and let stand overnight. Slightly shake the wafers after half an hour and before
taking them out to remove the resist. Rinse and dry using N2. Do not use single
wafer dryer if no backside contamination step has been performed after the e-beam
evaporation!

7. Inspection @ SA lab
Use the microscope to check if all photo resist is removed and the wanted pattern is
still on the wafer. Put a tissue on the microscope stage to prevent contamination!
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Appendix C

Experimental methods & Raman
spectra

C.1 SEM and TEM

Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are
both characterisation techniques using a high power electron beam to view samples on
the micro- and nanometre scale. Although they both use electron beam, the working
principle and sample requirements are quite different.

In case of SEM the surface of a sample (which can be a full scale wafer) is scanned
with an electron beam typically with an energy ranging from several keV to 30 keV. As the
electrons interact with the sample they generate secondary electrons (electrons generated
as ionization products) which are detected and used to form an image of the surface
topography. No sample preparation is typically needed when imaging semiconductor
industry samples. However, non conductive parts will be charged due to the electron
beam and thus become brighter after prolonged exposure.

SEM is an ideal method to quickly investigate growth results of CNTs, although due
to the sometimes limited resolution it might be difficult to obtain an accurate diameter
estimation or quality assessment. For our experiments the samples were tilted 45◦ to get
a better view of the growth and estimate length. Generally a high acceleration voltage
(15-25 keV) was used to improve resolution. For imaging the Novellus samples the Philips
FEI XL50 in the class 100 was used, while for the BlackMagic II the Philips FEI XL30,
which used to be in the class 10000, was employed due to contamination regulations.
The NanoLab samples were imaged using a high resolution JEOL JSM-7001F in the
Boston College University nanofabrication cleanroom.

In case of TEM a beam of electrons is transmitted through a very thin sample, just
like a typical optical microscope but with much larger magnification. The microscope was
used in bright field mode, in which the image is formed due to occlusion and absorption
of electrons by the sample. As electrons have to pass through the sample it should be
thinned to just a few nm. This requires a lot of sample processing. For imaging CNTs a
TEM grid can be used to scrape of some tubes, which makes sample preparation relative
fast.

As the resolution of TEM is much higher the individual walls of CNTs can be observed
and it is possible to accurately determine diameter and quality. The images in this
report were obtained using a FEI Tecnai G2 of the Applied Physics Kavli Institute of
Nanoscience.
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This microscope was also used to perform EDX (Energy-dispersive X-ray spec-
troscopy). This technique can be used for analysing which elements are present in the
sample by investigating the x-rays emitted when the sample is bombarded by electrons
from the TEM beam.

C.2 EDX spectrum of lift-off Ni sample

Figure C.1: EDX spectrum obtained at different points in the Ni cross-section

C.3 Introduction to Raman spectroscopy on CNTs

Raman spectroscopy is a method to study low frequency (i.e. vibrational) modes of
a system. The mechanism behind it is the inelastic, or Raman, scattering of photons
from a monochromatic light source (usually a laser in or around the visible range). The
photons interact with the phonons of the system resulting in the photon energy being
shifted up or down. This shift supplies information on the phonon modes of the system.

As the Raman scattering is generally weak compared to the elastic Rayleigh scat-
tering, this component has to be filtered from the return signal in order to observe
the Raman spectrum. The advantage of Raman spectroscopy is that it is a fast and
non-destructive method to investigate all kinds of samples without preparation.
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Micro Raman spectroscopy was performed using a Renishaw inVia Raman microscope
with an 514 nm Argon laser. From all samples the baseline (when present) was sub-
tracted , unwanted (cosmic rays or large Si peaks) were removed or reduced and finally
the spectrum was smoothed using the WiRE 2.0 SP9 software available on the Raman
microscope. The parameters of the spectrum were extracted by a small self-written Mat-
lab script, which can be found in appendix D.3. It was found that extracting the peak
widths using Lorentzian curve fitting with the WiRE software was more accurate than
with the Matlab FWHM() function. Thus the values found in this report are obtained
using Lorentzian curve fitting [189].

As the laser intensity differs from sample to sample peak intensities cannot be com-
pared directly (hence the arbitrary units for the y-axis). However, it is possible to
compare ratio’s of peaks determined from a spectrum and their widths between different
samples.

Figure C.2: Peak assignment in Raman spectra of carbon nanotubes (MWNT sample)

In the Raman spectrum made from a CNT (bundle) multiple peaks can be observed,
as displayed in figure C.2. Beside the CNT/graphite related peaks often a Si related
peak around 500 and 1000 cm-1 can be observed, especially for low density samples. For
the samples where this peak had a magnitude much larger than either the D or G peak
the magnitude has been reduced, as this peak is not of much interest to us.

In the range of 120-350 cm-1 the so-called Radial Breathing Mode (RBM) can be
found when SWNT samples are exited. These first order modes are unique to CNTs and
are caused by the vibration of the carbon atoms in the radial direction (often described
as if the tube was breathing, hence the name). The frequency at which the RBM occur
is diameter dependent by ωrbm = A/d + B (A typical being 248 cm-1nm and B = 10
cm-1) [189]. Beside for determining the diameter the RBM can be used to extract the
(n,m) parameters of the tube from a clear spectrum [194]. For tubes above 2 nm the
RBM becomes very weak, which is the reason they’re not observed in MWNT samples.

The next band is the so-called D-peak (or D-band) around 1350 cm-1, which is also
present in graphite-like materials. It is a second order phonon mode band related to
disorder in the system [170,195]. All kinds of disorder has been related with the D band,
such as defects, end caps, bending and a-C [196]. The position of the D band depends
on the diameter and chirality of the CNT and the laser energy [170,189].

Around 1600 cm-1 the G-peak is found. Again this peak is not unique to CNTs
and appears in all graphite materials. It is associated with the graphite in-plane unit
cell and is a first order mode (the only for graphite) [189]. For small diameter CNT
the G-band can split into two separate peaks (G- and G+). The G- lineshape tells



124 Experimental methods & Raman spectra

something about the electric type (a Lorentzian shape can be found for semiconducting
tubes). The positions of the two separated tubes depends on the diameter [195]. For
large diameter tubes only a single G-peak can be observed. The G-peak is not sensitive
to laser energy [189].

The following peak is the G’ or 2D peak, which is the overtone of the D-peak and
can be found around the double of its frequency (2700 cm-1). While the D band can be
almost absent in high quality samples the G’ band doesn’t need defects to exist [170,189].
For an individual SWNT the place and shape of the G’ band can be used to check if
the estimated (n,m) parameters are correct [194]. The frequency of the band depends
again on the laser energy.

The last peak is the combination of the D and G peak [170]. To the authors knowledge
not much research has been done on the properties of this band (Raman spectroscopy
on CNT is still a rather new field, especially for the case of MWNT [189]). Therefore
we will only name it.

As our samples consist of MWNT bundles we’re mainly interested to use Raman
spectroscopy to investigate the graphite quality of the samples. The ratio between the
density of the D and G peak (ID/IG) has been used to tell something about the sample
graphite quality for quite some time [170, 189, 196]. Besides the ratio also the peak
widths (full width at half maximum, FWHM to be precise) have been used. A very
broad FWHM of the D-peak has been associated with a-C [195] and an increase in
defect size [170]. Generally, the appearance of clear and sharp higher order peaks has
been associated with high crystallinity [164,190].

Antunes et al. investigated the properties of the intensity ratios and the FWHM
of the D, G and G’ peaks against diameter. They found that an increasing ID/IG
with constant FWHM(D) indicates an increase of the number of defects with the same
spreading in domain size. The opposite, however, indicates an increase of defects with
a further spreading of the domain size. They state that the product of ID/IG and
FWHM(D) is a better parameter to investigate the defect density. They also found the
the FWHM(G’) shows about the same sensitivity to the defect density as the before
mentioned product. Finally they state that the width of the G and G’ bands and their
ratio IG′/IG are also sensitive to the defect density, but to what extend is not mentioned.

More information about the relation between quality and second order peaks can be
found in the work of Lee [197] on graphite. For graphite both the G’ and D+G peak
intensity increase when the quality increases, while the width decreases. There results
were verified with XRD (X-ray Diffraction), the second order peaks were found to be
more accurate than the first order peaks when the data was compared with XRD.

In case of MWNT Musso et al. [188] found an decrease in ID/I ′G ratio when annealing
MWNT at a higher temperature. The ID/I ′G appeared to be more sensitive to defects
than the ID/IG ratio. In their results the IG′/IG ratio showed only minor change over
annealing temperature range. Again the results were compared with XRD.

C.4 Raman spectra of growth experiments

In this section all the Raman spectra taken from the samples can be found. The baseline
has been subtracted when present, unwanted peaks have been removed or reduced and
the final result has been smoothed. For samples with a strong baseline the original
spectrum has been plotted in green on the right axis. Lorentzian curve fitting was
performed with the WiRE software in order to determine the width of the peaks [189].
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C.4.1.1 DC-PECVD

Figure C.3: Raman spectra of 500 ◦C DC-PECVD
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Figure C.4: Raman spectra of 450 ◦C DC-PECVD
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C.4.1.2 APCVD

Figure C.5: Raman spectra of 640 ◦C APCVD
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Figure C.6: Raman spectra of 500 ◦C APCVD

Figure C.7: Raman spectra of 450 ◦C APCVD
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C.4.1.3 HF-PECVD

Figure C.8: Raman spectra of 500 ◦C HF-PECVD
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C.4.2 NanoLab
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C.4.2.1 HF-PECVD

Figure C.9: Raman spectra of HF-PECVD run 1
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Figure C.10: Raman spectra of HF-PECVD run 2
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Figure C.11: Raman spectra of HF-PECVD run 3
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Figure C.12: Raman spectra of HF-PECVD run 4
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Figure C.13: Raman spectra of HF-PECVD differently cleaned Fe 6 nm lift-off
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C.4.2.2 Thermal CVD

Figure C.14: Raman spectra of 3” furnace CVD at 600 ◦C
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Figure C.15: Raman spectra of 2” furnace CVD at 600 ◦C
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Figure C.16: Raman spectra of 2” furnace CVD at 600 ◦C with reduced flow-rate

Figure C.17: Raman spectra of 2” furnace CVD at 550 ◦C
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Figure C.18: Raman spectra of 2” furnace CVD at 500 ◦C

Figure C.19: Raman spectra of 2” furnace CVD at 450 ◦C
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Figure C.20: Raman spectra of lift-off samples at 600 ◦C

Figure C.21: Raman spectra of lift-off samples at 500 ◦C



Appendix D

Matlab files

D.1 SWNT simulations
clear all;

%Parameters
W = 10000000; %Bundle width
H =10000000; %Bundle heigth
s_min = 0; %Minumum separation
s_max = 5.0; %Maximum separation
s_increment = 0.1; %Increment steps separation
d_start = 0.6; %Minumum diameter
d_end = 3; %Maximum diameter
d_increment = 0.1; %Increment steps diameter
Rq = 6450; %Quantum resistance
Rc = 0; %Contact resistance

%Calculations
j=1;
for(s=s_min:s_increment:s_max) %s-loop

i=1;
for(d=d_start:d_increment:d_end) %d-loop

Nw = floor((W+s)/(d+s));
Nh = floor((H-d)/((d+s)*sqrt(3)/2))+1;
if((W+s-Nw*(d+s))>((d+s)/2))

Ncnt = Nw*Nh;
else

Ncnt = Nw*Nh - floor(Nh/2);
end
Density(i,j) = Ncnt/((W/1e7)*(H/1e7)); %Matrix with densities
Rcnt(i,j) = 3*Rq/Ncnt + 3*Rc/Ncnt; %Matrix with bundle resistances
Rcntcm2(i,j) = (3*Rq/Ncnt + 3*Rc/Ncnt)*((W/1e7)*(H/1e7)); %Matrix with bundle resistance/cm2
d_vec(i,1) = d;
i = i + 1;

end
s_vec(j,1) = s;
j = j + 1;

end

D.2 MWNT simulations
clear all;
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%Parameters
W = 10000000; %Bundle width
H = 10000000; %Bundle heigth
s_min = 0; %Minumum separation
s_max = 10.0; %Maximum separation
s_increment = 0.1; %Increment steps separation
d_start = 3; %Minumum diameter
d_end = 100; %Maximum diameter
d_increment = 1; %Increment steps diameter
d_ratio = 0.5; %Dmin/Dmax
Rq = 6450; %Quantum resistance
Rc = 0; %Contact resistance

%Calculations
j=1;
for(s=s_min:s_increment:s_max) %s-loop

i=1;
for(d=d_start:d_increment:d_end) %d-loop

Nw = floor((W+s)/(d+s));
Nh = floor((H-d)/((d+s)*sqrt(3)/2))+1;
if((W+s-Nw*(d+s))>((d+s)/2))

Ncnt = Nw*Nh;
else

Ncnt = Nw*Nh - floor(Nh/2);
end
Density(i,j) = Ncnt/((W/1e7)*(H/1e7)); %Matrix with densities
if(d<6)

Nchan = 2/3*(1+floor((d-d_ratio*d)/(2*0.34)));
else

Nchan = (1+floor((d-d_ratio*d)/(2*0.34)))*(1/2*0.0612*(d+d_ratio*d)+0.425);
end
Nchan_vec(i,1) = Nchan; %Vector with channels vs diameter
Rcnt(i,j) = 2*Rq/(Nchan*Ncnt); %Matrix with bundle resistances
Rcntcm2(i,j) = 2*Rq/(Nchan*Ncnt)*((W/1e7)*(H/1e7)); %Matrix with bundle resistance/cm2
d_vec(i,1) = d;
i = i + 1;

end
s_vec(j,1) = s;
j = j + 1;

end

D.3 Raman analysis
function [d_freq, d_mag, g_freq, g_mag, gprime_freq, gprime_mag, idoig, igoigp, idoigp] = cnt_raman(raw)

%Raw is the unprocessed data from the Raman spectra inported from e.g. a
%txt file
%No solid peak detection has yet been found and implemented (for clear
%spectras it is not difficult, but for noisy spectra it is hard to
%determine a clear peak). Thus the user has to specify which peaks FWHM he wants
%to be checked using the three check parameters. Final visual inspection of
%the values with the actual spectra is highly recommended, especially for
%the G’ peak.
%ATTENTION: It is advised to use the WiRE software to obtain the peak widths instead
%of using this script

data = flipud(raw); %Start at low frequency
freq = data(:,1); %Frequency shift vector
spec = data(:,2); %Spectral vector
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%Extract place and magnitude of D-peak
f_1100 = find(freq > 1099 & freq < 1101);
f_1500 = find(freq > 1499 & freq < 1501);
[d_mag,d_index] = max(spec(f_1100:f_1500));
d_freq = freq(f_1100+d_index-1);

%Extract place and magnitude of G-peak
f_1800 = find(freq > 1799 & freq < 1801);
[g_mag,g_index] = max(spec(f_1500:f_1800));
g_freq = freq(f_1500+g_index-1);

%Extract place and magnitude of G’-peak
f_2500 = find(freq > 2499 & freq < 2501);
f_2850 = find(freq > 2849 & freq < 2851);
[gprime_mag,gprime_index] = max(spec(f_2500:f_2850));
gprime_freq = freq(f_2500+gprime_index-1);

%Calculate ratios
idoig = d_mag./g_mag;
igoigp = g_map./gprime_mag;
idoigp = d_mag./grpime_mag;

%Determine index minimum between D and G peak
[mag_mindg,f_mindg] = min(spec(f_1100+d_index-1:f_1500+g_index-1));
f_mindg = f_1100 + d_index + f_mindg - 2; %Correct to full scale data

%Determine FWHM D-peak
%if(check_d == 1)
% d_width = fwhm(freq(f_1100:f_mindg),spec(f_1100:f_mindg));
% if(isnan(d_width) == 1)
% d_width = -1; %Return width of -1 if the function couldn’t determine FWHM
% disp(’D peak not separated enough to determine FWHM’) %due to lack of data
% end
%else
% d_width = -1;
%end

%Determine FWHM G-peak
%if(check_g == 1)
% g_width = fwhm(freq(f_mindg:f_1800),spec(f_mindg:f_1800));
% if(isnan(g_width) == 1)
% g_width = -1; %Return width of -1 if the function couldn’t determine FWHM
% disp(’G peak not separated enough to determine FWHM’) %due to lack of data.
% end
%else
% g_width = -1;
%end

%Determine FWHM G’-peak
%if(check_gprime == 1)
% gprime_width = fwhm(freq(f_2500:f_2850),spec(f_2500:f_2850));
% if(isnan(gprime_width) == 1)
% gprime_width = -1; %Return width of -1 if the function couldn’t determine FWHM
% disp(’G prime peak not separated enough to determine FWHM’) %due to lack of data.
% end
%else
% gprime_width = -1;
%end
plot(freq,spec);
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