
Comparison of linguistic language classification based on origin and data driven 
language classification using the IPA and clustering

Isa Rethans1 , Marco Loog1 , Tom Viering 1 , Stavros Makrodimitris1 , Arman Naseri Jahfari1 

1TU Delft

Abstract
Language similarity is very useful for enrichment
data in both Natural Lanuguage Processing (NLP)
and Automatic Speech Recognition (ASR). A clus-
tering algorithm could provide an efficient means
to define language similarity in a data-driven way.
This research investigates the relation between lin-
guistic classification by origin and data driven clas-
sification based on the pronunciation of languages
using k-means clustering where the focus is placed
on the Indo-European languages. The results show
large variation in cluster results and consequently
large variation in correspondence with linguistic
classification. This is caused by a relatively even
spread of the data over the feature space. Still, the
results indicate significance in the relation between
the two classification methods. Furthermore, this
research functions as a foundation and a source of
inspiration for a lot of possible future research.

Natural Language Processing (NLP) techniques are
becoming increasingly sophisticated. In a similar way, Auto-
matic Speech Recognition (ASR) methods experience rapid
development. Both NLP and ASR are linguistic fields related
to Computer Science. With many languages in the world a lot
of great use can be achieved. For example, the combination
of the two fields results in something that comes closest to
real conversation between human and machine. However, for
many languages there is little to no data available. Language
similarity has proven to be very useful for enrichment of NLP
and ASR data. One study used the similarity of the Russian
and Czech language to create a resource light morphological
tagging mechanism for Russian [11]. Additionally, the study
by Xia et. al (2007) uses resource-rich languages to enrich
data for similar languages without a lot of data available [26].
The field of linguistics defines two different language
classifications. First of all, there is genetic classification
which considers the relatedness based on history and origin
of languages. Secondly, there is typological classification
which is based on structural characteristics of language
[18]. To form the language classification based on genetic or
typological features, a lot of linguistic knowledge is required.
A clustering algorithm could provide an efficient means to
investigate the option of describing language similarity in a

data-driven way. The characteristic that is used for clustering
is pronunciation since it is very prominent in ASR and it is a
simple feature that is available for every language. The In-
ternational Phonetic Alphabet (IPA) describes pronunciation
in written form. As this is used for the pronunciation of all
languages, no difficulties will arise with varying alphabets.
Cluster evaluation is not straightforward due to absence
of an objective measure for language similarity based on
pronunciation. It is useful to have some reference to compare
the classification to. This may be found in language origin.
The fact that there is a relation between the origin of a
language and its pronunciation gives reason to believe
that there is a possibility for a relation between language
classification based on origin and language classification
based on pronunciation.
The main question of this research is: ”How does data-driven
language classification using IPA and clustering compare to
linguistic language classification based on origin?”. This
research focuses on Indo-European languages. This allows
to narrow down the research, while still being able to make
a proper comparison. Furthermore, a selection of languages
differing from the Indo-European Languages is used to verify
that the similarity with those is very low.
This study uses Term Frequency - Inverse Document Fre-
quency (TF-IDF) to create a numerical representation of the
data per language. After this Singular Value Decomposition
(SVD) is applied to reduce the dimension of the produced
vector. This results in a useful form of data which is ready to
be fed into a clustering algorithm. Then, k-means clustering
is applied and evaluated using various methods to provide
insights from different points of view.
The remainder of this paper is structured as follows. Chapter
2 provides the reader with the background knowledge of
terms and techniques used. Chapter 3 goes into related
work. Chapter 4 focuses on the experimental set up of the
clustering, including data extraction, data processing and
vectorisation. Chapter 5 contains the results and a immediate
topic specific discussion. A more general discussing follows
in Chapter 6. Chapter 7 provides ideas for future research
and in Chapter 8 conclusions are drawn. Lastly, Chapter 9
addresses ethics and reproducibility.
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1 Background information
In this paper a few domain specific terms, techniques and
methods are used. This section addresses this to improve un-
derstanding and ease reading the next sections.

1.1 IPA
Since the aim is to try and find patterns in pronunciation, all
the words in the dataset are written in IPA. This alphabet is
specifically designed to have a representation for the spoken
form and mostly uses characters from the latin alphabet. It
aims to provide an unique symbol for each distinctive sound
that exists in spoken language [6]. The idea behind this alpha-
bet is to have one general representation of spoken language
independent of the variation of alphabets between languages.
This is very convenient for the clustering, because it allows
to easily use and compare words from all languages without
having to take notice of different alphabets.

1.2 N-grams
The words in the raw data undergo some processing steps,
which will be described in more detail in the Method section.
What matters here is that one of the steps is the creation of
n-grams. N-grams are sequences of n symbols. Each pro-
nunciation is mapped to all possible n-grams by applying a
moving window on a word with window size n. Figure 1
gives an example.

Figure 1: Example: 3-gram split for hello in IPA

1.3 Vectorization with TD-IDF
To be able to run a clustering algorithm the data must be in
a way that a computer can comprehend. It is not possible to
just have a lot of text as input. Therefore there is necessity
for a numerical representation. TF-IDF is one of the most
popular techniques in NLP to achieve that [23]. It is a term
weighting technique that indicates the importance of a term
within a document. It counts how often a term occurs in a
document (term frequency) and scales it by a factor that rep-
resents how popular the term is in other documents (inverse
document frequency). A high value implies a strong relation
with the document. In this research a n-gram is a term and a
language is a document.

1.4 Dimensionality Reduction
The goal of dimensionality reduction is to reduce the size of
the feature space while preserving the most important fea-
tures of the original data. [15]. Singular Value Decomposi-
tion (SVD) accomplices that by matrix factorization. It de-
composes a matrix Y with dimensions m×p into USV T ,
with dimensions m×k, k×k and p×k respectively [2]. So at
the start there are m languages and p features (n-grams) and
after SVD only the k most relevant features remain. Dimen-
sionality reduction is required once more for 2-dimensional
visualisation. For this purpose t-SNE is very appropriate [2].

The resulting 2-dimensional vectors have a high probability
to be close together when they are similar and a high proba-
bility to be relatively far away if they are not similar.

K-Means Clustering
The goal of clustering is to assign labels to a set of objects in
a way that objects with the same label have more in common
than objects with another label. The method used is k-means
clustering, which is a partitional clustering method that aims
to divide the data into k disjoint subsets [17]. The algorithm
starts by randomly picking k initial centroids for each cluster.
Next, each point is assigned to the nearest centroid. After
which the centroids are reassigned to be the centre points of
the current clustering. The last two steps are repeated until
there is no further change [14].

1.5 Silhouette Score
The silhouette score is a a standard cluster evaluation method
which indicates cluster coherence. It takes values between -
1 and 1 [3]. Let l be an feature vector assigned to a cluster
A. Also, we define d(l, C) to be the average distance from
l to all the other points in a cluster C. Then, d(l, A) is the
average distance of l to all the other vectors in its own cluster
A, which we denote by a(l). Next, we take the minimum
d(l, C) over all the clusters except A. We define B to be the
cluster for which this minimum is reached and b(l) to contain
this minimum value (d(l, C) = b(l)). So, B is the closest
cluster for l other than A. Now the silhouette score is:

s(i) =
b(i)− a(i)

max (a(i), b(i))

The interpretation of this value is eased by looking at its ex-
tremities. A value of s(i) close to 1 means that the average
distance within a cluster is much smaller than the average dis-
tance with the closest cluster. Therefore i has been assigned
to an appropriate cluster. If s(i) is close to 0, a(i) and b(i)
are approximately the same. Hence there is much more indif-
ference about the assignment to either A or B. Finally if s(i)
is close to -1, it means that l is on average closer to B then
A, so this almost indicates classification. To calculate the sil-
houette score for the whole data set, the average is taken over
all vectors. [24].

1.6 Rand-Index
The Rand-Index is a value indicating the correspondence be-
tween two distinct partitions of the same set. It takes into
account all possible pairs of objects in a set. Let U and V be
two partitions of a set S. Then two options arise: either U
and V are in agreement or they are not. Being in agreement
in this case, means that a pair of objects is either in the same
partition in both U and V or in a different partition in both
U and V . Whereas disagreement means that the objects are
in the same partition in U and in a different partition in V or
vice versa [12]. Now the rand index is:

RI =
Count of Pairs in Agreement

Total Number of Pairs
A drawback is that this metric gives high values when com-
paring two random partitions. To account for chance the ad-
justed rand index (ARI) exists, which normalizes the Rand



Index using the expected value for the similarity of two ran-
dom partitions. The ARI has a value between -1 and 1 and is
0 for the expected value of random cluster assignment [25].

1.7 Elbow method
The elbow method is a way to determine the optimal k in
k-means clustering. The idea is to try increasing values for
k and calculate the distortion. The distortion is defined as
the sum of the squared distances between each observation
and the corresponding cluster centre. A plot with k on the
x-axis and distortion on the y-axis will result in a decreasing
and convex curve like Figure 2. The optimal value for k is
located at the inflection point. The intuition behind this is that
the distortion declines rapidly when k approaches the actual
number of clusters. Whereas, exceeding the actual number of
clusters will result in decline at a decreasing rate [28].

Figure 2: Example: 3-gram split for hello in IPA

2 Related work
A general way to see this research is like a text clustering
problem. This problem occurs often and thus many research
on this topic is available. Needless to say, each research has
its own approach that fits the specific problem. In clustering,
many design choices have to be made. Some of the most im-
portant are the way to define a representative numerical rep-
resentation of the data, which clustering algorithm to choose
and which parameters for that specific algorithm to use.

For term weighting, TF-IDF is a widely adopted approach
[21]. However, it results in high dimensions which are not
efficient to work with performance wise (computation time)
and memory wise. Moreover, vectors in a high dimensional
space appear equidistant to each other, this phenomenon is
known as the curse of dimensionality [13]. The unifor-
mity in the distances between all vectors make them appear
equally alike, which complicates forming meaningful clus-
ters. Therefore, TF-IDF is often combined with a dimension-
ality reduction technique. This reduces the vector dimensions
enormously with higher clustering accuracy, speed up and
better topic matching. [15]. Many variants exits. As SVD is
designed for decomposition of matrices, it is very appropriate
for the the TF-IDF matrix. For machine learning tasks re-
garding texts, Latent Semantic Analysis (LSA) is most often
used. This method is based on SVD and is aimed to discover
semantic relations between features [2]. However, seman-
tic relations do not contribute to sound similarity. Therefore
SVD seems the more appropriate option.

Lastly, other comparisons of data driven and genetic lan-
guage classification exist. However, these studies all use lan-
guage characteristics other than pronunciation to form the

feature vectors for clustering. One study used translations of
sixteen words in each language as characteristic. Their results
had big correspondence to genetic language classification [4].
In contrast, for a study that uses typological features of lan-
guages as data, the results turned out to be very different from
genetic classification [9].

3 Dataset and Experimental Set Up
This section goes into detail about the method of this re-
search. Figure 3 displays an overview of the method.

Figure 3: Summary of methodology

3.1 Data extraction
The required data consists of documents of words written in
IPA for as many languages as possible. No such ready made
dataset exists, hence there was a need to create one. In or-
der to do this, the data from ipa-dict [5] and Wiktextract [27]
were used. Ipa-dict contains of lists of word to pronunciation
mappings for 24 languages. There are multiple formats avail-
able for the dictionaries. The CSV format was opted for, due
to easy integration with the Pandas package. Wiktextract is a
Python package that provides the functionality of interaction
with data from Wiktionary. Wiktionary is an extensive dictio-
nary that contains a lot of information about words from many
languages. Among that information, often the pronunciation
of words can be found [7]. Wiktextract provides Wiktionary
data dumps in JSON format. These were used to acquire the
IPA forms of words. Each word with available pronunciation
information was added to a CSV file in the format:

word , pronunciation , language code

For some words, multiple pronunciations are available. In
this case, the first option was taken. This, to make sure that
each word is equally represented in the data set. As a next



step, the two CSV files that are described above were read
and combined to one big dataset displayed in a Pandas data
frame. By combining languages present in both sources, du-
plicates arise. This problem was solved by always taking the
value provided by ipa-dict in case of a duplicate. Further-
more, the ipa-dict has data for multiple versions of English
(US and UK), Spanish (Regular and Mexican) French (Reg-
ular and Quebec), Vietnamese (Northern, Southern and Cen-
tral) and Chinese (Simplified and original). It was not pos-
sible to make the same distinction between dialects for the
words of these languages extracted from Wiktionary. There-
fore, the Wiktionary data was omitted and thus only the ipa-
dict data was used for these languages. Lastly, inspection of
the pronuncation data showed quite some symbols and signs
other than those from the IPA in the pronunciation. As the in-
consistencies came from the data for the Persian, Arabic and
Japanese language, those languages were removed from the
dataset. The final result is a large dataset with the structure
displayed in Figure 4. where the combination of word and
language form a unique key to the pronunciation.

Figure 4: Example dataset entries

3.2 Data preparation
After the dataset creation, a few preparation steps follow. The
first step is to surround each pronunciation by underscores, to
display the start and end. The reason for this is the fact that
the order and the place of residence of phonemes in words
are very relevant for how a language sounds. As a next step
the words were grouped per language and combined into one
big data container, in NLP often referred to as a document for
clustering (Figure 5).

Figure 5: Data grouped per language

The amount of data available per language varies from a
few up to tens of thousands of entries. To make sure a lan-
guage is reliably represented a minimum of hundred words
was maintained. Languages with less data were not used for
clustering, for which 250 languages remained. From these
the Indo-European languages were extracted, ending up with
62 languages for which the data quantities are displayed in
Figure 6 with a logarithmic scale for the size.

Next, the n-grams are formed. For this research a range
of one up to and including four was used. The choice for

Figure 6: Data size Indo-European languages

this range was based on the intuitive thought of an n-gram
representing a sound or sound combination which is relatively
short in length. This supports the goal of finding patterns in
sounds instead of whole words. Accompanied by the fact that
it is also a range commonly found in research [1]. Figure 7
gives the result of the first preparation steps.

Figure 7: N-grams in documents per language

Finally, the data is structured with TF-IDF using Scikit
Learn’s tfd-if vectorizer. The calculation of a TF-IDF weight
(wt,l) for term t and language l consists of two parts: term fre-
quency and inverse document frequency. [21]. For both parts
various implementations exists that slightly differ. However,
the core principle of representing term importance is not af-
fected. Note that in this case a term is an n-gram. The basic
definition of term frequency (tft,l) is the number of occur-
rences of term t in language l. Considering the unlikeliness
that a n-gram occurring ten times more often, has ten times
higher importance [20], we apply sub-linear scaling [16]. In
this research sub-linear scaling is applied in terms of logarith-
mic scaling in the following way:

log tft,l + 1

Moving on to the inverse document frequency. The default
implementation of Scikit-Learn uses the following formula:

idft,l = log
nl

dft + 1

Combining the two results gives:

wt,l = (log tft,l + 1) ∗ log n

dft + 1



The vectors per language (vl) formed with all the weights
calculated using the described formula, are then normalized
by the Euclidean norm:

vfinal =
vl

‖vl‖2
The normalization is part of the standard Scikit-Learn imple-
mentation as well and accounts for data imbalance per lan-
guage. After this process of TF-IDF, the resulting matrix is
structured like Figure 8. There are 62 rows, one for each lan-
guage and one column for each unique n-gram that occurs
over all documents.

Figure 8: TF-IDF matrix

3.3 Dimensionality Reduction
For this research, the data points used for clustering are the
rows of the TF-IDF matrix. So there is a vector per lan-
guage with TF-IDF weights for each n-gram as values. As
a first step of the clustering process, dimensionality reduc-
tion is applied. Since the IPA uses a lot of symbols to denote
the pronunciation the amount of optional combinations for n-
grams rises quickly. As a consequence, the dimensions of the
vectors become very high (see Figure 9). Using SVD these
dimensions are reduced to 50. This eases discovery of rela-
tionships between the n-grams that are analyzed. It allows the
algorithms to consider fewer random variables and establish
clearer links between those still present.

Figure 9: TF-IDF vector dimensions for varying n in n-grams

3.4 K-means
The classification of the Indo-European languages from lin-
guistics based on origin defines four big groups of languages:
Germanic, Italic, Balto Slavic, and Indo-Iranian. See ap-
pendix A for the languages used and the division of those
languages over the four language groups. In order to see if
there is a clear and easy to find overlap with the linguistics
classification, k-means clustering with k = 4 was applied as
a baseline.

The classification of k-means clustering and language clas-
sification, is actually a partition of the set of Indo-European

language. The two partitions are compared to investigate
the connection between them using the Adjusted Rand Index
(ARI). Also, the silhouette score is calculated. The motiva-
tion for using the latter metric will become clear in the result
section. As was mentioned in Chapter 2, the initial step of
k-means is random initialisation of k cluster centres. To ac-
count for the randomness the set of actions of running the
k-means algorithm and the calculation of silhouette score and
the ARI was repeated 100 times. This in order to find mini-
mum, maximum and average values for the metrics.

Furthermore, a sanity check was done by adding languages
very different from the Indo-European to see how those lan-
guages compare to the Indo-European languages. Note that
adding the languages to the data set means that the proce-
dure of vector creation using TF-IDF and dimension reduc-
tion has to be gone through as well. This is due to the fact
that adding new languages influences the inverse document
frequency part of TF-IDF. Inverse language frequency might
function as a more explanatory name in this case.

Lastly, the elbow method was applied to see which k is
optimal for k-means clustering of the pronunciation data and
how that corresponds to linguistics.

3.5 Distance metric
The thing that all clustering algorithms have in common is
the use of a distance metric. Many options exist, but for text
clustering Euclidean and Cosine distance are most often used
[10]. Euclidean distance measures the length of the line be-
tween two data points. The Cosine distance measures the an-
gle between two vectors [22]. With normalized vectors, the
square of the euclidean distance is equal to the cosine distance
[8]. Since squaring is a monotonic transformation for positive
numbers it will not change the result when trying to find the
nearest cluster centre for each point in k-means. Therefore,
the use of either Cosine or Euclidean distance does not influ-
ence the final clusters. We opted for Euclidean distance, since
this is standard for the k-means clustering in the Scikit-Learn
package.

4 Results and discussion
As outlined in the previous chapter, the dataset selected for
this study comprises pronunciation data of 250 languages
from which 62 are Indo-European languages. The latter are
converted into a TF-IDF matrix representation and used for
clustering. This section provides findings and results obtained
from the analysis of the conducted experiments which are im-
mediately discussed. A more general discussion will follow
in the next Chapter. In this section there will be attention
for the linguistic classification first. Then, the outcome of k-
means clustering will be shown and analyzed followed by the
evaluation of non-Indo-European languages to the dataset.

4.1 Linguistic classification
In the t-SNE plots of Figure 10, each language is a data point
and each colour represents a language group as specified by
linguistic classification based on origin. In each of the four
plots it is promising to see that the colours show some clus-
tering behaviour as opposed to being spread over the whole



surface. So, it seems possible for a clustering algorithm to
pick up clusters. Furthermore, based on the visualisation, it
looks like the data is quite uniformly spread over the feature
space. The presence of distinct clusters is missing, which
might complicate picking up the clusters for the clustering
algorithm.

Figure 10: Linguistic clustering

4.2 K-means

Applying the k-means with k = 4 results in four clusters that
are compared to the linguistic classification using the ARI.
As can be seen in figure 11, the range for the adjusted rand
score per type of n-gram is relatively big considering the full
range of -1 to 1. The wide range indicates that between each
iteration, there is large variation in the outcome of the cluster-
ing. As a consequence the correspondence with the linguistic
classification changes each iteration as well.

Figure 11: Metrics obtained from 100 iterations of k-means cluster-
ing

Silhouette score
As already mentioned, the t-SNE plots suggest a relatively
even spread of the data over the feature space as opposed to
the formation of clear and coherent clusters. Since t-SNE
makes assumptions about the data that differ from the as-
sumptions clustering algorithm make, one should be careful
to jump to conclusions too quickly only based on the visuali-
sation. However, the absence of clear clusters is also verified
when looking at the silhouette score displayed in figure 11.
The silhouette score values around zero indicate cluster in-
difference, which is what is expected with even spread of the
data. The combination of the randomness in the initialisation
of the k centroids in k-means and the relative equal distribu-
tion of data within the feature space increases the importance
of the initially picked centroids on the result of the cluster-
ing. This would be a logical explanation for the variation in
classes over the various iterations of applying k-means.

Adjusted Rand Index
Nonetheless, the similarity of the partitions based on the ARI
indicate similarity in classification of linguistics and k-means.
All the variations of n-grams have an ARI above zero, which
would be the expected value when comparing two random
partitions. The partition of the languages obtained using clus-
tering with TF-IDF vectors based on 1-grams and 2-grams
have the biggest similarity with the partitions that linguistics
specify. One explanation for this is that 1-grams and 2-grams
are the most suitable for the representation of pronunciation
when comparing it to genetic origin. However, it could also
be that the dimension of 50 for 3-grams and 4-grams are too
low for a clustering algorithm to pick up patterns. The rel-
ative reduction in dimensionality of the TF-IDF vectors for
3-grams and 4-grams is much bigger compared to those of
1-grams and 2-grams.

ARI interpretation
In Figure 12 and 13 the similarity of the linguistic classifica-
tion and the classification of the k-means clustering is visual-
ized for two different values of the ARI. This helps interpret-
ing the value of the ARI and allows for more detailed analy-
sation. The colours of the squares correspond to the linguistic
classification. The position and colours of these squares is ex-
actly the same as in the top right plot in Figure 10. The little
circles situated on top of the squares are for the classification
found by k-means. The colours of the circles are assigned
in such a way that the amount of data points with the same
colour for the square and for the circle is maximized. That
is, each cluster obtained from k-means is assigned the colour
of the linguistic language group with which it has the biggest
overlap of languages.

The ARI for Figure 12 is 0.8053, the maximum value
reached in all the iterations of k-means as can be seen in
Figure 11. Here, five languages are classified differently by
k-means as compared to linguistics. Two pairs are strongly
related since they are two dialects of both the French and
Kurdish language. It is desirable that two dialects cluster
together considering the aim of finding language similarity.
However, the question remains why languages classify dif-
ferently when compared to linguistic classification. By eval-
uation of the other cluster results, it appears that some lan-



Figure 12: Similarity of k-means and linguistic classification with
ARI of 0.8053

Figure 13: Similarity of k-means and linguistic classification with
ARI of 0.4139

guages are often classified differently compared to linguistic
classification. The five differently classified languages from
Figure 12 belong to that category. In the plot the datapoints
corresponding to those five languages are on the edges of the
formed clusters. So, most probably the way they are classified
is very sensitive to the initialisation of the cluster centroids.
This reasoning looks solely at the actual clustering. However,
the translation of being on the edge of a cluster to linguistics,
is that the pronunciation of those languages is on the border
between various language families. This could have many

causes, one of which is geographical location. This possibly
applies for French for example, since France is close to many
countries that do not have languages from the Italic language
family. However, this is one explanation and many more op-
tions exist.

The value of the rand score for Figure 13 is 0.4138, which
is around the average ARI for 1-grams and 2-grams. In
this plot we see that sixteen languages are classified differ-
ently, which is approximately a quarter of the size of the to-
tal dataset. In this specific example many Balto-Slavic lan-
guages are clustered together with a large group of Italic lan-
guages. However, in other iteration of the k-means the varia-
tions are in other language groups, so no clear patterns on how
languages classify differently between the various language
groups have been found. Within the clusters of k-means pat-
terns do arise. There are groups of languages that are almost
always classified together by k-means, indicating that there is
a strong connection between their sounds. This will be further
mentioned in the future work section.

4.3 Addition of non-Indo-European languages

So far, it seems like similar languages based on origin are
more likely to cluster together. The expected behaviour for
languages very different from the Indo-European languages,
is to be distant. A sanity check is done by adding, Korean,
Finnish and two dialects of Chinese. The plots in Figure 14
show that the distance is there, especially for Chinese. The
other two languages blend more into the Indo-European lan-
guages. From the t-SNE plots Finnish is most similar to
Indo-European languages, which we expected since it is a
European country surrounded by countries that speak Indo-
European languages.

Figure 14: t-SNE plots including four not Indo-European Languages



4.4 Elbow method
Lastly, the lines in Figure 15 do not have an inflection point.
Therefore the elbow methods is inconclusive about which k
optimal for the k-means clustering. When there is large agree-
ment between linguistic classification and k-means, a value
of four would be expected. Or a higher value, which would
mean that smaller subgroups are recognized. However, the
inconclusive can be led bag to the even data spread and is
therefore not surprising. It does indicate that the choice for
the value of k has to be based on other arguments. Like for
this research we initially chose four based on genetic classifi-
cation. But if one wants to do research on more specific sub-
groups within Indo-European languages another value could
be suitable.

Figure 15: Elbow method for all variations of n-grams

5 Discussion
This section discussed the conducted experiments and the ob-
tained results with a global look on the research.

From the experiments, it becomes clear that a relation can
be found between the linguistic and k-means language clas-
sification. To which extent this relation applies is harder to
answer. It varies between the iterations of k-means and with
different tuning options like the n in n-grams. The absence of
an objective measure for similar sounding languages compli-
cates the argumentation for why and to what extent languages
are classified differently. Moreover, the validity of the results
will be improved by addition of data. Although the vectors
normalisation accounts for the variation in the data size per
language, the languages with few data available will still ben-
efit due to better representativeness. Also, a specific niche
was looked at using Indo-European languages and k-means
clustering. The findings based on this approach do not neces-
sarily extent to language families.

Lastly, the initial idea was to also conduct a hierarchical
approach since within the four big language groups there ex-
ist more specific subgroups. A hierarchical approach is suit-
able to try since it decomposes the dataset in a hierarchical
structure [19]. The tree structure defined by linguistics can
be found in appendix B. We tried the hierarchical approach.
One of the results (see Appendix C) came out very similar
to the linguistic classification, even on a more specific level.
However, the overall results of hierarchical clustering were
only analysed manually. We considered the results were not
of enough value to be described in this paper, therefore it is
left for future research.

6 Future Work
This research gives rise to many opportunities for future re-
search. Either by doing a more in depth analysis of the ap-
proach used in this research or by trying something com-
pletely different. More in depth analysis should focus on
the variations in the iterations of k-means. Finding groups
of languages that occur together most of the time and find-
ing languages that occur are on the edges between language
groups. We speculate that there is a specific distance between
two vectors for which there is a very high probability of being
of the same origin. For a different approach we recommend
a hierarchical clustering algorithm. As already mentioned in
the previous section the foundations for this can be taken from
this research. Furthermore, extension of the dataset especially
for languages with not to much data available will result in
more representative vectors. Moreover, other language fam-
ilies could be considered to see how they relate to genetic
classification. Lastly, research can be done to define the ap-
plicability and usefulness of the found classification method.

7 Conclusion
In this research, we composed a dataset with pronunciation
of word written in IPA for 250 languages. Using this data, we
compared data driven language classification using the IPA
and clustering to linguistic language classification. The re-
sults show that there are definitely patterns in pronunciation
that give rise to similarity in k-means and linguistic language
classification. Due to the relative even spread of the data over
the feature space, the variation in obtained results between
various iterations of the k-means clustering was large and no
optimal value for k could be found. However, for 1-grams
and 2-grams the average Adjusted Rand Index was 0.4178
and 0.4363 respectively, which translates to approximately
three quarters of the languages classified in groups that are in
agreement with linguistics. Still, this research can be much
more extended and functions as a foundation and a source of
inspiration for future research.

8 Responsible Research
This research was done as part of the course CSE3000 at Delft
University of Technology. To accommodate full reproducibil-
ity every step taken has been described as precise as possible.
All the settings and parameters are enclosed and the code is
openly available on the Github Repository1. The data has
been extracted from sources with open licence and was han-
dled with care. No data has been purposely removed unless
a justified explanation was provided. This explanation is al-
ways related to better representativeness and not to manipu-
late results. The data has only been handled objectively and
no outliers were removed. Probability did play a role in the
experimental setup. Therefore, some result might come out
slightly different when the experiment is repeated. However,
the results should not differ significantly. The general con-
clusions drawn from the results should therefore not be any
different when the research is repeated.

1https://github.com/i-rethans/CSE3000 language similarity
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A Indo-European Language Groups

Balto-Slavic Germanic Italic Indo-Iranian
Russian Hunsrik Lombard Marathi

Belarusian German Ligurian Gujarati
Polish Luxembourgish Dalmatian Sanskrit

Ukrainian Swiss German Ladino Bengali
Lithuanian Dutch Sicilian Assamese

Macedonian Afrikaans Sardinian Urdu
Bulgarian Western Frisian Corsican Hindi

Slovak Low German Portuguese Panjabi
Czech Northern Frisian Galician Northern Kurdish

Slovenian Yiddish Romanian Central Kurdish
Latvian Middle Low German Italia

Middle Dutch Latin
Limburgan Catalan
Old Frisian Spanish MX

Gothic French QC
Old High German French FR

Norwegian Nynorsk
Norwegian Bokmål

Swedish
Icelandic
Faroese

English US
English UK

Danish



B Language tree of the Indo-European
language family



C Hierarchical clustering result
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