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Abstract
Large text corpora used for creating word embed-
dings (vectors which represent word meanings) of-
ten contain a stereotypical gender bias. This un-
wanted bias is then also present in the word embed-
dings and in downstream applications in the field
of natural language processing. To prevent and re-
duce this, more knowledge about the gender bias
is necessary. This paper will contribute to this by
showing how gender bias in word embeddings from
Wikipedia develops over time. Quantifying the
gender bias over time shows that words in Science
and Arts have become more female biased. Fam-
ily and Career have stereotypical biases towards
respectively female and male words, which have
steadily decreased since 2006. This provides new
insight in what should be done to make Wikipedia
more gender neutral and how important the time
of writing can be when considering biases in train-
ing word embeddings from Wikipedia or from other
text corpora.

1 Introduction
Word embeddings are vectors that represent the meaning of
words and how words relate to each other. These represen-
tations are an important tool for natural language processing
tasks. Word embeddings enable, among other things, to solve
analogies, improve search results, analyze sentiment and clas-
sify documents [1–4]. These embeddings can be created with
unsupervised learning from a large corpus of text [5].

Previous research uncovered that large corpora of text used
for training word embeddings often contain a stereotypical
gender bias [1, 6, 7]. When word embeddings are created
from these corpora, they also contain this bias. Stereotypical
words are more strongly associated with male words than fe-
male words or the other way around. For example, the word
‘marriage’ is a lot more closely associated with female words
such as ‘she’ and ‘woman’ than male words such as ‘he’ and
‘man’. This gender bias is representative of the bias present
in society [6, 8]. Quantifying the biases in word embeddings
can therefore also be used to evaluate the biases in society.

It is important to remove or reduce these biases from word
embeddings in order to prevent unwanted consequences in
usage. One example of a unwanted effect given by Boluk-
basi et al. is that when improving search results, biased word
embeddings can give biased results [9]. The bias could poten-
tially cause scientific research with male names to be ranked
higher since this name would have a higher association with
the search words [9].

Another example of a downstream application with un-
wanted consequences in usage is machine translation. Google
Translate uses word embeddings to improve translations [10].
However, these translations exhibit stereotypes. If you trans-
late a sentence from a language with a gender neutral pronoun
to English, a sentence about a nurse is translated with female
pronouns while engineer is translated with a male pronoun
[11]. These stereotypical translations can be improved by us-
ing more neutral embeddings [12].

To prevent these biases in downstream applications, more
research on gender bias in word embeddings is necessary.
Bolukbasi et al. have already proposed a method for debias-
ing [9]. However, research has shown that this debiasing cov-
ers up biases instead of removing them and there are still sys-
tematic biases present in the embeddinsgs [13]. This shows
that it is very important to do more research into the presence
of biases and how to measure different aspects of gender bias.
This is necessary to be able to reduce the biases, either with a
different debiasing method or by using less biased corpora.

Research shows that gender bias has decreased over time up
to the year 2000 [7, 8]. For more recent years, how gender
bias in word embeddings has progressed is still unknown.
If the decreasing trend has continued in more recent years,
this would mean that training algorithms on more recent data
could already decrease gender bias without altering the word
embeddings. To begin answering the question of whether this
trend is continuing, we will research the gender bias in one of
the large openly available text corpora: Wikipedia.

Research from Wagner et al. has already shown the pres-
ence of gender bias in Wikipedia [14], and the editors of
Wikipedia have actively tried to reduce this since 2013 [15].
Our research could also be used to evaluate the effectiveness
of these efforts and to adapt their strategies going forward.
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To accomplish these two contributions, the research question
‘How does gender bias in word embeddings from Wikipedia
develop over time?’ will be answered.

In short, it was found that words in the categories of Career
and Family are respectively male and female associated, but
this difference is steadily decreasing. The words that are re-
lated to the Science category used to be male biased, but have
become more female than male associated over time. Arts is
stereotypically female biased and this bias has increased over
time since 2006.

2 Gender Bias in Wikipedia
In order to determine potential causes for the development in
gender bias, it is important to review what is already known
about the gender bias in Wikipedia. In 2011, a big survey
was conducted to determine the demographics of Wikipedia
editors. The responses of this survey showed that less than
15% of Wikipedia editors are female [16]. This resulted
in research that established how this impacts the content of
Wikipedia on different dimensions of gender bias. The two
dimensions of gender bias that impact the word embeddings
will be explained in more depth.

The first important bias to consider is the coverage bias. Cov-
erage bias means that notable women are not covered as well
as notable men are. This can be seen if a smaller percent-
age of the notable women has their own Wikipedia page or
if these pages are less extensive. Research by Wagner et al.
in 2015 looked at three data sets of notable people and no
coverage bias was found. The percentage of notable women
present on Wikipedia was not significantly lower than that of
men [14].

However, research from 2016 showed a small glass ceiling
effect was present in Wikipedia. Women on Wikipedia are on
average more notable than men, which could be interpreted as
proof that women have to be more notable to be covered on
Wikipedia [17]. This is the bias that the efforts of Wikipedia
have mostly focused on, specifically by making lists of no-
table missing women and creating articles for these women
[18]. This could potentially cause words that are commonly
used in these biographies to have become more female asso-
ciated over time.

The second bias to consider is the lexical bias. Two dif-
ferences in how women are represented on Wikipedia were
found [17]. The first is that more words related to family
and relationships are present in female articles compared to
male articles. An article about a divorced person is 4.4 times
more likely to be about a woman. The second difference is
a stronger emphasis on gender. Articles about women con-
tain more words that are gender-specific, such as ‘female’ or
‘woman’ [17]. This can cause biases in the word embeddings.
When biographies about women for example contain phrases
as ‘female scientist’, whereas men are referred to as ‘scien-
tist’, this would cause the word scientist to be more closely
associated to female, despite there being both male and fe-
male scientists.

Little research has been done to show how Wikipedia has de-
veloped over time. Comparing the results from our research
to other gender related developments on Wikipedia is there-
fore difficult. The only available measure is the gender bias
by occupation since 2017 (see figure 1). Despite the short
time period, it can be used to evaluate some of the occu-
pations surrounding the stereotypical gender bias we are re-
searching.

In general, the percentage of female biographies has in-
creased steadily towards around 18%. This shows that the
proportion of female biographies on Wikipedia is improving,
but still very low. The biggest change can be seen for the
stereotypically male occupation ‘manager’, for which the per-
centage of female biographies increased with more than 5%
in this 3-year period. The occupation artist, which belongs to
the stereotypically female category of Arts, has a female per-
centage far above average with almost 30%. However, this
still means that the majority of artists on Wikipedia is male.

Figure 1: The percentage of biographies of women on Wikipedia for
different occupations since 2014. Source: data from Denelezh

[19]

3 Methodology
To answer the question of how the stereotypical gender bias
in word embeddings from Wikipedia has changed over time,
we first obtained the text corpora and trained word embed-
dings from this. Then, we used the WEAT test to quantify the
biases.1 Each of these steps will be explained in more detail
in this section.

3.1 Data
For the first step in assessing the development of gender
bias over time, we obtained full copies of all articles on
Wikipedia in 2006, 2008 to 2010 and 2014 to 2020 from

1The code that was used for preprocessing, training and bias
evaluation, including the used word embeddings, is available on
https://gitlab.com/kschmahl/wikipedia-gender-bias-over-time.



dumps.wikimedia.org and archive.org. To make a compari-
son between full Wikipedia backups and newly added arti-
cles, we created a second data set by taking all articles for
which the id was not present on Wikipedia two years before.
The articles in these data sets were then converted to tokens.
This means that all articles shorter than 50 words, all markup,
comments and punctuation were removed.

3.2 Training
The gensim word2vec model was used to train word embed-
dings [1]. This model uses a combination of Skip-Grams
(SG) and Continuous-bag-of-words (CBOW) to obtain word
vectors that represent the word semantics as well as possible.
This means that vectors that are closer together in the vec-
tor space represent words that are more similar. The linear
structures allow for analogical reasoning [1]. For a precise
explanation of word2vec, we refer to the paper of Mikolov et
al. [1].

For the parameters of training, the standards of word2vec
were mostly used. However, we did not remove the 5% most
common words. It is important that ’he’ and ’she’ are not
removed, since these words are relevant for assessing gender
bias. We trained vectors of dimension 100 using one itera-
tion, since more iterations did not impact the bias values (see
appendix A).

3.3 Quality evaluation
Some standard quality evaluation using the common SIM353
evaluation was done. This evaluation looks at the similarity
of 353 word pairs and evaluates the correlation between the
results of the embeddings and the true similarity as defined
by humans. This was used to evaluate whether the models
reasonably embed true word semantics, the embeddings have
however not been optimized. We chose not to optimize the
embeddings on quality metrics, due to the scope of the re-
search and since we found no reason to believe it influences
our research question.

3.4 Word Embedding Association Test
To allow more precise insight in the different areas of gender
bias, we looked at four categories that are considered stereo-
typical towards gender: Arts, Science, Family and Career.
These word sets have been proposed to compute stereotypical
gender biases by Caliskan et al. [6]. Research to gender bias
has shown that significant biases surrounding these category
words are present in embeddings from Google News corpora
[1], Google Books [7], as well as a ‘Common Crawl’ corpus
[6]. For every category we used a set of eight category words
and two sets of target words, male and female. All used word
sets can be found in table 1.

For every category we formally define the bias using cat-
egory set C, male set M and female set F with the word
vectors from the words in table 1 as
bias(C,F,M) = mean~c∈C(assoc(~c,M)− assoc(~c, F ))

where:
assoc(~w,A) = mean~a∈A(cos(~w,~a))

Topic Words

Male he, his, man, male, boy, son, brother, father, uncle,
gentleman

Female she, her, woman, female, girl, daughter, sister,
mother, aunt, lady

Career executive, management, professional, corpora-
tion, salary, office, business, career

Family home, parents, children, family, cousins, mar-
riage, wedding, relatives

Arts poetry, art, dance, literature, novel, symphony,
drama, sculpture, shakespeare

Science science, technology, physics, chemistry, einstein,
nasa, experiment, astronomy

Table 1: The category words used to quantify biases

A negative bias therefore implies that the category has a
higher mean association with female words than with compa-
rable male words and a positive bias implies that the category
words are more associated with male words. We computed
both the mean and the standard deviation to see how these
associations are distributed over the category words. To de-
termine the development over time of these biases, we looked
at the linear regression of the bias scores from the available
years.

3.5 Significance of change
The first hypothesis we are testing is whether there is a sig-
nificant change in gender bias over time. This hypothesis was
tested for each of the categories: Career, Science, Arts and
Family. We tested this with the null hypothesis H0 that the
linear regression of the bias scores has a slope of 0. The alter-
native hypothesis H1 is that the bias has changed over time.
Formally defined, we computed the probability of the null hy-
pothesis as:

p− value = Pr[slope(bias(C,F,M)) = 0]

3.6 Significance against random words
Besides establishing whether the gender bias of the categories
has changed over the past 14 years, we also made a com-
parison with the developments of other words. This shows
whether this change is stronger for the stereotypical words
than it is for random words, for example due to the extra ef-
forts of Wikipedia editors to reduce gender bias.

The second null hypothesis H0 we are testing for every cat-
egory is that the bias for these sets of words has changed no
more than a set of eight random words from the vocabulary.
The alternative hypothesis H1 is that this stereotypical cate-
gory words changed more than random words. We computed
two probabilities to test this hypothesis.

For the first p-value, we computed the slope of the bias
scores for 1000 random sets of words over time. We used the
mean and standard deviation from this to compute the prob-
ability of our null hypothesis using a t-test. We approximate



the t-distribution to obtain a two-tailed p-value. This means
that we computed the probability that the bias slope of a ran-
dom word set is steeper than the slope of the category word
set over time. Formally defined, let X be a random set of eight
words. Then we compute a two-tailed p-value as

p− value = Pr[|sloperegular(C)| ≤ |sloperegular(X)|

where:

sloperegular(S) = gradient(bias(S, F,M)

There is a possible weakness in this test, namely that it does
not capture the absolute increase or decrease of the category
biases. If all words in the vocabulary are generally becoming
more biased or more neutral, this would not be captured by
the distribution of the slope of the random words. The dis-
tribution of the slope would then still show some words be-
coming more female and some words becoming more male
associated. The development of the stereotypical word cate-
gories could falsely be considered more or less significant.

Therefore we added a second test, which considers the
slope of the absolute bias. This looks at whether the words
are becoming more biased or more neutral instead of more
female or more male associated. This test is added for all cat-
egories that can be accurately represented using absolute bias
values. This results in the following probability for the null
hypothesis:

p− value = Pr[|slopeabsolute(C) ≤ |slopeabsolute(X)]

where:

slopeabsolute(S) = gradient(|bias(S, F,M)|)

4 Contribution
This study contributes in two different aspects.
First of all, it expands on the work of Jones et al. and Garg
et al. [7, 8] by looking at more recent years. This gives more
knowledge about bias trends in recent years and also on a dif-
ferent, online, platform. Furthermore, a potential weakness in
significance testing for biases in word embeddings is shown
in this study. It adds the consideration to look at both absolute
and normal biases. This means not just considering whether
words are becoming more male or female associated, but tak-
ing the possibility of words becoming more biased or more
neutral into account. An extra test of significance that takes
these absolute changes into account is introduced in compar-
ison to the work of Jones et al. [7].

Besides that, it gives more insight in the development of
the systematic bias problem in Wikipedia. So far, most re-
search into this is static and no research has been done to
demonstrate how this bias has potentially changed. This re-
search fills this gap and gives insight in whether the efforts of
Wikipedia editors are successful and possibilities for how to
adapt their strategy.

5 Results
The results given in this section were created using the meth-
ods described in section 3. The gender bias is quantified for
different years in order to assess the development. This was
done for both the full Wikipedia copies and for articles added
in the previous 2 year period. Furthermore, the number of ar-
ticles in which the category words are present was reviewed.

5.1 Gender bias of complete backups
The biases calculated for the available Wikipedia copies in
the four categories are visualized over time in figure 2. The
words in the category Career have a stronger association with
male than with female words, but the difference is decreasing.
The category Science had a male bias in 2006, but is currently
associated more strongly with female words. This means that
the words in this category have been used in the same context
as female words as opposed to male words more often since
2014. The words in the Family category have a decreasing
female bias. The Arts category is stereotypically female as-
sociated and these words are becoming more biased towards
the set of female words.

Significance of change
The first test we did is to see how likely it is that the category
did not change in association with male and female. This re-
sulted in p-values that are all lower than 0.001 (see table 2),
which makes our null hypothesis of a slope of 0 for the bias
values very unlikely. We therefore reject the null hypothesis
for all categories in favour of the alternative hypothesis that
the category words have made a significant change in gen-
der bias. In all categories, the difference in male and female
association has changed over the past 14 years.

Table 2: The p-values of the slope of the bias for all articles in
Wikipedia, defined as the probability that the slopes of the bias
scores is 0.

All articles

Career 4.37 · 10−4

Science 1.91 · 10−6

Family 1.43 · 10−4

Arts 2.42 · 10−5

Significance of random words
To determine whether the development of the biases is signif-
icant in comparison to random words, we calculated the slope
for 1000 sets of eight random words. We looked at the dis-
tribution of slopes of the regular bias values. The probability
density functions we fitted from this can be found in figure 3.
Random word sets have a mean slope of 1.29 · 10−4, with a
standard deviation of 7.35 · 10−4. Since bias values are gen-
erally between -0.03 and 0.03, this is a small change. The vo-
cabulary of Wikipedia has on average not become a lot more
male or female biased. We also compared our categories with
random word sets for absolute biases, this distribution is also
visualized in figure 3. The mean increase of the absolute bias



Figure 2: The bias over time in complete backups of Wikipedia for four categories since 2006. Positive means the words are more associated
with male. 0 is equal male and female bias and negative gender bias means more associated with female. The boxplots show the distribution
of biases for random word sets in that year to put the bias in perspective, the whiskers show the 5th and 95th percentiles. The years without
boxplots have a similar distribution.

Figure 3: The probability density histograms and functions for the distributions of the random words. For the absolute bias values, positive
means more biased and negative means more neutral. For the regular bias values, positive means more male and negative means more female.



is−4.12 · 10−5 with a standard deviation of 6.19 · 10−4. This
shows that random words have on average not become a lot
more biased or more neutral.

These two tests result in the p-values in table 3. This shows
that the null hypothesis for the slope of bias might not be con-
fidently rejected for all categories. The probability that these
words change gender association less than a random set of
words is too large for the categories Family (0.0798) and Arts
(0.0706). For the category of Career, it depends on the chosen
significance level. Using a confidence level of 0.05, the high-
est p-value of 0.0273 is low enough to reject the null hypoth-
esis. The p-value of Science is low enough to reject the null
hypothesis for this category. Therefore, it can be stated that
significant changes in the association of stereotypical words
of the categories Career and Science are present in compar-
ison to random words, but not for the categories Family and
Arts.

The Science category has not been assessed using the abso-
lute bias values, since this actually reverted from strong male
bias to a strong female bias. Since it was first positive and
then negative, using the absolute values does not result in
a linear change. The linear regression of the absolute bias
therefore does not represent the development. Looking at
the development in comparison to the distributions of random
word biases, shows that it goes from the tail of one side of bi-
ased values to the other tail. This, combined with the high
slope, shows that the change in this category is significant in
comparison to random words (see figure 2).

Table 3: The two-tailed p-values of the slope of the bias for either
regular bias values or absolute bias values. This means the proba-
bility that the bias of a random word set is more extreme in either
direction than the category word set.

All articles

regular absolute

Career 0.0273 0.00382
Science 4.46 · 10−5 n.a.
Family 0.0798 0.0187
Arts 0.0706 0.0156

Deviation within category
For three of the available years, we also considered how much
this bias deviated between the category words. These results
can be found in table 4 (appendix B). The bias of the category
Family has a higher variance than the other categories. To
understand why this is the case, we looked at the bias for the
words in this category in 2020 (see table 5, appendix B). This
gives the insight that the words ‘wedding’, ‘marriage’ and
‘children’ have a very strong female bias, whereas ‘home’,
‘cousins’ and ‘relatives’ are only a little bit more strongly as-
sociated with female than male words. To reduce the Family
bias further, it is therefore important to focus on equal rep-
resentation of men and women, when it comes to marriage

and children. Career and Arts have deviations that decrease
over time. When it comes to gender bias, the words in these
categories are becoming more similar.

5.2 Comparison newly added articles
To have a better understanding of what causes the develop-
ment of the gender bias, we also looked at the gender bias of
newly added articles. We filtered this by looking only at pages
with a page id that was not present on Wikipedia two years
before. It can be seen that the developments are similar, but
stronger than when looking at all articles (see figure 4). How-
ever, the data points have a stronger variance. This variance
might be caused by the smaller corpus used with new arti-
cles. The slope for random words also has a stronger variance
when looking at only the new articles (see figure 3). There-
fore, the slope of the change for the categories can not be
reliably tested on significance using only new articles (see ta-
ble 3). Therefore, it is not possible to see whether the changes
in gender bias are caused by new articles or rewriting existing
articles.

Figure 4: The bias over time in new articles in Wikipedia for four
categories. The boxplots show the distribution of biases for sets of
random words.

5.3 Category word counts
For three of the complete Wikipedia dumps, we evaluated the
amount of articles which contained at least one of the words
of the 6 categories (see figure 5). This shows the propor-
tion of articles about the different topics over time. This pro-
portion has changed little, so the different categories seem to
not have become a lot more or less important for the content
of Wikipedia. This is relevant to establish, since if the cate-
gory word would be used more in a certain period, this period
would also have the biggest contribution to the category bias.
If words are used less, there will also be less development in
the word embeddings.

This basic measurement already shows that there is a dif-
ference between male and female on Wikipedia. Almost ev-
ery article on Wikipedia contains at least one of the words



from the set of male words, while only around 80% of the
articles contains one of the female words. The article count
also show that from the four categories, the Science category
words are present in the least articles and the Arts words in
the most.

Figure 5: The amount of articles present in Wikipedia that contain
at least one of the category words.

6 Responsible Research
All data and code is publicly available, so the research is easy
to reproduce. This could also be done using data sets from
different sources. Besides that, the word embeddings used
are also made available. This makes it easier to research more
categories and it makes it possible to further investigate the
embeddings.

In this study, we were only able to include binary gender,
i.e. male and female. We acknowledge that there are more
gender identities, but due to technical limitations and the na-
ture of Wikipedia articles, we made the choice to exclude
those. In future research, it would be interesting to also in-
corporate more gender identities.

7 Discussion
It has been shown that the traditional stereotypical gender
bias in the categories Family and Career is decreasing from
being respectively female and male associated. The stereo-
typically male category of Science has reversed. It is cur-
rently biased towards female, and increasing. Arts words
were already female biased and this bias is also increasing.

A comparison can be made between the results of evaluating
gender bias in historical embeddings from the study of Jones
et al. The biases of Career and Family are decreasing as they
were in the results they found from literature from 1800 to
2000 [7]. The slopes are steeper in our shorter and more re-
cent period, than they were in their research. It is not possi-
ble to determine from these results whether that is caused by
stronger societal changes, a different platform or some other

reason. When it comes to Science and Arts, the fact that they
are increasingly biased in our Wikipedia results is different
than it was in the research of Jones et al. [7]. It might be in-
teresting to look into why this is different in future research.

The general societal gender bias is decreasing [8], therefore
we expected that using text corpora written more recently
would result in less gender biased word embeddings. When
looking at the categories Career and Family, filtering text cor-
pora on time would decrease the bias in word embeddings
created. However, this is not the case for all categories and
this shows that it would not only have beneficial effects when
training from Wikipedia. The categories did however all show
significant changes. Therefore we believe that time of writing
should still be a considered factor when training word em-
beddings, especially when it comes to reducing or preventing
biases.

The results as we found them can also be compared with what
has already been established about Wikipedia’s biases. The
first thing that is known about Wikipedia is that the vast ma-
jority of biographies is about men [19]. This discrepancy has
decreased a little since 2017. There are also a lot more articles
containing one of our male words than articles containing the
female words. However, this difference did not influence all
words in the vocabulary. Random words are not a lot more
male than female associated.

Another thing that was established in Wikipedia is that fe-
male biographies are more likely to contain gender specific
words. This might be seen in the fact that Science words are
more female, despite less than 15% of the scientists with bi-
ographies being female. This shows that it might be relevant
for more efforts to decrease this difference in representation
between men and women.

7.1 Limitations
First of all, this research is limited by the fact that no back-
ups of Wikipedia were available for some of the years in the
period we are researching. This caused a gap between 2010
and 2014, during which we are unsure how the bias devel-
oped. Besides that, it was not possible within this research
to look at what text was written exactly when. Adding this
could provide more insight in the developments. The current
version of Wikipedia still contains text written in 2001, so
it might not represent development of societal biases as pre-
cisely. The comparison that was made with new articles also
does not give this precision, since this does not use text added
to other articles. Besides that, page ids can also have changed,
which will cause it to be falsely considered new.

Another limitation is in the significance testing. This is
complicated by the difference between absolute and regular
bias. In order to reject the null hypothesis that the stereo-
typical categories change less than or equal to the random
words, it is necessary to ensure that there is no clear pat-
tern in how random words change. If all words are becom-
ing more male/more female or all words are becoming more
biased/more neutral, this should be considered when compar-
ing with the category words. We found no common standard



of which method to use for determining the significance of
bias developments and argue that this is something that re-
quires more research. It can have beneficial consequences if
the development of biases becomes something more common
to evaluate and standards for how to do this would allow bet-
ter comparison.

Thirdly, we only considered four categories of gender bias.
These category words have been used more often for quan-
tifying biases, however it includes two male names (Einstein
and Shakespeare). They are both more male biased than their
category average, which makes the category more male asso-
ciated. However, the bias for this word does not have to be
problematic, since it is a male person. Furthermore, stereo-
typical gender associations are likely to be present in a lot
more categories. The categories of bias might be changing, so
research to which categories present biases and how to mea-
sure these should be continuously done.

Besides that, it has been shown that more common words
in a language change less in meaning [20]. This means that
comparing to random words, might not be a completely fair
comparison. However, the words used to represent the cate-
gories are not very uncommon, so this does not explain the
significance of the development. Besides that, the counts of
the articles containing words in the category has shown that
these categories have not become a lot more or less common
in Wikipedia, so we believe this statistical law did not impact
our results a lot.

Lastly, little is known about the development in Wikipedia.
Data about gender of biography articles has only been tracked
since 2014. We have found nothing else that is used to assess
progress in reducing the systematic gender bias. This makes
it difficult to place our results into a wider context. Based
on our limited results, we believe the development of biases
in Wikipedia is cause for concern. Therefore, we argue that
is important that Wikipedia starts using more measurements
and keeps track of the changes in gender bias, also in how
people are represented.

8 Conclusions and Future Work
In this paper¸ we looked at word embeddings from Wikipedia
to answer the main research question: ‘How does gender bias
in word embeddings from Wikipedia develop over time?’.
We answer this question using four categories of stereotyp-
ical gender bias. A male biased category is a category where
the words are on average more strongly associated with a set
of male words than with female words. The Career category
has the expected male bias and the Family category has the
expected female bias. These biases have both steadily de-
creased since 2006. The stereotypically male category Sci-
ence has changed from male biased towards female biased
and this female bias has also increased up to 2020. The last
category is Arts, which is stereotypically female and has also
become more female biased over the past 14 years.

The Science category shows an unexpected development.
The stereotypical male bias for Science words present in

2006 has reversed and is now female and increasing. This
shows that despite the fact that only 12% of scientists with
Wikipedia articles are female, science words are more associ-
ated with female. A possible reason for this might be that ar-
ticles about women contain more gender-specific words [17].
This is known as the principle of a stereotypical ‘default gen-
der’. The expected gender goes without saying, whereas the
minority gender is explicitly specified [21]. When gender-
specific words are present more in female biographies, this
causes words to become more female than expected from the
ratio of biographies. Wikipedia aims to provide an objective
point of view, so this is something that they might have to
adapt their strategy for reducing gender bias to.

All categories have made a change in the difference of asso-
ciation with male and female words over the last 14 years,
so time of writing makes a difference for gender bias. This
shows that looking into the bias over time can provide more
insight in the stereotypical gender bias and that it should
be more common to do this for large text corpora. For
Wikipedia, not all categories has a decrease in bias, so us-
ing recent text might not be an improvement for the gender
bias. Therefore, the effect of using more recent text corpora
requires more research, also for other corpora. This further
research should also incorporate additionally the quality con-
sequences filtering on time of writing would have.

Looking at new articles shows that also articles added re-
cently are not gender neutral, however this did not allow to
draw any conclusion to whether the developments in gender
bias are caused by new articles or by rewriting older articles.
Family and Career are making good progress, but Science
went from male to strongly female biased and the Arts cat-
egory is only becoming more biased. Since some categories
have actually become more biased over time, the current way
of reducing biases is not going towards a more gender neutral
Wikipedia in every aspect. This shows how important it is to
measure these developments using more measures than only
the percentage of female biographies.
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A Bias over iterations
To determine how the amount of iterations affects gender
bias, we computed the biases after every iteration for 10 it-
erations (see figure 6). The gender bias does not change a lot,
so we did the research using one iteration.

Figure 6: The development of the gender bias as over multiple iter-
ations, trained from the full Wikipedia corpus from 2020.
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B Category bias deviations
To know more about the coherence of the categories, we
looked into the deviation of bias within the category words.
This shows that Family words deviate the most (see table 4,
this can be explained by looking at the bias per word in table
5. It shows that especially ’marriage’, ’wedding’ and ’chil-
dren’ are very female biased. ’home’, ’cousins’ and ’rela-
tives’ are only a little biased.

Family Career Science Arts

2008
mean -0.0548 0.0508 0.0127 -0.0441

std 0.0416 0.0244 0.0202 0.0281

2014
mean -0.0495 0.0517 0.0032 -0.0458

std 0.0410 0.0180 0.0150 0.0203

2020
mean -0.0372 0.0289 -0.0193 -0.0582

std 0.0443 0.0152 0.0202 0.0125

Table 4: The mean and standard deviation of the bias for the different
categories.

word bias

home -0.0124

parents -0.0590

children -0.1126

family -0.0149

cousins 0.0131

marriage -0.0856

wedding -0.0759

relatives -0.0125

Table 5: The mean difference in association with male and female
words for the Family words in 2020.
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