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Abstract

This study investigates how hermeneutical injustices can become encoded in the Re-
inforcement Learning from Human Feedback processes used to fine-tune large language
models (LLMs). While current research on fairness in LLMs has focused on bias and
fairness, there remains a significant gap concerning subtler harms such as hermeneuti-
cal injustice. Using adults diagnosed with ADHD as a case study, this research explores
how their unique communication and cognitive patterns may be misrepresented or ex-
cluded from the RLHF pipeline.

The research adopts a qualitative literature review methodology, focusing specifi-
cally on real-world RLHF implementations by AI companies. The RLHF pipeline was
divided into stages of human feedback collection, reward modeling, and policy optimiza-
tion. Then, these stages of the RLHF were analyzed through the lens of hermeneutical
injustice using interpretive desiderata: representation, flexibility, and authenticity.

The findings highlight several conceptual risks. Limited annotator diversity and
restrictive feedback formats may exclude neurodivergent voices. Reward models can
unintentionally suppress atypical expressions, while policy optimization strategies, es-
pecially those prone to mode collapse, can erase some communication styles. Overall,
the study shows that without deliberate attention to epistemic inclusion, RLHF pro-
cesses may perpetuate hermeneutical injustices and undermining the epistemic fairness
of LLMs.

1 Introduction
The usage of large language models (LLMs) worldwide is increasing, and so is their influence
on people’s daily lives. Studies show that users tend to overestimate the accuracy of LLM
outputs, especially when the responses are more verbose. [1]. This poses a significant risk: if
users accept such responses without checking their validity, they may contribute to spreading
factually incorrect, harmful, or biased information. Hence, it is crucial to ensure that the
LLM outputs reflect factual accuracy, fairness and inclusivity of marginalised groups.

One critical concern is the potential for LLMs to perpetuate hermeneutical injustice, a
specific form of epistemic injustice defined by Miranda Fricker (2007) as "the injustice of
having some significant area of one’s social experience obscured from collective understand-
ing owing to hermeneutical marginalization" [2]. Unlike mere misinformation, hermeneutical
injustice involves systemic gaps in understanding marginalized lived experiences. Since LLM
training is highly dependent on data reflecting dominant discourses and narratives, experi-
ences of marginalised groups may not be adequately represented.

Currently, research on justice in LLMs focuses on bias and fairness, especially with re-
spect to race, gender, age, and religion [3]. However, the subtler phenomenon of hermeneu-
tical injustice remains underexplored. For example, as of May 2025, the search query
"hermeneutical AND injustice* AND LLM*" on Scopus returns zero results. This absence
strongly indicates a research gap: while hermeneutical injustice itself is a well-established
philosophical concept, its possible manifestation in LLMs remains underexplored.

A good starting point to identify hermeneutical injustices in LLM responses is to look
into processes designed to align these responses to human preferences. One of the techniques
used in the training of LLMs is Reinforcement Learning from Human Feedback (RLHF).
Following the classification proposed in a paper by Casper et al. (2023), we define the
RLHF process by three stages: human feedback collection, reward modelling, and policy
optimisation. [4], Each of these stages has specific vulnerabilities that could unintentionally
marginalize certain experiences and perspectives. To illustrate this concretely, the paper
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employs a case study of adults with Attention Deficit/Hyperactivity Disorder (ADHD), a
group which is often subject to misunderstanding and marginalization due to their unique
communication patterns and cognitive processing styles.

Therefore, this paper aims to answer the following research question: How are hermeneu-
tical injustices encoded in Reinforcement Learning from Human Feedback in the
context of LLMs? First, we will define the concept of hermeneutical injustice, and relate it
to LLMs. Next, we will identify and define the core mechanisms and stages of RLHF. Then,
we will look into how hermeneutical injustice might be encoded at each of these stages.

The paper is structured as follows. Section 2 provides the necessary background informa-
tion and related work on hermeneutical injustice and ADHD experiences. The methodology
and the precise scope of the project is formalised in Section 3. Section 4 covers the objective
findings of the literature survey. The view of the findings through the analytical lens can be
found in Section 5. The ethical aspects of this research are covered in Section 6. A discussion
and broader context of the results can be found Section 7, and the final conclusions along
with future recommendations are provided in Section 8.

2 Background and related work
This section introduces essential background information, defines key concepts clearly, re-
views related work, and explicitly identifies the research gap addressed in this study.

2.1 Hermeneutical injustice
Hermeneutical injustice, as conceptualised by Miranda Fricker (2007), refers to a specific
form of epistemic injustice where significant experiences of certain social groups are obscured
or misunderstood due to gaps in collective interpretive resources. Unlike mere misinforma-
tion, this type of injustice is caused by the structural marginalisation of people’s perspectives,
leading to misunderstandings in dominant discourses. Commonly, this marginalisation can
result in individuals or groups being unable to articulate certain aspects of their own expe-
riences. The book Epistemic Injustice. Power & the Ethics of Knowing illustrates this well
with the example of a homosexual boy growing up in America in the 1950s: the collective
consensus referred to homosexuality as "just a stage", "a sickness", or "a sin". The only
options for the boy are to either try to challenge such a deeply rooted view on homosexuality,
or try to fit himself into these boxes, which are very inaccurate and constrict his sense of
identity [2].

While hermeneutical injustice is well-theorised in philosophy, its application to LLMs is
understudied. A study by Kay et al. (2023) introduces the concept of generative algorithmic
epistemic injustice. This framework highlights how LLMs can marginalise groups through
biased training data or feedback loops, providing concrete examples of problematic LLM
behaviour. However, the focus is more on identifying cases of epistemic injustice - a detailed
technical analysis on LLM training stages and is still missing, and the exact methods that
may encode hermeneutical injustice are not pinpointed. [5].

2.2 Case study: ADHD
Affecting between 2 and 4 percent of the adult population, ADHD is considered one of
the most common psychiatric disorders. [6] Despite this, research shows that it tends to be
significantly misdiagnosed due to the inherent comorbidity of the disorder and a tendency for
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medical professionals to focus on the other coexisting illnesses [7]. Additionally, a significant
part of research is focused on childhood diagnosis and early intervention, which further
contributes to misunderstood adult experiences. This is a clear example of hermeneutical
injustice - due to a prominent gap of insights into ADHD experiences, people do not get the
proper diagnosis, and, by extension, proper treatment. [8].

ADHD serves as a suitable case study for this research due to the inherent distinct com-
munication patterns and cognitive processes that deviate notably from neurotypical norms.
A 2025 study analysed Reddit communities of neurodivergent people and collected the main
use cases of LLMs among neurodivergent people, as well as their main concerns and com-
plaints about these LLMs. This study found that the majority of LLM discussions in the
ADHD community express frustration over prompting difficulty and receiving responses
different than desired. Additionally, 20% of the discussions brought up complaints about
neurotypical biases in received LLM responses. Although more prominent in autism and
social anxiety communities, complaints about LLM responses struggling to maintain the
authentic voice of the prompter were also noticeable in ADHD community. [9]

Furthermore, studies have identified distinctions between neurotypical individuals and
those diagnosed with ADHD, particularly in the ways information is processed and commu-
nicated. For analytical clarity, this study categorizes these distinctions into two dimensions:
information processing and information conveying.

Information processing

Adults with ADHD often encounter challenges with sustained attention, showing a faster
deterioration of focus over time compared to neurotypical individuals [10].

Information conveying

Adults with ADHD tend to use more words to convey the same narrative than individuals
without ADHD [11].

2.3 RLHF process
Reinforcement Learning from Human Feedback (RLHF) is a method that has recently
emerged as a way to align LLM outputs with human preferences. Casper et al. (2023)
outline three main stages involved in RLHF:

1. Human feedback collection - in this first step, examples from a base model are
taken, with humans providing feedback in the form of preferences between a set number
of examples.

2. Reward modelling - in the second step, the collected feedback is used to fit a reward
model, whose goal is to approximate human preferences.

3. Policy optimisation - finally, the base model is fine-tuned using reinforcement learn-
ing guided by the trained reward model.

The main focus of this categorisation in the paper is to pinpoint the exact problems and lim-
itations in each of these stages [4]. While this provides a great foundation, the implications
of possible encodings of hermeneutical injustice in RLHF are not addressed. Consequently,
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this research specifically aims to bridge the gap between philosophical analyses of hermeneu-
tical injustice and technical analyses of RLHF, by investigating how RLHF processes could
unintentionally encode hermeneutical injustices, particularly concerning adult ADHD expe-
riences.

3 Methodology
This research adopts a semi-structured qualitative literature review methodology to inves-
tigate how hermeneutical injustices could potentially be encoded in the RLHF processes
used in LLMs. Given the interdisciplinary and conceptual nature of the topic, a qualitative
literature review is particularly appropriate, since it allows for an in-depth conceptual ex-
ploration and synthesis of the technical nuances within RLHF processes, specifically from
the lens of hermeneutical injustice experienced by ADHD adults.

3.1 Literature selection procedure
The literature selection followed a structured and transparent approach to ensure clarity
and reproducibility. Given the interpretive and conceptual nature of this investigation, it
would be inaccurate to call this a fully systematic review - nevertheless, the selection process
was inspired by the PRISMA guideline checklist of 2020.

Databases

The literature was gathered primarily from the following databases and sources:

• Scopus

• Google Scholar

• Official reports from reputable LLM companies, notably OpenAI and Anthropic.

Inclusion criteria

The selected literature had to meet all of the following criteria:

• The focus must be on RLHF as it is implemented in practice within the context of
LLMs.

• The paper must provide a detailed description or evaluation of at least one of the three
RLHF stages:

– Human feedback collection

– Reward modelling

– Policy optimisation

• The paper must be properly peer-reviewed or published by an established and rep-
utable organisation.
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Exclusion criteria

The sources that were explicitly excluded from this research were:

• Papers that did not directly address RLHF processes (for example - general LLM
ethics papers, papers that describe other LLM training methods)

• Papers that described purely theoretical RLHF implementations without clear practi-
cal application or evidence of use.

These papers were specifically analysed to identify and extract detailed real life applica-
tions of the RLHF process in the context of LLMs. The following step was to look at these
findings through the lens of hermeneutical injustice of ADHD adults.

3.2 The analytical approach
The analysis of the papers was based on a structured interpretive lens of hermeneutical in-
justice. The theories and findings of the RLHF papers were used to identify points of inter-
section between RLHF stages and the risks of hermeneutical injustice relating to individuals
with ADHD. We have decided to form a desiderata list after considering the complaints
expressed by ADHD users from the previously mentioned study [9], with the aim to cover
the entire process of RLHF. After careful phrasing, we have formed the following list of
desiderata guiding this analysis:

• Representation - does the RLHF method allow for the representation of diverse
human experiences and perspectives, including those of marginalised groups?

• Flexibility - is the RLHF approach capable of handling a variety of communication
and cognitive traits, specifically when they deviate from neurotypical norms?

• Authenticity - can the voices and experiences of neurodiverse groups be accurately
maintained throughout the RLHF process?

Precisely, the known cognitive and communicative characteristics of the case study group
(adults with ADHD) were systematically mapped onto identified technical limitations of the
RLHF process. Then, using the previously defined hermeneutical injustice desiderata, each
RLHF limitation was evaluated to identify conceptual intersections where such injustices
may be encoded.

4 Results
This section outlines the findings from the literature survey. The three stages of the RLHF
pipeline are separated into different subsections for clarity.

4.1 RLHF pipeline: Human feedback stage
The human feedback collection stage is the first component of the RLHF process. During
this stage, human annotators are asked to evaluate outputs generated by a language model
according to specific criteria, with the aim to guide the model towards more helpful, relevant,
and correct responses in the future. A study by Kaufmann et al. presents a classification
of feedback types used in RLHF. These include: Binary trajectory comparisons, trajectory
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rankings, state preferences, action preferences, binary critique, scalar feedback, corrections,
action advice, implicit feedback, and natural language [12]. However, many of these are not
used in practice of finetuning LLMs.

Next, we will address the publicly available information about the RLHF feedback col-
lection process of publicly available LLMs. In order to critically assess the process of human
feedback collection, it is important to ask two questions - who was providing feedback and
how were they asked to express their preferences. We are looking into the methods of two
LLM companies: OpenAI and Anthropic.

OpenAI

• GPT-3 and InstructGPT
The study by Ouyang et al. (2022) provides insights into the pool of annotators
whose feedback was used to finetune the GPT-3 model. They report hiring a team
of 40 carefully selected contractors who worked in the labelling process. The
paper acknowledges the limitations of such an annotator pool - for example, the group
consisted of primarily English speakers, admitting that this group is not an accurate
representation of the distribution of people using this LLM. Regarding the feedback
types, a Likert scale of 1-7 was used to evaluate the responses given by GPT-3 [13].
Additionally, the annotators were instructed to provide a ranking of the responses
from best to worst, including any possible ties [14].

• Evolution of ChatGPT
Barman et al. (2025) published a study detailing the human feedback collection stage
of OpenAI, pointing out the differences between the early InstructGPT models and
later ChatGPT models. The study mainly notes that after the expansion of OpenAI’s
user base, the feedback collection has significantly changed. Firstly, users from 193
countries were now able to provide feedback while they were using the tool, drastically
expanding the diversity. However, the feedback type was less detailed and expressive as
the previously used Likert scale - the options only included a possibility of a thumbs
up/down rating; a chance of the model providing two responses, asking the user to
choose the preferred one; and in case of a request to regenerate a response, the
user could indicate if the new one was better, worse or similar in quality [14].

• GPT-4
OpenAI’s GPT-4 Technical Report confirms that this later model also utilised RLHF
for the post-training alignment. Interestingly, the exact methods are not publicly
available with the study citing "the competitive landscape and the safety implications"
as the reasons. However, this report mentions that over 50 experts were hired
to test the behaviour of the model, focusing on dangerous topics and jailbreaking.
This collected expertise was used for later improvements of GPT-4. Additionally, a
few vague mentions of using similar feedback collection techniques that were used on
GPT-3 can be found [15].

Anthropic

• Early models
A paper by Bai et al. (2022) details the early work of Anthropic, focusing on the
utilisation of RLHF. They describe the human feedback process as follows. The human
evaluators, of which there were around 20, would write a prompt or a question, the
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model would generate two responses, and then the workers would choose which of
two responses was better. An opposite red-teaming strategy was also used, in
which case the evaluators would have to choose the more harmful response. However,
as identified in this paper, the crowdworkers were all US-based and master-
qualified [16].

• Anthropic Claude 2 and Constitutional AI
A study by Bai et al. (2022) introduced a new method with the aim to eliminate the
need for human feedback, refered to as Constitutional AI (CAI). The main idea of this
method is to defined a set of guidelines and principles, referred to as the "constitu-
tion", which would later be used for the AI to engage in self-critique [17]. Anthropic
has stated that the CAI method was used together with RLHF and unsupervised learn-
ing in the development of Claude 2 and its previous versions. The human feedback
continued being in a binary preference format, which was later used to calculate
Elo scores. However, no information about changes in crowdworker pools is published
[18].

• Anthropic Claude 3
The Claude 3 model card states that binary preference format was still used for
fine-tuning. However, Claude 3’s documentation does not list annotator demographics
or any inclusivity efforts. Overall, it can be seen that Claude 3’s RLHF was an iterative
improvement on Claude 2 [19].

4.2 RLHF pipeline: Reward modelling stage
In this stage, a reward model is trained to predict human-preference ratings for model
outputs. The RM converts qualitative judgments into a scalar signal that the policy later
optimises. Below, we summarise publicly documented approaches by two LLM companies:
OpenAI and Google DeepMind.

OpenAI

• GPT-3 and InstructGPT
Ouyang et al. (2022) create many pairwise comparisons by showing labelers four to
nine model outputs at once and requesting a ranking. These rankings are broken down
into ordered pairs, and the RM is trained with a pairwise cross-entropy loss. [13]

• GPT-4 and later models
The GPT-4 Technical Report confirms that later models have moved on from relying
solely on human feedback and started augmenting the human preferences with Rule
Based Reward Models (RBRMs) that encode explicit safety heuristics [15]. Mu
et al. (2024) formalise the objective as a hinge loss penalising outputs that violate
those rules [20].

Google DeepMind

• Sparrow
A paper by Glaese et al. (2022) details the RLHF process used by Google DeepMind’s
Sparrow - their approach consists of training two separate reward models. The first
one - Preference Reward Model - is based on user’s expressed preferences between
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several possible responses. The preference RMs are reportedly Bradley-Terry (Elo)
models. The second one - Rule Reward Model - is based on adversial probing,
which uses a simple cross-entropy loss. [21]

4.3 RLHF pipeline: Policy optimisation stage
Once a reliable reward model is in place, the final stage fine-tunes the language model
to maximise the learned reward. Below we summarise the publicly documented strategies
adopted by two prominent organisations: DeepSeek and Anthropic.

DeepSeek

• DeepSeek-R1-Zero and DeepSeek-R1
DeepSeek report using the Group Relative Policy Optimization (GRPO) algo-
rithm for training. [22] Introduced by Shao et al. (2024), this method is a variant
of a Proximal Policy Optimisation (PPO) algorithm aimed to save computational re-
sources. It does this by estimating the baseline from group scores while foregoing the
critic model. [23].

Anthropic

• Early models
A paper by Bai et al. (2022), previously mentioned in the Human Feedback Collection
section notes that Anthropic utilised a Proximal Policy Optimisation (PPO)
algorithm [16], a policy gradient method introduced by Schulman et al (2017) [24].

5 Practices through the analytical lens

5.1 Hermeneutical injustices in human feedback collection
The human feedback collection stage is foundational to RLHF. It forms the basis on which
the models are taught to align with human preferences. Therefore, this stage is also particu-
larly vulnerable to encoding hermeneutical injustice, specifically when the feedback sources
are limited in diversity or the feedback mechanisms restrict nuance. These risks are partic-
ularly important considering our target group of adults with ADHD, whose communication
and interpretation styles differ from dominant norms.

Firstly, the demographics of human annotators raise concerns. For example, the early
versions released by OpenAI were finetuned using feedback from only 40 contractors. Sim-
ilarly, Anthropic’s early work relied on a small crowdworker pool of US-based, master-
qualified contractors. While these decisions ensure annotation quality, they also system-
atically exclude a wide range of lived experiences. This concerns the Representation
desideratum due to the lack of efforts to include diverse human experiences.

Secondly, the feedback format restricts the ways in which annotators can express them-
selves. While InstructGPT used more expressive Likert scales and ranking systems, many
other models relied on binary thumbs up/down ratings or a forced choice between two re-
sponses. For example, in case both provided responses contain hermeneutical injustice and
the model uses a forced choice strategy, the user does not have a possibility to reject both
outputs. Similarly, a long LLM output may contain accurate marginalised experiences along
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with inaccurate ones, but the thumbs up/down method does not allow for the user to ar-
ticulate such nuanced concerns. This is particularly a concern for the ADHD community,
which was already identified as preferring to communicate using more words. This concerns
the Flexibility desideratum by excluding ADHD-typical communication traits.

5.2 Hermeneutical injustices in reward modelling
The second stage of the RLHF process is the reward modelling. Even if the process ensures
enough representation of minority groups in the previous stage, this one may introduce
hermeneutical injustices in different ways.

Firstly, the hinge loss used by OpenAI is of a thresholded nature, often underpinning an
allowed vs. disallowed classification of content [20]. This raises a concern of hermeneutical
injustice. A hinge-based safety model might, for example, block or heavily penalise con-
tent that includes certain keywords or phrases. This can disproportionately affect certain
communities or ways of speaking. For instance, marginalized groups reclaiming or reusing
terms that are flagged as slurs could find an LLM unwilling to discuss their issues, because
the safety model has learned with a hard margin that those terms are unsafe. The system
might reject or heavily filter the output that contains those words, even if the context is
important to the user. This can particularly concern the Authenticity desideratum by
possibly silencing certain terms, particularly those used by neurodivergent people.

5.3 Hermeneutical injustices in policy optimisation
Lastly, the policy optimisation stage is the final step of the RLHF process. While further
stages tend to amplify hermeneutical injustices encoded in the previous stages, it is impor-
tant to discuss this last stage separately to identify the precise points where hermeneutical
injustice may be encoded.

The main danger of this stage is that PPO can suffer from mode collapse, where the pol-
icy converges to generating repetitive or homogeneous outputs that achieve high reward but
lack diversity [25] [26]. This specifically relates to Flexibility and Authenticity desider-
ata in ways that are important for heterogeneous user groups such as adults with ADHD.
For example, if the majority prefers concise, focused communication styles, the mode col-
lapse phenomenon will cause the LLM to produce only such responses, which systematically
excludes ADHD-typical communication styles, such as previously identified tendencies of
adults with ADHD to convey a narrative in a way that uses many words.

6 Responsible Research
This research was conducted with awareness of ethical responsibilities and limitations that
are inherent to interpretative, literature-based work. This methodology has strengths in
exploring intersections between philosophical concepts and technical processes, but it also
carries some risks.

First key limitation is the focus on official documentation and publications from major
AI developers. While this was a deliberate choice to ensure that the papers are grounded
in real world applications of RLHF in LLMs, it introduces a potential bias by excluding
contributions from small, less known organisations that were potentially missed during the
literature gathering process. Although this decision ensures methodological clarity and
reproducibility, it also limits the breadth of captured methods.
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Secondly, it is important to acknowledge the limitations of hermeneutical injustice anal-
ysis. The literature on RLHF reviewed in this paper does not explicitly engage with the
philosophical concept of hermeneutical injustice. Therefore, the connections made between
RLHF practices and this concept are interpretive and should not be treated as a direct
empirical finding, but rather as an exploratory, conceptual basis.

Additionally, while care was taken to include only peer-reviewed or reputable industry
publications, it is important to note that the LLM industry is a rapidly evolving field, with
many contributions being very recent. As a result, some of the sources cited in this study are
first released on preprint platforms such as arXiv. Despite having possibly not undergone
formal peer review processes at the time of writing, such sources were included due to their
technical importance. However, extra care was taken in evaluating these sources, for instance
by assessing citation practices and the quality of argumentation.

Finally, this work focuses on improving alignment between LLMs and users with an
ADHD diagnosis. However, it does not assume that alignment improvements for this group
will also benefit all others. There is an ethical risk that prioritising one communicative or
cognitive style may unintentionally diminish performance or comfort for users whose styles
differ significantly. While this trade-off is difficult to eliminate entirely, it reinforces the
importance of inclusive design practices that can accommodate a wide range of user needs.

In conclusion, this research prioritises transparency and reproducibility. The literature
selection process was explicitly described in section 3, all interpretative claims are situated
separately and not presented as empirical conclusions.

7 Discussion
This study investigated how hermeneutical epistemic injustices that obscure marginalised
lived experiences can become encoded in the technical process of Reinforcement Learning
from Human Feedback in large language models. Using adults with ADHD as a case study,
we examined how specific RLHF stages may suppress or distort neurodivergent communi-
cation styles. The analysis identified threats to three desiderata (Representation, Authen-
ticity, and Flexibility), each of which is important for preserving the hermeneutical justice
of marginalised groups. These findings are summarised in Table 1.

The human feedback stage was found to affect the Representation and Flexibility
desiderata. Our findings align with Carik et al. [9], who documented that ADHD users re-
port neurotypical biases in LLM responses. Limited diversity in feedback pools means that
neurodivergent styles may be underrepresented. Moreover, constrained feedback formats
(such as binary ratings or pairwise choices) limit the ability to capture nuanced reactions
to model outputs, a critical flaw for users with more expressive, context-sensitive commu-
nication preferences. Casper et al. [4] also identify feedback bias as a RLHF limitation.
Our findings build on this by showing how such bias is not only as a statistical skew, but
also a risk for hermeneutical injustice, where entire ways of speaking and understanding are
systematically excluded.

In the reward modelling stage, the Authenticity desideratum is most at risk. However,
the final RLHF stage, policy optimisation, raises risks to both Flexibility and Authentic-
ity. For ADHD users, who often express ideas with more verbosity or indirect structure [11],
this leads to systematic filtering of their preferred style. Casper et al. again identify this risk
through the lens of technical performance issues [4], whereas our analysis reframes it as a
harm on hermeneutical justice. Additionally, the overlap of the Authenticity desideratum
between both of the two latter stages implies that the adverse effects of these stages are
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Stage Common Practices Affected Desiderata
1. Human Feedback

• Likert scale

• Thumbs up/down rat-
ing

• Binary preference

• Carefully selected con-
tractors

• Users from 193 coun-
tries

• Representation

• Flexibility

2. Reward Modelling

• Pairwise cross-entropy
loss

• Hinge loss

• Bradley-Terry (Elo)
model

• Authenticity

3. Policy Optimisation

• Group Relative Policy
Optimization (GRPO)

• Proximal Policy Opti-
misation (PPO)

• Authenticity

• Flexibility

Table 1: How each RLHF stage risks encoding hermeneutical injustice through common
practices.

similar. Thus, the limitations of both of these stages can also explain the complaints by the
ADHD community identified by Carik et al., where the users claim that the LLM responses
struggled to maintain the users’ authentic voice [9].

Overall, this research extends existing work on fairness and alignment by introducing
hermeneutical injustice as a lens for evaluating RLHF stages. It demonstrates that some
design choices such as loss functions, feedback format, or optimiser type can indirectly
dictate the narrative, possibly excluding certain minority groups.

8 Conclusions and Future Work
This research investigated how hermeneutical injustice can become encoded in the RLHF
processes of large language models, using ADHD as a case study. By examining real-world
RLHF implementations and analysing them through the lens of three desiderata (Repre-
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sentation, Flexibility, and Authenticity) this study identified several conceptual risks that
could systematically marginalize ADHD-typical communication styles.

The main conclusion is that the RLHF process is not epistemically neutral. Each
stage (human feedback, reward modeling, and policy optimization) can introduce or am-
plify hermeneutical injustice, depending on how data is collected, processed, and optimized.
Specifically:

• The feedback collection stage often relies on limited annotator pools and limiting rating
formats, undermining Representation and Flexibility.

• The reward modeling stage introduces Authenticity risks, especially through hinge loss
functions that penalize specific types of language.

• The policy optimization stage, through mechanisms like PPO, can result in mode
collapse that disproportionately filters out ADHD-typical expression, affecting both
Flexibility and Authenticity.

While this study is conceptual and based on literature review, it identifies opportuni-
ties for future work. For instance, allowing open text or nuanced feedback during human
feedback collection could capture marginalised voices more effectively. Experimenting with
different loss functions or combinations of them is another important step into reducing
hermeneutical injustice in practice.

Finally, our findings underscore the need for interdisciplinary collaboration in LLM de-
velopment. Philosophical frameworks such as Fricker’s epistemic injustice [2] and empirical
insights from ADHD and neurodivergence research [10, 11, 9] provide a richer and more just
foundation for model alignment. After all, hermeneutical justice should not be seen as a
philosophical add-on, but rather as a core requirement in responsible LLM development.
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