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1. Introduction
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1.1 Motivation
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limitations faced when 
reconstructing buildings



1.2 Research Sope & 
Challenges

Purpose: 

assist in the reconstruction of 3D city models

Problem:

classified point clouds are not always available
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reliable, accurate and efficient 
classifiers are needed

Random Forest Classifier



1.3 Research questions & objectives

Main question:

How well will existing machine learning algorithms perform when classifying a point cloud into three classes,

namely ground, buildings and other, if we train and test them with the AHN3 dataset?
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Sub-questions:

1. Hyperparameters?

2. Point density?

3. Size?

4. Features?

5. Other datasets?

6. Machine Learning VS Deep Learning



2. Related work
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Classification 
with Machine 
Learning and 
Deep Learning 
algorithms
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▪

2.1 Decision Trees

▪ Internal node: contains a 
function, tests the input data 
and decides

▪ Branch: corresponds to the 
outcome of the tests

▪ Terminal node: contains a class 
label (prediction)

▪ splits complex problems into a 
hierarchy of simpler ones
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▪

2.2 Random 
Forest Classifier

▪ Consists of multiple decision 
trees trained on a random 
subset

▪ Their predictions are 
aggregated to produce a more 
accurate prediction

▪ can handle well large datasets 
with high dimensionality and 
heterogeneous feature types
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▪

2.3 Multilayer 
perceptron

▪ Perceptron =  algorithm for 
binary classification

▪ Feedforward artificial neural 
networks, cascade of single-
layer perceptrons.

▪ At least three layers of 
perceptrons:

1. input layer

2. hidden layer

3. output layer

▪ hidden and output layers can 
use nonlinear activation 
functions
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▪

2.4 Convolutional 
Neural Networks

▪ KPConv

▪ PointNET++

▪ PointCNN

▪ ConvPoint

▪ ShellNet

▪ SuperPoint
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Charactiristic
Machine Learning algorithm 

(Random Forests)

Deep Learning algorithm 

(CNNs)

Data 

dependancy

Computer 

specifications

Computational 

cost & time

Features

Accuracy

Interpretability

Machine Learning
VS

Deep Learning



3. Methodology
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3.1 Training 
flowchart 
diagram
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3.2 Testing 
flowchart 
diagram
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3.3 Equations

▪ Data diversification:
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▪ Height features:

▪ Eigen features:



3.3.1 Eigen features & Density
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3.4 Evaluation metrics
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▪ Confusion matrix:

▪ Intersection over Union:

▪ Class Consistency Index:

▪ F1 score:
▪ Overall accuracy:



4. Datasets
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▪

4.1 AHN3 & AHN4

▪ Type: LiDAR datasets

▪ Number of classes: las  
classification codes + custom 
code 26

▪ Point density: 18 ± 12 and 42 ±
25 points per squared meter

▪ Number of tiles: 1100

▪ Size of tiles: 6.25 x 5 Km2

➔ Tile area = 0.25 Km2
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4.1.2 Feature diversity of tiles
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AHN3 AHN4



▪

4.2 DALES

▪ Type: LiDAR dataset

▪ Number of classes: 8

▪ Point density: 50 ppm

▪ Number of tiles: 40

▪ Size of tiles: 0.5 Km2

▪ Accuracy: 8.5 cm mean error 
for the hard surface vertical 
accuracy

14-9-2021 23



5. Results and discussion
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5. Experiments

1. Hyperparameters

2. Point density (voxel size of uniform sampling algorithm)

3. No. of training tiles

4. Features

5. Other datasets

6. Comparison with deep learning methods

7. Comparison with MLP

8. Comparison of LOD1 3D city models
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5.1.1 Hyperparameters
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Parameter Value (default)

n_estimators 100

criterion Gini

max_depth None

min_samples_split 2

min_samples_leaf 1

max_features Sqrt

bootstrap True

oob_score False



5.1.2 Hyperparameters
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5.1.3 Hyperparameters
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5.1.4 Hyperparameters
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Parameter Value

Bootstrap True

criterion Gini

out-of-bag 

samples

True



5.1.5 Hyperparameters
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Parameter Value (default)

n_estimators 100

criterion Gini

max_depth None

min_samples_split 2

min_samples_leaf 1

max_features Sqrt

bootstrap True

oob_score False

Parameter Value (optimal)

n_estimators 100

criterion Gini

max_depth 15

min_samples_split 2

min_samples_leaf 1

max_features Sqrt

bootstrap True

oob_score True



5.2 Point density
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5.3 Training data size
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▪

5.4.1 Features

1. diffferent number of features

2. different neighborhoods

3. different combinations
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▪

5.4.2 Features

▪ Permutation importances: 

observe how random re-shuffling 
(permutations) of the values of a feature 
influences the performance of the 
model.

▪ Impurity based importances:

mean and standard deviation of 
accumulation of the impurity decrease 
within each tree

▪ Impurity:

how homogeneous are the labels of a 
node which can be calculated using 
measures like the Gini impurity and 
entropy
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5.5.1 Final model
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1. Hyperparameters

2. Point density ➔ 1 meter voxel size

3. No. of training tiles ➔ 3 tiles

4. Features ➔ 3 different spherical neighborhoods ➔ more tests needed

Parameter Value (optimal)

n_estimators 100

criterion Gini

max_depth 15

min_samples_split 2

min_samples_leaf 1

max_features Sqrt

bootstrap True

oob_score True



5.5.2 Final model
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13 features of the final model

Z_below

Density (4m)

Z_normalized

Verticality (2m,3m & 4m )

Surface variation (2m,3m & 4m)

Planarity (2m,3m & 4m)

Linearity (4m)



5.5.3 Final model classification results
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5.5.4 Examples of results
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▪

5.5.5 Problems 
related to buildings

1.  Short building parts
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2. Small separated building parts 
under trees 

3. Flat buildings roof surface

ground truth predictions



5.6 Testing with other datasets
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• Model - AHN3

• Model - AHN4

• Model - DALES



5.7 Comparison with CNNs on the DALES dataset
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5.8 Comparison with MLP on the AHN3 dataset
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▪ Pros:

- less RAM

- smaller model size

▪ Cons:

- longer training time

- less accurate



5.9 Application
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6. Conclusions
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6.1 Answers to research questions

1. AHN3 as training data ➔ F1 score 0.9 and mean IoU 0.79

2. Features ➔ 13, 3 neighborhoods + Z coordinate features + density 

3. Testing with other datasets ➔ accuracy ↓

4. Size of training data ➔ 0.75 𝐾m2 → ≤ F1 score 0.9 for 9.25 𝐾m2 

5. Density ➔ 1 point per cubic meter

6. Machine learning < Deep learning
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6.2 Limitations & future work

Limitations:

▪ Only 3 classes: other, building & ground

▪ Only 2 machine learnings algorithms were tested

▪ Low building IoU

▪ Sub-optimal parameters for efficiency
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Future work:

▪ Test deep leaning methods on the AHN3 dataset

▪ Further improve the proposed methodology

▪ Additional processing steps for further automatization



Thank you for your attention
Manos Papageorgiou


