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Abstract— Inspired by frame-based methods, state-of-the-art
event-based optical flow networks rely on the explicit construc-
tion of correlation volumes, which are expensive to compute
and store, rendering them unsuitable for robotic applications
with limited compute and energy budget. Moreover, correlation
volumes scale poorly with resolution, prohibiting them from
estimating high-resolution flow. We observe that the spatiotem-
porally continuous traces of events provide a natural search
direction for seeking pixel correspondences, obviating the need
to rely on gradients of explicit correlation volumes as such
search directions. We introduce IDNet (Iterative Deblurring
Network), a lightweight yet high-performing event-based optical
flow network directly estimating flow from event traces without
using correlation volumes. We further propose two iterative
update schemes: “ID” which iterates over the same batch of
events, and “TID” which iterates over time with streaming
events in an online fashion. Our top-performing model (ID)
sets a new state of the art on DSEC benchmark. Meanwhile,
the base model (7ID) is competitive with prior arts while using
80% fewer parameters, consuming 20x less memory footprint
and running 40% faster on the NVidia Jetson Xavier NX.
Furthermore, the TID scheme is even more efficient offering
an additional 5x faster inference speed and 8 ms ultra-low
latency at the cost of only a 9% performance drop, making it
the only model among current literature capable of real-time
operation while maintaining decent performance.

Code: https://github.com/tudelft/idnet.

I. INTRODUCTION

Optical flow estimation, i.e. estimating pixel motion over
time on the image plane, is both a central and challenging
task in computer vision. As it encodes a primitive form
of motion information, optical flow underpins many robotic
navigation applications [1-3]. Compared to frame-based
cameras, event cameras capture asynchronous brightness
changes in continuous time, offering high dynamic range
measurements with minimal motion blur at high speeds and
low lighting conditions while only consuming milliwatts of
power [4]. All these advantages make it the ideal sensor
candidate for resource-constrained agile robots such as micro
aerial/ground vehicles (MAVs/MGVs) [5,6].

Learning-based methods have made marked progress in
optical flow estimation by incorporating more apt inductive
biases [7-9]. Notably, the dense all-pair correlation volumes
introduced in [9] effectively estimate high-quality flow for
large motions and have been widely adopted in later re-
search [10-12]. Recent methods for event-based optical flow
[13—15] emulate these approaches, treating consecutive event
frames as discrete images to determine flow.

LAll authors are with the Micro Air Vehicle Laboratory, Faculty of
Aerospace Engineering, Delft University of Technology, Delft, The Nether-
lands. Correspondences: Y .Wu-9@tudelft.nl
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Fig. 1. Illustration of the IDNet pipeline for temporal iterative deblurring
(i.e. TID scheme). Raw events are first deblurred according to the initial
coarse optical flow estimate F* before being processed by the backbone
RNN. The RNN extracts the residual motion from the deblurred events and
outputs the residual flow AF? which is added to the initial estimate F*
to arrive at the final flow estimation t. The RNN additionally proposes a
coarse estimate 711 for the next timestep under continuous operation.

However, three major drawbacks of correlation volumes
rise when applied to event data. First, constructing them
requires accumulation of events which causes high latency.
Second, computing and storing the correlation volume is ex-
pensive, restricting deployment on memory/compute-limited
systems. Finally, as noted in [16,17], the correlation volume
scales poorly to higher input resolutions, limiting the algo-
rithm’s ability to process higher resolution events or deliver
fine details in optical flow estimates.

We observe that, compared to estimating flow from two
images, event-based optical flow benefits from the continu-
ous recording of motion over time and space. This allows
tracing the continuous trajectory to estimate flow, whereas
frame-based methods have to search for such “trajectory”
by estimating gradients in the correlation volume. In other
words, while correlation volumes are instrumental for meth-
ods operating over frames to propose an update direction,
such direction is readily evident in the form of blur (i.e. the
continuous spatiotemporal trajectory) in the raw events.

From this observation, we propose IDNet (Iterative De-
blurring Network), an event-based algorithm for iterative op-
tical flow estimation without correlation volumes. At its core,
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IDNet processes event bins sequentially via a backbone RNN
where flow is estimated from the traces (i.e. blur) of events.
Additionally, we adopt an iterative update scheme to improve
estimation quality under rapid motion, employing motion
compensation (a.k.a. deblurring) [18]. Each iteration deblurs
events based on prior flow estimates, then processes them to
refine the flow, akin to frame-based warping techniques.
We propose two iterative update schemes: ID (iterative
deblurring), illustrated in Fig. 2, which iterates over the
same batch of events to achieve the best performance, and
TID (temporal iterative deblurring), shown in Fig. 1, which
iterates over events in time for drastically faster processing.
On public benchmarks, our methods achieve comparable
results with state-of-the-art methods that use correlation
volumes, while using much fewer parameters and memory.
Without correlation volumes, our method can estimate opti-
cal flow from higher-resolution feature maps, resulting in
significant improvements over prior art. Additionally, our
TID scheme is highly efficient, reaching close-to-state-of-
the-art performance while incurring minimal latency.

II. RELATED WORKS
A. Event-based Optical Flow

Early event-based optical flow algorithms such as [19]
adapt frame-based methods such as KLT [20] to the event-
based domain or utilize hand-crafted heuristics to fit event
data [21,22]. The approach in [23] jointly optimizes image
brightness and flow by exploiting brightness constancy.

The availability of event simulators [15,24,25] and large-
scale datasets [26-28] enable learning-based methods to
achieve superior performance over model-based ones. EV-
Flownet [29] introduces an event representation which split
events proportionally to the nearby temporal bins and a U-
Net architecture for processing the event representation. ECN
[30] jointly estimates optical flow, depth and egomotion.
Both methods construct multi-level feature pyramids. E-
RAFT [13], an event-based version of RAFT [9] is the first
to introduce correlation volumes into the event domain. The
method computes the 4D all-pair correlation volume between
two neighboring event representations in time, which is
then iteratively processed to arrive at the final optical flow
estimate. TMA [14] improves upon [13] by constructing
multiple correlation volumes at a finer temporal scale.

While methods [13, 14] deliver high performance, the
computation and storage of correlation volumes, highlighted
in [16, 17], have prohibitive time and storage complexities
that worsen with increasing input resolution. For events of
resolution H by W, the complexity is O((H x W)?). Such
storage demands limit deployment on constrained memory
platforms and prevent scaling to higher resolutions.

B. Iterative Refinement for Optical Flow

The idea of iterative refinement for optical flow can be
traced back to the early works of iterative KLT tracking [20]
where a Taylor series expansion is applied to linearize the
problem and iteratively solve for the residual error. Learning-
based methods incorporate this principle as well. Most works

[7,31,32] perform coarse-to-fine refinement along the feature
pyramid. In addition, other works such as [9,33-35] stack
multiple modules in series to iteratively estimate the residual
flow. While some warps images [34], other methods such as
[9,33,35] resample correlation volumes.

Recently, iterative refinement for optical flow has also
been applied to event-based data. Methods such as [36] and
[37] use pyramid scale to perform coarse-to-fine estimation
similar to PWC-Net [7] but do not perform flow refinement
through iterations. The update scheme from [33] is adopted
by [38], which processes the correlation volume between
warped event slices through time to arrive at a residual
flow estimate. E-RAFT [13] instead directly processes the
correlation volume through an RNN and extracts the fi-
nal flow estimate from the final state of the RNN. All
aforementioned methods rely on the explicit construction of
correlation volumes as a basis for their refinement schemes.

C. Continuous Operation

Since optical flow is temporally highly correlated as the
motion in a real-world environment is mostly smooth and
continuous, it makes sense to leverage the prior estimate
from the past to better predict the present optical flow. This
temporal recurrency is introduced in [39] and used in RAFT
[9] as a “warm-starting” strategy when applied to video data.
RAFT [9], as well as E-RAFT [13], directly transports the
previous flow field to the current timestep by the flow itself
under the assumption of constant linear motion.

III. METHOD
A. Event Representation

As in [13, 40], we utilize the discretized event voxel
grid as the event representation. Specifically, we create a
representation £ € RE*"*W with B bins out of the event
stream {e; = (t;, x;,y:,p;)} of interest as follows:

t: = (B - 1)(ti - tbegin)/(tend - tbegin) (])
g(ba$7y) = Z DPi HlaX(O,l - ‘b_t;kl) (2)

iz, =x,y;=y
where b is the integer bin index and H, W correspond to the
height and width resolution of the event stream respectively.

B. Motion Compensation

We utilize the principle of motion compensation [18] as
a core step in our processing. Specifically, we use the flow
estimate J to deblur the events to a reference time t.¢ by
changing its pixel coordinate x; = (z;,y;) as follows:

x'i =X + (trer — ;) F ;) 3)

Assuming brightness constancy and linear motion, the ideal
flow should neutralize motion in events, resulting in a static
representation without any motion. The effect of such motion
compensation is depicted in Fig. 1. By projecting all bins of
event representation £ onto the same 2D plane, deblurred
events show reduced motion, making moving objects appear
static with sharp edges. Refer to the supplementary video for
a dynamic illustration.
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Fig. 2. Overall pipeline of IDNet with iterative deblurring scheme (i.e. /D scheme). Starting with a zero flow, each iteration deblurs events using prior

flow. The deblurred event bins are fed into the RNN sequentially one bin at a time. A residual flow is estimated and used for deblurring in the next
iteration. The final flow accumulates all residual flows throughout iterations. An L1 loss is applied between the final flow estimate and ground truth. The
detailed network structure is shown on the right. The parameters ch, k, and s of the Conv2d layer refer to the output channel count, kernel size, and stride.

Algorithm 1: Iterative deblurring (ID).

input : Event bins £ containing events of duration T
Number of deblurring iterations N

output: Optical Flow Prediction F for the motion during
the time window of events

Fo < 0, Mran,o < 0, Egebiur,o < €

for i < 0;¢ < N;i++ do
AF; < RNN (Encoder (Edebiur,i) 5 Mran,i)
Fiy1 < Fi + AF;
MRNN,i+1 ¢ WarmStartModule (Fit1)
gdeblur,i+1 < Deblur (ga'eblur,i; A-Fz)

F +— Fn
return F

C. Iterative Deblurring

The main architecture of IDNet under iterative deblurring
(ID scheme) is shown in Fig. 2. The backbone of our pro-
posed IDNet is a recurrent neural network which processes
the input event bins sequentially one bin at a time. An optical
flow field is read out from the state of the RNN once all
bins have been passed through it. In this case, we select a
ConvGRU as the choice for the recurrent unit.

Next, we introduce iterative deblurring on top of the
sequential processing described above. Our design is inspired
by the predictive coding scheme in the visual cortex [41]. In
this scheme, our perception of the world is constantly up-
dated, with only the error signal, i.e. the difference between
actual visual input and our current prediction, being relayed
through the hierarchy of visual cortex for refinement. Anal-
ogously, we utilize motion compensation as our prediction
model, iterating to refine the flow from the residual signal.

An overview of the algorithm is presented in Algorithm 1.
Specifically, as shown in Fig. 2, we start with a zero-
initialized flow estimate and backbone RNN memory (Fy =
0, Mgrnn,0 = 0). After the RNN predicts the flow F; from
the raw event bins &y, the event bins are motion-compensated
with the optical flow vector JFi(x;), resulting in partially
deblurred event bins &£;. This starts the iterative refinement
process, with diminishing flow refinement over iterations.

]}t
AF?
]:t
t
Fig. 3. Initial flow F?, residual flow AF? and final flow F?! as time

progresses and new event bins keeps coming. A trend of increasing quality
in 7! and lowering magnitude in AF? can be observed, implying that the
flow is iteratively refined through time.

To leverage the RNN’s recurrency, we use a warm-starting
module (WSM) comprising feed-forward convolutional lay-
ers to set the memory of our backbone RNN: Mgnn1 =
WSM(F;). We then update the previous belief by adding
the residual flow AJF, estimated from &; to arrive at the
flow estimate at iteration 2: Fo = F; + AJF», from which a
new iteration could be started again.

D. Iterative Deblurring through Time

We also explore another mode of iterative refinement
through the temporal scale, as shown in Fig. 1. Instead of
deblurring the same events multiple iterations, we give the
network access to a continuous stream of events where at
each timestep we deblur the event bins £' and pass the
deblurred bins £, through the backbone RNN only once.
In addition to estimating the optical flow F* for the current
timestep, we predict an initial flow F'*! for deblurring
the event bins £'*! from the next timestep. This recurrent
approach refines flow over time, as shown in Fig. 3.

Unlike simply passing the raw event bins through the
backbone network once, our network initializes with an infor-
mative memory from previous estimates and only processes
deblurred event bins with smaller motion range, allowing
the RNN to enhance flow accuracy with fewer parameters.
A pseudo code of the algorithm is laid out in Algorithm 2.
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Algorithm 2: Temporal iterative deblurring (TID).

input : Event bins &° containing events with 7 € [t,¢ + T]
Initial flow estimate at F* at time ¢

output: Optical Flow Prediction F* at time ¢ for the
motion from 7 € [t,t + T]

M]t{NN < WarmStartModule (ﬁt)

&b e < Deblur (St;ﬁt)

AFt, FtH « RNN (Encoder (Ely) + Mbwy)
Fl e F' 4+ AF

return F*, Fitl

E. Network Architecture

We use a single-layer ConvGRU with 96 channels as our
backbone network. The Encoder network, with 9 convolu-
tional layers (4 having residual connections), produces 64-
dim lower-resolution feature maps from each event bin as
input to the RNN. The RNN outputs a lower-resolution flow
field which is upsampled back to the original input size via
convex upsampling, similar to [9,13]. The WSM module takes
the same architecture as the Encoder network.

F. Loss

For iterative deblurring (ID) scheme, we apply L1 loss
between the final flow and ground truth: Lip = || Fe—Fn||1.
For training temporal iterative deblurring (7ID), we take a
prediction sequence of length 7" and enforce an L1 loss on
both the intermediate current flows and future flows and
weigh them using a geometric series to penalize error more
on later iterations, where v € (0, 1):

T
Lo =Y " ([Fa = Fh+ [[Fa = F ) @)

t=0
IV. EXPERIMENTS

Following prior works, we train and evaluate our models
on two standard benchmarks: DSEC [26] and MVSEC [27].

A. Training Details

We train our models implemented with PyTorch [42] on
a single NVIDIA RTX 4090 GPU. We set the number of
deblurring iterations N to be 4 for Algorithm 1 and the
sequence length 7' = 4 and v = 0.8 in Eq. (4). We use
an event representation with B = 15 bins for every 100 ms
of events from DSEC and MVSEC under dt = 4 and 20Hz
setting. B is set to 5 for MVSEC dt = 1 case. We use
Adam [43] for DSEC and AdamW [44] for MVSEC with
the onecycle learning rate scheduler [45] under a maximum
learning rate of 1 x 10~%. We train with a batch size of 3 for
250K steps for DSEC and 40K steps for MVSEC. To account
for the longer-duration event trajectories which span greater
distances on the image plane, we apply random cropping to a
larger size of 384 by 512 for training 77D models, compared
to the 288 by 384 size used for ID models. We also apply
horizontal flipping and a 10% probability of vertical flipping
as data augmentation during training.

interlaken 01 a

zurich city 12 a  zurich city 15 a

interlaken_00_b

Image

Events

E-RAFT

[]

A 'S

[]

Fig. 4. Qualitative results of optical flow predictions on DSEC-Flow with
highlighted regions of interest. Images are for visualization only, as optical
flow is event-based. Test samples reveal that our /D method at 1/4 resolution
produces superior results on fine details and small objects, while the TID
method yields results that are comparable to those of E-RAFT.

TID, 1/8 Res ID, 1/8 Res 1D, 1/4 Res

B. DSEC-Flow

Our quantitative evaluations on the DSEC-Flow test set are
presented in Table I. We report the following performance
metrics regarding flow vector against ground truth: EPE (L2
endpoint error in pixels); AE (angular error in degrees);
nPE (percentage of pixels with optical flow magnitude error
greater than n pixels). We report the model size in millions
of parameters. Additionally, we gather resource usage data
for methods when evaluating a single test sample (100ms
of events) from DSEC: Memory footprint, the minimum
amount of working memory required during inference while
executing the computation graph of the model; GMAC,
the number of multiply-and-accumulation operations during
inference measured in billions of operations. We benchmark
the runtime of the algorithms on three different platforms:
8-core AMD Ryzen 7700 CPU, Nvidia RTX 4090 Desktop
GPU (D-GPU) and Nvidia Jetson Xavier NX Embedded
GPU (E-GPU), commonly used in mobile robots.

Our methods significantly surpass optimization-based
MultiCM [46], the self-supervised TamingCM [47], and
the feedforward UNet-like EV-FlowNet [29]. Only methods
that employ correlation volumes [13-15] yield performance
comparable to ours. Notably, our base /D model, which
processes feature maps of 1/8th the input resolution reaches
performance close to, albeit slightly behind, the recent state-
of-the-art methods (TMA [14] and E-Flowformer [15]).

On the other hand, our models are much more lightweight,
using only a quarter of the parameters and minimal memory.
This efficiency enables their deployment on power-efficient
edge inference chips with limited on-chip SRAM up to mere
MBs, exemplified by [49,50]. These memory savings arise
not merely from a reduced network size but predominantly
from eliminating correlation volumes, which are essential for
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TABLE I
EVALUATION ON DSEC-FLOW DATASET WITH MODEL STATISTICS. THE BEST METRIC IS IN BOLD, WHILE THE SECOND BEST IS UNDERLINED.

VALUES MARKED “-” ARE UNAVAILABLE, WHILE THOSE WITH “*” ARE INTERPOLATED FROM SIMILAR ARCHITECTURES.

Performance Model Memory GMAC Runtime Real-

EPE AE 1PE 2PE 3PE Size Footprint CPU D-GPU E-GPU time
MultiCM [46] (Optimization-based) 347 1398 76.6 484 30.9 - - - - - - -
TamingCM [47] (Self-supervised) 2.33 10.56 683 335 17.8 - - - - - - -
EV-FlowNet [29] 232 790 554 298 186 14M 120MB 62 0.20s 2ms 0.02s v
EVA-Flow [48] 0.88 3.31 159 - 32 - 100MB* - - 35ms* - X
E-RAFT [13] (1/8 Resolution) 079 285 127 47 27 53M 132MB 256  0.70s 36ms  0.93s X
- E-RAFT (1/4 Resolution) GPU Out of Memory (>40GB) 5.3M 1.9GB 750 1.76s  65ms 1.68s X
L E-RAFT w/o Correlation Volume 1.20 3.75 27.5 11.5 63 45M 40MB 208 0.53s 30ms 0.71s X
E-Flowformer [15] 076 2.68 112 41 24 - - - - - - X
TMA [14] 074 268 109 4.0 27 69M 1.1GB 522 230s 17ms 1.06s X
Ours (ID, 4 iterations, 1/4 Resolution) 0.72 2.72 10.1 3.5 2.0 25M 30MB 1200  2.50s  78ms 2.22s X
Ours (ID, 4 iterations, 1/8 Resolution) 0.77 3.00 12.1 4.0 22 14M 20MB 222 0.68s 46ms 0.63s X

Ours (TID, 1 iteration, 1/8 Resolution) 0.84 341 147 50 28 19M 20MB 55 0.12s 12ms  0.12s
TABLE 11

their performance. Removing the correlation volume from E-
RAFT results in a smaller memory footprint but significantly
deteriorated performance, illustrating its importance.

Compared to [13,14], our base model also has the smallest
GMAC and runs fastest on the embedded GPU, showing 40%
improvement over TMA [14]. While [13, 14] demonstrate
faster desktop GPU runtime, this doesn’t genuinely represent
their computational demand. This accelerated performance
owes largely to the higher throughput of high-end GPUs,
stemming from more CUDA cores and higher memory band-
width, while incurring more power use. This setup naturally
favors their more parallel architectures, such as correlation
volumes and transformer layers, as used in [13—15]. Con-
versely, our recurrent networks, inherently sequential, benefit
less from such increased throughput. However, comple-
mented by the low power of event cameras, we envision their
biggest use cases in power-constrained embedded systems
including IoT and robotics. We contend that evaluating event-
based algorithms on these systems is more important.

While ID performs better, TID is drastically faster by
only iterating once. By leveraging the temporal prior, we
have managed to retain almost the full quality of prediction
while incurring a performance drop of only 9-13% compared
to the base model and state-of-the-art method TMA [14],
which consumes 10 times more compute and runs 8 times
slower. Moreover, [13—15] requires accumulating all events
in a time window before processing, resulting in high latency,
while TID processes event bins sequentially and can thus
parallelize the processing of bins as events arrive in real-
time, significantly reducing inference latency, as reported in
Table II. The recently proposed EVA-Flow [48], employing a
recurrent architecture, has also significantly reduced latency
through on-the-fly processing. However, it still falls behind
our method in both accuracy and latency due to its lack
of a temporal prior and a larger network size. Among all
published methods, 71D stands out as the only one nearing a
real-time processing rate on the DSEC-Flow dataset (10Hz)
while still upholding decent accuracy.

EPE, LATENCY AND PROCESSING MODE OF SELECTED METHODS,
MEASURED ON NVIDIA JETSON XAVIER NX GPU.

EPE Latency Processing Mode
E-RAFT [13] 0.79 930ms Batch
EVA-Flow [48] 0.88 93ms™ On-the-fly
Ours (TID) 0.84 8ms On-the-fly

As highlighted in [16,17], all-pair correlation volumes suf-
fer from poor time and space complexity. Thus methods like
[13—15] derive correlation volumes from feature maps with
1/8 the resolution of the input size to maintain reasonable
memory usage. This limitation impacts performance, as fine
details cannot be preserved in low-resolution features. As a
concrete example, E-RAFT processing 1/4 resolution would
consume 1.9GB of memory per sample, making it not only
impractical to deploy on most hardware but also impossible
to train on a single GPU due to the even larger memory
requirement for training. In contrast, IDNet scales well to
high-res feature maps. By tweaking the convolution stride in
the Encoder to produce 1/4 resolution maps, performance
leaps by 7% in EPE, outperforming prior state-of-the-art on
this benchmark. Qualitative results are presented in Fig. 4.
While the upscaled model is no longer lightweight, its top
performance may render itself useful in offline non-realtime
applications such as computational photography [51].

C. MVSEC

In line with prior works [13, 14, 29], we train
on outdoor._day-2 sequence and evaluate on the
outdoor_day-1 sequence under 45Hz (dt = 1), 11.25Hz
(dt = 4) and original 20Hz rate. The results are presented in
Table III. When trained from scratch, our methods lag behind
those in [13, 14,29], unlike the case on DSEC-Flow dataset.
Compared to DSEC, MVSEC holds data of limited variety
and poor quality. It features a single sequence, whereas
DSEC encompasses eighteen. The events in MVSEC are
lower in resolution and sparser than in DSEC. These factors
all make generalization on this dataset extremely challenging.
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TABLE III
EVALUATION RESULTS ON MVSEC OUTDOOR DAY 1 SEQUENCE.

dt =1 dt =4 20Hz

EPE 3PE EPE 3PE EPE 3PE
EV-FlowNet [29] 035 0.0 | 1.09 57 |061 045
E-RAFT [13] 027 00 |0.72 1.1 | 047 0.24
L w/o Correlation Volume 0.32 0.0 | 1.02 4.1 | 0.64 0.55
L Finetune 029 0.0 | 067 09 |044 022

TMA [14] 025 0.1 [ 070 1.1 - -
ID, 1/4 Res, 1 iter 0.31 0.1 | 1.30 9.1 | 0.75 0.88
L Finetune 029 0.0 [075 12 | 049 0.23
ID, 1/8 Res, 1 iter 033 0.1 | 1.26 85 [0.74 0.84
L Feedforward Init 0.31 0.0 | 1.11 6.0 | 0.63 0.86
L Finetune 030 0.0 | 079 15 | 046 0.22
ID, 1/8 Res, 4 iter 034 0.0 | 148 11.2 084 1.06
L Finetune 029 0.0 | 077 1.7 | 046 0.25
TID, 1 iter 045 0.2 | 1.65 13.1 | 1.03 2.51
L Finetune 035 0.1 | 078 1.5 |047 0.20

As a result, even state-of-the-art methods can only generalize
to an EPE of 0.5 pixels at 20Hz evaluation rate. When
adjusted for time window and mean flow magnitude, this
translates to a 5-pixel EPE under DSEC, notably poorer
than any methods benchmarked there. This is reflected in
the qualitative results in Fig. 5 with blurry motion boundaries
and poor details, unlike the case in DSEC as shown in Fig. 4.

The deterioriated training signal, owing to the limited and
lower-quality data, makes algorithmic generalization more
reliant on their inductive biases. We have pinpointed two
such biases which lead to this outcome on this dataset:
correlation volumes and feedforward processing. Removing
correlation volumes from E-RAFT renders its performance
comparable to EV-FlowNet. The sparse events also com-
plicate learning useful representations via recurrent connec-
tions, which are central to the operations of /DNet. By attach-
ing a feedforward network which takes the entire voxel grid
as input to initialize the memory of our RNN (denoted by
“Feedforward Init” in Table III), we bridge the performance
gap with EV-FlowNet. While these biases benefit training on
this dataset, they demand substantial computational power
while incurring undesired latency and are not essential for
high performance when the data quality is improved.

To verify the hypothesis that the reduced performance of
IDNet is due to the limited and low-quality training set, we
finetune models pretrained on DSEC with outdoor_day_2
sequence before evaluating on outdoor_day_1 sequence,
marked by “Finetune” in Table III. We observe the finetuned
performance is close to E-RAFT, surpassing those of EV-
FlowNet. Hence, the less good results on this dataset should
not be regarded as a limitation of the method, highlighting
the need for a more modern and representative benchmark.

D. Ablation Studies

We study the impact of introducing iterative deblurring on
a slightly scaled-down model to save time and resources. The
results are reported in Table I'V. For this experiment, we first
set the number of deblurring iterations down to 1. Without
either iterative processing or deblurring, the performance
dropped by 47% on EPE. Introducing recurrency with 4

TABLE IV
ABLATION STUDY ON DSEC-FLOW W.R.T THE EFFECTIVENESS OF
ITERATIVE DEBLURRING. THE STUDY USES A SLIGHTLY SCALED-DOWN
MODEL THAN THE ONES PRESENTED IN TABLE I.

EPE AE IPE  3PE

ID 4 iters 088 321 156 3.2

ID 2 iters 094 343 181 37

ID 1 iter 1.30 482 337 67

ID 4 iters w/o deblurring 1.24 449  31.1 6.6

ID 4 iters w/o WSM 1.02 4.07 208 4.0
ID 1/8 Res TID E-RAFT EV-FlowNet
ID Finetune TID Finetune E-RAFT Finetune Ground Truth
Fig. 5. Qualitative results on MVSEC outdoor_day-1 sequence.

iterations but no deblurring, where the network would take
raw event bins instead of the deblurred ones as in Algo-
rithm 1, results in a 41% decrease in EPE, demonstrating the
effectiveness of deblurring as an inductive bias. Lastly, we
remove the warm starting module (WSM) so that the memory
of the backbone RNN would be initialized to zero. This time,
EPE and AE went up by 16%, revealing the recurrency is
better complemented with an informative prior.

We also study the impact of the number of deblurring
iterations on the performance by comparing /D models with
N = 1,2, 4 iterations. We observe that iterating twice already
lowers EPE by 27%, while two extra deblurring iterations
bring a diminishing further improvement of 5%.

Note the improvement brought by multiple iterations is
diminishing for scenes with very small motion, such as in
MVSEC (see Table III) where the mean flow magnitude is
only around 3 pixels at 20Hz evaluation rate.

V. CONCLUSION

In this work, we introduce IDNet, a lightweight yet high-
performing event-based optical flow algorithm. We demon-
strate through experiments our network are competitive in
performance while being much more efficient than state-
of-the-art methods. We believe our work provides valuable
insights into efficiently solving event-based optical flow
problems and hope to encourage the community to adopt our
methods for potential applications and explore the principle
of iterative deblurring for other architectures and vision tasks.
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