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Abstract

As we are moving toward nanometre technology, the variability in
the circuit parameters and operating environment (Process, Voltage
and Temperature (PVT)) are increasing, causing uncertainty in the
circuit performance. Statistical Static Timing Analysis (SSTA) is a
category of methodologies to analyse the variations in delay due to
PVT variations. This thesis work is a part of the MODERN project,
which is involved in developing a new SSTA methodology.

In this thesis, the variation of the delay in 45nm standard cells
is analysed. In industry practice, the Monte Carlo method is often
used to estimate the statistical moments. This method needs a large
number of simulation iterations and these simulations are parameter
distribution dependent. A fast statistical moment estimation method
is proposed in this work. The proposed methodology is at least 100×
faster than the Monte Carlo method and simulations are independent
of the parameter distribution.

In the SSTA methodology of the MODERN project, the signal
waveforms with their variations are preserved at each pin of the stan-
dard cell. The concept of a “set of waveforms” as a representation of
a variable electrical signal is also developed in this thesis work. Pos-
sible methods to represent the set of waveforms and their integration
with the timing analysis methodology are analysed. The pseudo cir-
cuit based representation turns out to be the most compact model.
A methodology for the analysis of the accuracy and efficiency of the
pseudo circuit model is proposed.
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Abstract

As we are moving toward nanometre technology, the variability in the circuit parame-
ters and operating environment (Process, Voltage and Temperature (PVT)) are increas-
ing, causing uncertainty in the circuit performance. Statistical Static Timing Analysis
(SSTA) is a category of methodologies to analyse the variations in delay due to PVT
variations. This thesis work is a part of the MODERN project, which is involved in
developing a new SSTA methodology.

In this thesis, the variation of the delay in 45nm standard cells is analysed. In indus-
try practice, the Monte Carlo method is often used to estimate the statistical moments.
This method needs a large number of simulation iterations and these simulations are
parameter distribution dependent. A fast statistical moment estimation method is pro-
posed in this work. The proposed methodology is at least 100× faster than the Monte
Carlo method and simulations are independent of the parameter distribution.

In the SSTA methodology of the MODERN project, the signal waveforms with their
variations are preserved at each pin of the standard cell. The concept of a “set of wave-
forms” as a representation of a variable electrical signal is also developed in this thesis
work. Possible methods to represent the set of waveforms and their integration with
the timing analysis methodology are analysed. The pseudo circuit based representa-
tion turns out to be the most compact model. A methodology for the analysis of the
accuracy and efficiency of the pseudo circuit model is proposed.
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Introduction 1
1.1 Motivation

Economical benefit is the main driving force for shrinking of CMOS circuit design
technology. Other benefits of device shrinking are lower power consumption per tran-
sistor [1], enhancement in circuit performance [2] etc. These are possible because of
faster devices and lower supply voltages in smaller technology nodes. However, as tech-
nology is moving into deep submicron dimensions, various complex device phenomena
are playing an important role in digital circuit functionality and reliability. Addition-
ally, variations in these devices are causing uncertainty in device behaviour. Delay test
is one of the important analysis tools for circuit reliability and functionality check. The
variations in the circuit parameters such as Process, Voltage and Temperature (PVT)
are significantly affecting the delay of digital circuits [3]. In advanced technology nodes
with increasing operating clock frequency in digital circuits, the relative error in the
delay calculation is becoming very critical and significantly impacts yield [4, 5]. This
is because the gate delay on silicon might be higher than the estimated gate delay, and
cause the circuit not to work on the targeted clock frequency.

Traditionally, lookup table based gate models are used in the delay analysis. How-
ever, they are not sufficient to model the complex behaviour of the gate very accurately
in sub 90nm technology nodes. Improved standard cell models have been proposed to
overcome these problems. The Composite Current Source (CCS) Model from Synop-
sys and Effective Current Source Model (ECSM) from Cadence are industry standard
modelling schemes among them. The problems due to complex standard cells are well
addressed by the CCS and ECSM models, however, the problems due to PVT variations
are not addressed.

The MODERN project is involved in developing an advanced delay analysis method-
ology which can address the problems mentioned above by mainly using fast circuit sim-
ulators and preserving the standard cell output waveforms along with their uncertainty.
This thesis work is within the objectives of the MODERN project.

1.2 Project Sketch

The main contribution of this thesis work is to analyse the variations in the delay of
standard cells caused by the PVT variations. Furthermore, variations in the output
signal waveforms of the standard cells are analysed and a representation method is de-
veloped. State of the art 45nm predictive technology models are used in this work such
that the complex behaviour of deep submicron technologies can be analysed. Monte
Carlo is a well known industry standard method for statistical analysis of the circuit
behaviour. However, there are two major limitations of Monte Carlo. Firstly, it needs
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a very high number (thousands) of simulation runs and secondly, these circuit simu-
lations are process variation dependent. A fast statistical circuit analysis method is
proposed and its performance is compared with standard Monte Carlo methods.

The delay analysis methodology in the MODERN project is preserving various pos-
sible output waveforms of standard cells due to PVT variations. The concept of a “set
of waveforms” as a representation of a variable output waveforms is also developed in
this thesis work. Possible methods to represent the set of waveforms have been anal-
ysed. The pseudo circuit based representation turns out to be the most compact model.
Therefore, a possible pseudo circuit model is proposed. Additionally, a methodology
for the analysis of the accuracy and efficiency of the pseudo circuit model is developed.

The main contributions of this thesis are:

• Analysis of the variations in the delay of standard cells due to variations in the
PVT parameters in a 45nm technology.

• Development of a fast statistical circuit analysis method and comparison of its
performance with a standard Monte Carlo method. [6, 7]

• Development of the concept of a set of waveforms and possible methods for their
representation and integration with the delay analysis methodology in the MOD-
ERN project.

• Development of a pseudo circuit based representation for the set of waveforms
and a methodology for the analysis of the accuracy and efficiency of the pseudo
circuit model. [8]

1.3 Thesis Overview

The organization of the report is as follows: The digital circuit, source of PVT variations
and their impact on the circuit, and simulation environment are presented in Chapter 2.
The variation in the delay of standard cells due to PVT variations is analysed in
Chapter 3. The proposed method of fast statistical circuit analysis and the methodology
of estimating probability density functions are discussed in Chapter 4. The concept
of the set of waveforms, a method of uncertainty representation in these waveforms
and its integration with the delay analysis tool is discussed in Chapter 5. A pseudo-
circuit model representation for the set of waveforms and its performance and accuracy
evaluation is given in Chapter 6. At the end, conclusions and possible future work is
reported in Chapter 7.

Delay variations of an inverter (INV X1) due to various possible combinations of
PVT variations are given in Appendix A.
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Digital Circuit and PVT

Variations 2
Digital circuit design is a stepwise approach with various levels of abstraction. The
design process of a chip begins with the functional requirement, which can be first
divided into functional units like control unit, processing unit etc. The functional units
are designed with smaller blocks like adder, multiplier, selection logic etc. and these
blocks are then implemented with logic gates. The logic gates are designed with Metal
Oxide Semiconductor Field Effect Transistors (MOSFET). Depending on the levels of
abstraction, we can broadly classify digital circuit design into two major categories:
full-custom design and semi-custom design. In full-custom design, end-to-end circuit
design is owned by the designer with the MOSFET as the lowest level of abstraction;
whereas in semi-custom design, designers use pre-designed library cells. These pre-
designed library cells include commonly used gates such as NOT, AND, NAND, OR,
NOR, XOR, MUX, D Flip Flop, Latch etc. The span of full-custom design and semi-
custom design along with the various levels of abstraction in digital circuit design are
shown in Figure 2.1.

Figure 2.1: Full-custom design and semi-custom design

Full-custom design potentially maximizes performance and minimizes the area of
the chip, however this is very labour intensive to implement. That is one of the main
reason why full-custom design is limited to Integrated Circuits (IC) which are to be
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fabricated in very high volume (like microprocessors) or require very high performance.
The rest of the Application Specific Integrated Circuits (ASIC) use semi-custom design.

Performance of a digital circuit is primarily measured by the time it takes to process
the input and execute the required operation. These circuits can either perform the
operations on the clock tick or on the input signal availability. So, digital circuits
can also be classified as synchronous circuits or asynchronous circuits. A synchronous
circuit runs on the clock tick and uses edge triggered flip-flops or level sensitive latches
as a memory elements to store the state. In an asynchronous circuit, dual rail encoded
signals, and done signal acknowledgement mechanisms are used. In this chapter, we
will only discuss synchronous circuits in detail. Edge triggered flip-flops are usually
known as “DFFs” and level sensitive latches are known as “Latches”. However, in
the following text we will use DFF instead of both edge triggered flip-flop and level
sensitive latch for simplicity. Also, since we will be talking about ASIC synchronous
design only, we will often use “circuit” instead of “ASIC synchronous circuit”.

The organization of the chapter is as follows: the basics of digital circuits are dis-
cussed in Section 2.1 and state of the art methodologies for Static Timing Analysis
(STA) are discussed in Section 2.2. Furthermore, Process, Voltage and Temperature
(PVT) variations, their impact on the digital circuit, and the need for Statistical Static
Timing Analysis (SSTA) are discussed in Section 2.3. The MOSFET technology mod-
els, circuit simulation and data analysis tools are discussed in Section 2.4. At the end,
the summary of the chapter is presented in Section 2.5.

2.1 Digital Circuit

In digital circuits, a signal moves from a gate to another gate and combines with other
signals inside the gate, which results into a new signal at the output of the gate. These
signals can be categorized based on the type of the signal travelling on it, e.g. data,
clock, reset, test, etc. We will mainly focused on data signals and sometimes clock
signals. A path of logic gates traversed by a data signal is also known as a “data path”.
The signal transition quality is measured in terms of the “signal slew”. The time taken
by a gate or an interconnect to reflect the change of the inputs to the output is called
“delay”. The terms “data path”, “slew”, and “delay” are defined as:

Data Path: A data path starts from either a primary input pin of the circuit, an
output pin of a DFF, or an output pin of a macro block. It ends with a primary
output pin of the circuit, an input data pin of a DFF or an input of a macro block.
An example of a data path is shown in Figure 2.2. Here, start points are shown
on the left side of the logic gates and end points are shown on the right side of
the logic gates.

Slew: The slew of a signal is a measure of the quality of the transition. Mathematically
the slew is defined as a signal transition time between two slew threshold voltages,
as given in (2.1) and depicted in Figure 2.3. Here V1 and V2 are the lower and
upper threshold voltages, and t1 and t2 are the times when the signal reaches
V1 and V2 respectively. The slew threshold voltages vary from design to design,
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Figure 2.2: Data Path

however most of the designers use 40 / 60 or 30 / 70 % of the supply voltage
(VDD) as the threshold values. There are trade-offs in the threshold selection and
the accuracy of the quality measurement. These trade-offs are not discussed in
this chapter but interested readers can find details in [9].

Slew = |t2 − t1| (2.1)

Figure 2.3: Slew

Sometimes, slew is also defined as the signal transition time between VDD and lower
supply voltage (VSS) by fitting a straight line through two slew threshold voltage points.
In this chapter, we will discuss the delay calculation methodology corresponding to
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the first definition only. Appropriate changes can be made to incorporate the second
definition into the delay calculation methodology.

Delay: Delay is defined as the time taken by a signal to travel from the input pin
to the output pin of a circuit component. This circuit component could be an
interconnect, a gate, or a collection of gates and interconnects. The mathematical
equation for delay calculation is shown in (2.2). Here tdelay is the delay of the
component, and tin and tout are the times when the input and output signals cross
the delay threshold point which is usually VDD/2. However, the delay threshold
point can be changed if required. An example of the delay of an inverter along
with the input and output waveforms is shown in Figure 2.4.

tdelay = tout − tin (2.2)

Figure 2.4: Illustration of a circuit component delay

A data signal traverses through the logic gates of a path and is captured by a DFF
at the clock edge. Due to the internal delay of the DFF, some timing constraints are
imposed on the input signals such as setup time, hold time, minimum clock width etc.
Here we will concentrate on two major constraints: setup time and hold time, which
are defined below as:

Setup Time: To store the data correctly into the DFF, the input signal needs to be
stable before the clock edge. The minimum time before the clock edge for which
the input signal needs to be stable is known as the setup time.

Hold Time: Similar to the setup time constraint, the input signal needs to be stable
for some time after the clock edge to ensure correct functionality of the DFF. The
minimum time after the clock edge for which the input signal needs to be stable
is known as the hold time.
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A master-slave positive edge triggered flip-flop design using multiplexers (MUXes)
is shown in Figure 2.5. A design of the same DFF with a pass transistor logic imple-
mentation of the MUXes is shown in Figure 2.6. Here I1, I2, I3 . . . are the inverters and
T1, T2, T3 . . . are the pass transistor logic. In these implementations, the internal node
Qm captures the input signal during the low level of the clock via I1, T1, and I3. Qm

retains the signal value during the high level of the clock with the help of the feedback
loop with I2, T2, and I3. Similarly, during the high level of the clock, the stored signal
at Qm is passed to the output pin Q via I4, T3, and I6 and retains the output signal at
the low level of the clock with the help of the loop with I5, T4, and I6.

Figure 2.5: Master-Slave DFF with MUX

Figure 2.6: Master-Slave DFF with MUX as Pass Transistor Logic

To ensure that the correct signal value is stored into the DFF, the signal at the node
Qm and the loop I2, T2, and I3 should be stable before the rising edge of the clock.
This constraint on the input signal gives the setup time of the DFF and is given in

tsetup = tdI1 + tdT1 + tdI3 + tdI2 (2.3)

where tdk denotes the delay due to component k. Since the signal propagation from the
node Qm to the output of the inverter I2 is considered in the setup time, the output
of the inverter I4 will also be stable at the rising edge of the clock. We should also
consider that the input signal should not change before it reaches from the internal
node Qm to the output pin Q, which gives the hold time of the DFF expressed as

thold = tdT3 + tdI6 (2.4)

7



Since a DFF stores new signal values only at the clock transition, the delay of a
DFF is defined from the clock pin to the output pin and known as clock to Q delay
(tck−q). Setup time (tsetup), hold time (thold), and clock to Q delay (tck−q) are depicted
with the help of the voltage waveforms in Figure 2.7.

Figure 2.7: Setup, Hold, and Clock to Q Delay in Waveform

For a DFF to DFF data path, as depicted in Figure 2.8, DFF1 is called the start
point of the data path and DFF2 is called the end point of the data path. In this path,
the signal at the start point changes at the clock edge and the signal at the end point
is captured at the next clock edge, which gives the relation between the maximum
permissible delay of the data path and the minimum possible clock period as given in

tperiod ≥ tpath delay + tsetup + thold

⇒ tperiod,min = tpath delay + tsetup + thold (2.5)

Here tpath delay is the delay of the logic gates and the interconnects between the start
point and the end point of the data path, and tperiod,min is the minimum permissible
time period of the clock. The data path which has the longest path delay in the entire
circuit is also known as the critical path and it directly relates to the highest possible
frequency of the circuit.

The path delay is comprised of the delay contribution due to each gate and the
interconnects of the data path. An example of a data path is depicted in Figure 2.9.
Path delay equations for the data path from DFF1 to DFF3 (td1−3

) and DFF2 to DFF3
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Figure 2.8: DFF to DFF Path

(td2−3
) are given in (2.6) and (2.7) respectively.

td1−3
= tDFF1

+ tn1
+ tg1 + tn2

+ tg2 + tn3
(2.6)

td2−3
= MAX((tDFF2

+ tn6
+ tn4

+ tg1 + tn2
+ tg2 + tn3

),

(tDFF2
+ tn6

+ tn5
+ tg3 + tn7

+ tg2 + tn3
)) (2.7)

Here tDFFk
denotes the delay contribution due to DFFk, tgk denotes the delay con-

tribution due to gate gk, and tnk
denotes the delay contribution due to interconnect nk.

Path delay calculation is a stage-by-stage approach in which the input of one gate to
the input of a successor gate is one stage. For example, DFF1 to g1, g1 to g2, and g2 to
DFF3 are 3 stages of the data path from DFF1 to DFF3.

Figure 2.9: Path Delay

2.2 Static Timing Analysis

Up until this point we have understood that the critical path defines the maximum
operating frequency of the circuit. However in the industry, the required operating
frequency of the circuit is pre defined and the circuit needs to be designed to achieve
the target operating frequency. In this case, a designer needs to estimate the delay
of each possible data path and make sure that the critical path is within the target
frequency. This delay analysis is known as “Timing Analysis”. Considering the size of
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an ASIC design (in the order of millions of gates), transistor level simulation (such as
Simulation Program with Integrated Circuit Emphasis - SPICE ) analysis is not practical
for the entire chip due to its high run time. This problem is addressed by modelling
the gate behaviour mathematically and performing mathematical analysis instead of
circuit simulation. This analysis is known as “Static Timing Analysis (STA)”. The gate
behaviour of every standard cell is modelled and stored in a file, known as “Standard
Cell Library File” and used as an input in the ASIC design flow stages such as synthesis,
placement, routing, and timing analysis.

The models of the gates stored in the standard cell library file are used to estimate
the delay of each gate of the data path. The delay of a gate depends on the input signal
slew and the output load of the gate. This is discussed below in detail with the help of
an inverter.

A MOSFET implementation of an inverter is shown in Figure 2.10. When the input
signal (In) is at logic ‘0’ i.e. VSS, the n-type MOSFET (NMOS) is in the cut-off mode
and the p-type MOSFET (PMOS) is in the saturation mode which results in a path
from VDD to the output load via the PMOS and the output signal (Out) is at logic ‘1’
i.e. VDD. When the input signal changes from logic ‘0’ to logic ‘1’ (i.e. rise transition),
the PMOS is turned off which disconnects the path from VDD to the output pin. The
NMOS is turned on which opens a path from the output pin to VSS.

Figure 2.10: CMOS Inverter

The switching time of the output signal from VDD to VSS depends on two factors.
Firstly, how quickly the NMOS is turned on and the PMOS is turned off and secondly,
the time constant of the discharge circuit. The state of the NMOS and the PMOS of
an inverter depends on its gate voltage. The cut-off condition of both the NMOS and
the PMOS is given in (2.8) and (2.9), respectively.

Vin < VTN (2.8)

Vin > VDD − |VTP | (2.9)

The same is shown on the rising edge input signal waveform in Figure 2.11. Here
VTN and VTP are the threshold voltages of the NMOS and the PMOS respectively, tn
and tp are the time when the NMOS and the PMOS switches between the stages (ON
/ OFF) respectively. The switching time of the output signal of the inverter depends
on tn and tp which further depends on the input signal slew (|t2 − t1|).
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Figure 2.11: ON and OFF state of the PMOS and the NMOS in an Inverter

Output signal transition time also depends on the RC time constant (τ) of the
discharge circuit. The charge accumulated on the output load (Cload) of the inverter is
discharged through the on resistance of the NMOS (Ron). The RC time constant (τ)
is defined as

τ = Ron × Cload (2.10)

In this example, we understood that the delay of an inverter, for the input rise
transition, depends on the input signal transition time (Slew) and the output load
(Cload) of the inverter. A similar argument can be made for a fall transition of the
input signal.

The total effective load at the output pin of a gate is due to the on resistance of the
driver cell, interconnect impedance, and input impedance of the receiver cell [10, 11, 12].
We can see in Figure 2.10 that the effective output impedance of an inverter will have
a contribution of the resistance from the output node to the VDD and the VSS via
the PMOS and the NMOS respectively. This output resistance of the inverter is very
high as compare to the interconnect resistance in higher technology nodes. Thus,
the resistive component of the interconnect can be ignored, and this will introduce a
negligible error in delay calculation. Also note that, due to the very small dimension of
the interconnect, the inductance of the interconnect is small. In a low frequency circuit,
the equivalent impedance due to this inductance is very small in comparison with the
equivalent impedance due to the resistance and capacitance of the interconnect and can
be ignored. These assumptions result in a simplified model of the total effective load at
the output pin of a gate as an effective capacitance only for higher technology nodes.
However, in the lower technology nodes, the interconnect resistance can no longer be
ignored [13].

Now, we can say that the output voltage waveform of a driver can be defined for
a given set of the input signal slew and output load, and the delay for STA can be
estimated.
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Various methodologies have been proposed to model the gate behavior for the delay
estimation in STA. Traditionally, the Non-Linear Delay Model (NLDM) has been used
for the delay estimation [14]. However due to increase in frequency and device shrinking,
the relative error introduced by NLDM is no longer acceptable. Various improved
modelling schemes have been proposed. The Composite Current Source (CCS) [15, 16,
17, 18] and the Effective Current Source Model (ECSM) [9, 19] are well known industry
standard modelling schemes. We will briefly discuss NLDM, CCS and ECSM modelling
schemes in the following subsections.

2.2.1 Non-linear Delay Model

NLDM is the traditionally used modelling scheme, in which the gate delay is modelled
using lookup tables. If we neglect the resistive component of the impedance from the
effective load of a cell (as discussed in Section 2.2), then the cell delay is dependent on
two parameters: input signal slew and output effective capacitive load (for a specified
Process, Voltage, and Temperature (PVT)). We also know that the MOSFET behaviour
depends on the input signal transition i.e. rise transition and fall transition. In NLDM,
cell delay is modelled in a two dimensional lookup table for each transition as shown
in Table 2.1. Here Sin is the input signal slew, Cout is the effective output capacitive
load of a cell and tdelay is the gate delay.

Table 2.1: NLDM based cell delay (tdelay) lookup table

Input Signal Effective Output Capacitance
Slew Cout1 Cout2 Cout3

Sin1
tdelay tdelay tdelay

Sin2
tdelay tdelay tdelay

Sin3
tdelay tdelay tdelay

These gate delays are obtained from multiple SPICE simulations for every set of Sin

and Cout. Since the lookup table contains only a small set of Sin and Cout, interpolation
or extrapolation are required to evaluate tdelay and Sout for the desired set of Sin and
Cout.

Being a very simple lookup table, NLDM makes delay calculation very fast at the
cost of accuracy. Primary cause of the accuracy loss is due to interpolation, process
variation, on-chip variation, and the complex behavior the MOSFET at the smaller
technology nodes [15, 20]. Several more advanced modelling schemes have been de-
veloped in which the complex behaviour of the cell and the signal waveforms can be
captured more accurately. These advanced modelling schemes reduce the relative error
in the delay calculation. The Composite Current Source (CCS) Model from Synopsys
and the Effective Current Source Model (ECSM) from Cadence are the most well known
industry standard modelling schemes of this type.

2.2.2 Composite Current Source Model

Similar to NLDM, characterization in a CCS model is also carried out with a small set
of combinations of input signal slew and output effective capacitive load. However, in
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contrast with NLDM, CCS contains the output current waveform (see Figure 2.12) in
the lookup table as shown in Table 2.2. Here Iout(t) is the output current waveform.
It is represented by a set of paired current and time values. In the library file, two
vectors are used to store simulation time and corresponding output current value for
every pair of Sin and Cout.

Figure 2.12: Measurement of Iout(t) for a set of Sin and Cout

Table 2.2: CCS based output current waveform (Iout(t)) lookup table

Input Signal Effective Output Capacitance
Slew Cout1 Cout2 Cout3

Sin1
Iout(t) Iout(t) Iout(t)

Sin2
Iout(t) Iout(t) Iout(t)

Sin3
Iout(t) Iout(t) Iout(t)

In contrast with NLDM, CCS does not define gate delay value for a given set of
input signal slew and an effective output capacitive load. Instead of this, CCS has the
output current waveform which needs to be processed to extract the delay value. The
inaccuracy introduced by the current waveform interpolation in CCS is smaller than
the inaccuracy introduced by the delay and slew interpolation in NLDM [15, 21].

2.2.3 Effective Current Source Model

ECSM is another well known industry standard modelling scheme for standard cell
delay. In contrast with CCS, it contains the output voltage waveform of the cell (Vout(t))
(see Figure 2.13) in a lookup table instead of the current waveform as shown in Table 2.3.
Similar to CCS, the voltage waveform in ECSM is represented by a set of paired voltage
and time values. They are stored in the library file using two vectors, one for the
simulation time and other one for corresponding output voltage magnitude.

Table 2.3: ECSM based output voltage waveform (Vout(t)) lookup table

Input Signal Effective Output Capacitance
Slew Cout1 Cout2 Cout3

Sin1
Vout(t) Vout(t) Vout(t)

Sin2
Vout(t) Vout(t) Vout(t)

Sin3
Vout(t) Vout(t) Vout(t)
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Figure 2.13: Measurement of Vout(t) for a set of Sin and Cout

Similar to the delay calculation in CCS, the output voltage waveform of ECSM
needs to be processed to extract the delay value. The inaccuracy introduced by the
voltage waveform interpolation in ECSM is smaller than the inaccuracy introduced by
the delay and the slew interpolation in NLDM [9, 21].

2.3 Statistical Static Timing Analysis

As discussed in Section 2.2, the delay of a gate depends on the input signal slew and
output load of the cell. Along with this, the delay of a gate also depends on the current
through the PMOS / NMOS transistors while charging or discharging the load. The
current of the MOSFET further depends on its channel length (L), channel width (W ),
oxide thickness (tox), doping concentration, supply voltage, temperature, etc. Since the
MOSFET is also called a device, the channel length, channel width, oxide thickness
and doping concentration are also known as device parameters. There are many more
device parameters which are not mentioned here. The value of these device parameters
depends on the fabrication process of the integrated circuit. Therefore, the device
parameters are also known as process parameters. It can be said that the delay of a
gate depends on the Process, Voltage, and Temperature (PVT).

The processing steps during integrated circuit fabrication are mainly mechanical,
thermal, chemical and optical. Due to the uncertainty in these steps, the measured
values of the process parameters might deviate from the expected values. This phe-
nomenon is known as process variation. The resistive component of interconnect intro-
duces voltage drop in the wire which results in variations in the supply voltage. Heat
dissipation is also not uniform on the entire chip due to different switching activities
in different regions of the chip. This causes temperature variations on the chip. All
these effects result in variation of the PVT values which results in variation in the delay
of a gate. Delay variations result in the variation of the maximum possible operating
frequency of the circuit. It might also result in setup and hold violations and affect the
correctness of the circuit functionality.

Delay estimation in the STA methodology does not consider the variations in the
PVT parameters. Instead of this, STA is performed multiple times to estimate the
delay in various PVT corners such as best case and worst case corners. In the best
case corner, smallest delay is considered which implies fast process (low capacitance,
fast transistors), high voltage and low temperature. Similarly, in the worst case corner,
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highest delay is considered which implies slow process (high capacitance, slow transis-
tors), low voltage and high temperature. This methodology is well known as corner
case analysis. Additionally, the k-factor modelling approach is also used. K-factor
modelling is a method to scale the delay of every cell in the library by a fixed factor k.
The scaling factor k mostly varies between 0.9 and 1.1. This scaling is to protect the
design from unknown PVT variations. This k-factor modelling introduces deviation
from the SPICE simulation.

As we are moving towards nanometer technology, process variation is increasing,
causing significant uncertainty in the delay estimation [3] which greatly impacts the
yield [4, 5]. As a consequence, the accuracy of the conventional Static Timing Anal-
ysis (STA) with corner to estimate digital circuit performance in advance technology
processes is a serious concern [22]. Due to these PVT variations, the delay really is
a statistical parameter instead of a deterministic one. The methodology of estimating
the timing of a data path with PVT variation is known as Statistical Static Timing
Analysis (SSTA) [23, 24, 25, 26].

2.4 Circuit Simulation and Analysis Environment

The primary requirement for the implementation of the STA and SSTA methodologies
is circuit simulation. Circuit simulation is a process of mathematically estimating the
expected behavior of the physical circuit. Being a mathematical analysis tool, it needs
a mathematical model of each circuit component to perform the circuit simulation. At
earlier nodes of the IC technology development, simple MOSFET models have been
used. However, due to device shrinking, various physical effects (like short channel
effect, gate leakage etc.) are nowadays playing a significant role in the device behav-
ior. Many detailed models have been developed to represent the complex behavior of
the MOSFET. EKV (developed by C. C. Enz, F. Krummenacher and E. A. Vittoz,
hence the initials EKV) [27] from EPFL (Ecole Polytechnique Federale de Lausanne)
and BSIM (Berkeley Short-channel IGFET Model) [28] from UCB (University of Cal-
ifornia, Berkeley) are well known industry standard models. A variant of the BSIM
model, known as BSIM4 [29] is predominantly used in state of the art integrated cir-
cuit development. The parameters of these models are extracted by characterization
of the MOSFET developed by fabrication plant (fab). These parameters are fab and
technology dependent.

As technology is shrinking, various behaviors (like process variations) are signifi-
cantly affecting the performance of the device. Research activities are necessary to
understand the behavior of the future transistors in advance technology nodes. The
ITRS (International Technology Roadmap for Semiconductor) [30] is actively involved
in defining the future technology nodes. MOSFET models are also required for fu-
ture technology nodes for use in research activities. The PTM (Predictive Technology
Model) [31] is a well known set of technology models for future transistors as specified
by ITRS. PTM provides SPICE based predictive BSIM4 models which can be used with
simulation tools to analyse circuit behavior. Therefore, with PTM, research work can
start well before the real development of the advance semiconductor technologies has
completed. The Nangate Open Cell Library [32] is another well know name among the
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researchers for the circuit design kit based on the PTM technology. It offers predictive
standard cell libraries designed with PTM technologies.

For the 45nm technology node, two types of PTM models are available, namely PTM
HP for high performance design and PTM LP for low power design. The 45nm BSIM4
model of the MOSFET based on the PTM HP technology is used in the work related
to this thesis. Additionally, standard cell circuit design based on the Nangete open
cell library is used for analyzing the delay variations due to PVT variations. Cadence
Spectre [33] is used for circuit simulation and MATLAB [34] for data processing. Since
the input technology file for Spectre are not quite the same as for SPICE, appropriate
modifications have been made in the PTM model such that it can be used with Cadence
Spectre.

The activities of this thesis work are under the umbrella of the MODERN
Project [35]. One of the objectives of the MODERN project is to develop a SSTA
engine and methodology flow to address the problems, which arise due to PVT varia-
tions. The MODERN project is targeting to address these problems at the root level.
We know that the root of the inaccuracy in the delay estimation is due to the lookup
based model with corner case analysis and k-factor approach. The highest accuracy
can be achieved by using full SPICE-level simulation of each standard cell for the delay
estimation. However, due to the high run time of the SPICE simulation, this is not
a practical approach for digital circuits. Therefore, a fast circuit simulator is being
developed in the MODERN project. The SSTA engine of the MODERN project will
have this fast circuit simulator and delay of each gate will be estimated on the fly. This
circuit simulation will increase the accuracy of the delay estimation due to the PVT
variations. Furthermore, the accuracy of the delay variation estimation is increased by
preserving various possible waveforms due to PVT variations at every input and output
pins of the standard cells. These waveform collections are called “sets of waveforms”.
Sets of waveforms as a representation of uncertainty in a waveform, and the possible
approaches to preserve the waveforms are discussed in Chapter 5.

2.5 Summary

The basics of digital circuit design and its terminologies like Data Path, Delay, Slew,
Setup Time, and Hold Time are introduced in this chapter. Following this, the state
of the art methodologies for STA are presented. NLDM, CCS and ESCM are the
industry practice standard cell models for STA. However, due to the variations in
PVT, the standard cell behavior is not deterministic anymore. Therefore, there is a
need of SSTA which is also discussed in this chapter. The MOSFET model, technology
files, simulation and analysis environment are also introduced.
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Delay Variations 3
As discussed in Chapter 2 that the maximum operating frequency depends on the delay
of standard cells, there is a need to analyze the variation in the delay of standard cells
due to PVT variations. There are two major objectives of this work. Firstly, understand
the variation in the standard cell delay due to the variations in PVT parameters.
Secondly, develop an environment to measure the variation of the delay, slew, and
other circuit parameters of the standard cells due to the PVT parameters. Here five
PVT parameters are considered to be varying; they are channel length (L), channel
width (W ), threshold voltage (Vth), supply voltage (VDD), and temperature (T ).

The organization of the chapter is as follows: the variations in the PVT parameters
for the 45nm technology node are estimated in Section 3.1, followed by the circuit
simulation configuration in Section 3.2. The variations in the delay of an inverter due
to the variations in PVT parameters are discussed in Section 3.3. In this section, the
delay variation analysis is subdivided into three categories, namely, variations in the
delay due to each PVT parameter separately, combinations of two parameters, and a
realistic scenario with all the parameters varying together. The delay variations do
not follow a Gaussian distribution, therefore there is a need for higher order statistical
moments as discussed in Section 3.4. The variations in the delay of various standard
cells are discussed in Section 3.5. At the end, a summary of the chapter is presented
in Section 3.6.

3.1 Variations in the PVT parameters

Since we are working on predictive technology models, fabrication data is not available
to estimate the spread in the process variation. At this development stage, we have
made an educated guess by extrapolating the spread of the process variations data from
the existing technology nodes. Variation spread of the channel length (L), channel
width (W ), and threshold voltage (Vth) for technology nodes up to 70nm are reported
in Table 3.1 [3]. The extrapolated spread data of the process parameters for the 45nm
technology node is included in the last row of the same table. Here σX is the standard
deviation of parameter X and 3σX is a measure of the spread of the parameter X .

The nominal value (µ) and spread (3σ) of the two physical parameters, L & W , are
plotted in Figure 3.1a and Figure 3.1b respectively. Here nominal values of different
technology nodes are on the X-axis and their spreads are on the Y-axis. These figures
show a very strong linear relationship. Therefore, a linear best fit curve is used to
extrapolate the spread of L and W to the 45nm technology node. A linear best fit
curve and extrapolation point for the 45nm node are also shown in the same figures.

The threshold voltage (Vth) depends on various physical parameters, e.g. gate oxide
thickness (tox), doping concentration (N) etc. Since the spread of these physical param-
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Table 3.1: Technology process parameter trends based on [3]

L (nm) 3σL (nm) W (nm) 3σW (nm) Vth (mV) 3σVth
(mV)

250 80 800 200 500 50

180 60 650 170 450 45

120 45 500 140 400 40

100 40 400 120 350 40

70 33 300 100 300 40

45 26 90 58 469 37

eters are not available for the existing technologies, the trend of the spread of the Vth

is analysed against the technology node itself. Nominal values of the technology node
(µL) and the spread of the threshold voltage (σVth

) are plotted in Figure 3.1c. There
are two important observations with the threshold voltage variation. First, Vth in the
45nm PTM is relatively high, and second, the absolute value of the Vth spread (3σVth

)
is constant in 120nm technology nodes and below. These observations are discussed
here.

As technology is shrinking, the channel length and channel width are reducing.
However, the gate oxide has reached to a very low thickness, and further reduction in
the oxide thickness is not possible. High-k dielectric materials are being used instead
of lowering the gate oxide thickness. Here k is the relative dielectric constant of the
material filled between gate and channel. The relations between Vth, tox, and k are
given below:

Vth ∝
tox
k

(3.1)

Based on this theory, the threshold voltage should reduce while reducing each tech-
nology nodes. The reduction can be seen from 250nm to 70nm technology nodes (see
Table 3.1). Following a similar trend, Vth in 45nm should reduce. However, in the 45nm
PTM model, the threshold voltage is increased in comparison with previous technology
nodes. There is not enough information available about the PTM model to understand
this behaviour.

The variation in the threshold voltage also depends on the variation in doping
concentration (N). As device dimensions are shrinking, the absolute number of dopant
atoms in a device is reducing. In technology nodes above 90nm, the numbers of dopant
atoms are still high and a variation in this number should have just a small impact on
the threshold voltage. Therefore, the effect of variation in tox is the dominating factor
for Vth variation and its spread should decrease with technology shrinking. However,
in sub 90nm technology nodes, the numbers of dopant atom are already within several
tens and the variation in the number of dopant atoms should significantly influence the
threshold voltage variation. It implies that in sub 90nm technology nodes, the spread in
Vth should increase. Based on the existing technology data, the spread of Vth is reducing
for higher technology nodes and then it become constant for 120nm technology node
and below.

As the dominating physical variation for the variation in Vth is different in higher and
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lower technology nodes, any extrapolation on this data might lead to significant error
in the spread estimation of the gate delay. Experiments (see Section 3.3) show that the
contribution of the threshold voltage variation in the delay variation of INV X1 is only
10% whereas the contribution of L and W are 53% and 63% respectively. Because of
the very small impact of the threshold voltage variation in the delay variation, a linear
best fit curve is used to extrapolate the spread of the Vth in 45nm technology node.
The linear best fit curve and extrapolated spread of Vth in the 45nm technology node
are plotted in Figure 3.1c.
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Figure 3.1: Spread estimation for PTM Model

Apart from L, W , and Vth, we need the spread for the supply voltage (VDD) and
the temperature (T ) as well. We have considered a temperature variation from 15◦C to
75◦C, which can be represented as a nominal value of 45◦C and 3σT of 30◦C. Since the
temperature variation is application dependent, the designer can change the variation
during the analysis. For the supply voltage, we can assume that the spread is 15% of
its nominal value. In this experimental setup, we have considered a supply voltage of
1.00V and 3σVDD

equal to 0.15V. The nominal values (µ), their spread (3σ), and the
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spread variation in percentage with respect to its nominal value (3σ%) for all the five
PVT parameters are summarised in Table 3.2.

Table 3.2: Spread of the PVT parameters

Parameter Nominal (µ) Spread (3σ) 3σ%

L 45nm 26nm 58%

W 90nm 58nm 64%

Vth 469mV 37mV 8%

T 45◦C 30◦C 67%

VDD 1.0V 0.15V 15%

It is important to note that the spread of the channel length L and channel width
W are IC fabrication process dependent. Therefore, it can be safely assumed that the
spread is independent of the absolute value of the L and W . This implies that the 3σ
values of L and W remain constant for various sizes of the standard cells and their
values can be taken from the Table 3.2.

The process parameters are either physical parameters (e.g. L, W ) or they depend
on physical parameters (e.g. Vth depends on gate oxide thickness, doping concentration
etc.). These physical parameters further depend on fabrication processing steps and
their parameters. In general, fabrication process parameters have a non-linear relation-
ship with the physical parameters [22]. It can be assume that the fabrication processing
parameters may follow a Gaussian distribution due to central limit theorem [36]. How-
ever, due to the non-linear relationship between fabrication parameters and physical
parameters, the physical parameters might not follow a Gaussian distribution. There-
fore, in general, the process parameters do not follow a Gaussian distribution. However,
it is very complicated to measure the exact distribution of each process parameters. In
industrial practice, all parameters are usually assumed to follow a Gaussian distribu-
tion. Following this industrial practice, for the rest of this chapter, each parameter is
considered to follow a Gaussian distribution.

3.2 Circuit Simulation Configuration

Based on the 45nm Nangate open cell library, the nominal size of the channel length
(Ln) and channel width (Wn) of an NMOS in the smallest inverter (INV X1) should
be 50nm and 90nm respectively. Similarly, the nominal size of the channel length
(Lp) and channel width (Wp) of a PMOS in the same inverter should be 50nm and
135nm respectively. The 3σ spread of the L and W for both NMOS and PMOS can be
taken from Table 3.2, and the values are 26nm and 58nm respectively. For a Gaussian
distribution of any random variable, a spread of ±3σ around its mean (µ) covers 99.8%
probability of the random variable. Due to this, in industrial practice, (µ±3σ) coverage
is used for all the process parameters in the SSTA methodology. Therefore, in this
analysis, the circuit simulation is carried out in the range of (µL ± 3σL) for channel
length L and (µW ±3σW ) for channel width W . The nominal values, 3σ spread and the
required range of L and W of the NMOS and PMOS in INV X1 are given in Table 3.3.
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Table 3.3: Nominal and 3σ range for Nangate INV X1 inverter

Name Nominal (µ) Spread (3σ) Range (µ± 3σ)

Ln 50nm 26nm 24nm to 76nm

Wn 90nm 58nm 32nm to 148nm

Lp 50nm 26nm 24nm to 76nm

Wp 135nm 58nm 77nm to 193nm

During simulation of the INV X1 using the Spectre circuit simulator and the BSIM4
model from PTM, we encountered the following two problems. First, Spectre exits with
a fatal error while simulating the inverter with a channel length smaller than 32nm
while keeping the rest of the parameters at their nominal values. This fatal error is
due to the fact that the effective channel length of the given MOSFET in the PTM
technology is becoming negative. Since the required range for L has a lowest value of
24nm, the inverter can not be simulated for the entire required range. Second, Spectre
can simulate the inverter with the specified range of the channel width, but it has been
observed in the simulation experiments that the delay of the inverter does not change
for a channel width smaller that 45nm while keeping the rest of the parameters at their
nominal values. This might be because the MOSFET model in 45nm PTM technology
is not well defined and tested below 45nm of channel width. The variation in the delay
of an INV X1 due to channel width variation is shown in Figure 3.2.
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Figure 3.2: Delay of INV X1 vs W for µW = 90nm and 3σW = 58nm

These problems demonstrate that the available 45nm PTM model is not very well
defined for very small MOSFETs. In this chapter, these problems are addressed by
increasing the nominal values of L and W such that the (µ ± 3σ) ranges of these
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parameters can be simulated meaningfully in Spectre. Therefore, the minimum size
of L is taken as 60nm and the minimum size of W is taken as 105nm. The nominal
values, 3σ spread and the required range of L and W for the proposed MOSFET size
are given in Table 3.4. The minimum sizes of L and W reported in this table are used
in various other standard cells as well.

Table 3.4: Nominal and 3σ range for modified INV X1 inverter

Name Nominal (µ) Spread (3σ) Range (µ± 3σ)

Ln 60nm 26nm 34nm to 86nm

Wn 105nm 58nm 47nm to 163nm

Lp 60nm 26nm 34nm to 86nm

Wp 157.5nm 58nm 99.5nm to 215.5nm

The delay variation analysis is carried out for various standard cells. Based on
the number of parameter variations, the analysis is classified into three categories, viz.
delay variation due to individual parameter, due to a combination of two parameters,
and due to variations of all PVT parameters together. Delay variation in an INV X1
inverter is discussed in detail first, followed by the delay variation of other standard
cells.

To make a consistent circuit environment among all the gates, the input signal slew
and output capacitive load of each standard cell is kept the same. Here, slew threshold
voltages are 10% and 90% of VDD. Based on the Nangate open cell library of 45nm, an
approximated average of the signal slew is 8ps and effective load is 10fF. These signal
slew and capacitive load values are used in every standard cell simulation for the delay
variation analysis.

3.3 Delay variation in an inverter

The circuit configuration for the INV X1 inverter is given in Figure 3.3. Due to the
very close physical location of Ln and Lp, they are assumed to be highly correlated.
Similarly, Wn and Wp are also assumed to be highly correlated. Threshold voltage
variation in PMOS and NMOS are also assumed to be highly correlated because of
two main reasons. First, at any transition, signal value can change either from low
to high value or high to low value. Therefore, either PMOS or NMOS will be active
to charge or discharge the effective capacitive load. Since most of the times during
transition either NMOS or PMOS is active, keeping high correlation in their threshold
voltage does not introduce a significant error. Second, keeping high correlation in the
threshold voltages reduces the total number of independent parameters in the circuit
simulation. This in turn reduces the complexity and number of simulation iterations
required during circuit simulation.

The relation between channel length, channel width, and threshold voltages of both
NMOS and PMOS are given below. The relation between Wn and Wp are taken from
the Nangate library. The nominal threshold voltage of NMOS (Vthn

) is positive whereas
the nominal threshold voltage of PMOS (Vthp

) is negative. Additionally, Vthn
increases
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Figure 3.3: INV X1 simulation configuration

with increase in doping concentration whereas Vthp
decreases with the doping concentra-

tion. Therefore, a negative correlation among them is considered here. All the circuit
parameters used in the simulation of the INV X1 and their ranges are summarised in
Table 3.5.

Ln = L+∆L (3.2)

Wn = W +∆W (3.3)

Lp = L+∆L (3.4)

Wp = 1.5 ·W +∆W (3.5)

∆Vthn
= ∆Vth (3.6)

∆Vthp
= −∆Vth (3.7)

Table 3.5: INV X1 simulation configuration

Name Value Range

L 60nm ± 26nm

W 105nm ± 58nm

VDD 1V ± 0.15V

∆Vth 0 ± 37mV

T 45◦C ± 30◦C

Sin 8ps N.A.

Cload 10fF N.A.

The delay variation of this inverter due to individual parameters, combinations of
two parameters, and due to all the parameters together is discussed in the following
subsections.
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3.3.1 Individual Parameter Variation

In this setup, it has been assumed that only one parameter is varying and rest of the
parameters are at their respective nominal values. The purpose of this experiment is
to understand the impact in the delay variation due to the individual PVT parameters
separately. A plot of the delay of an inverter INV X1 as a function of the channel length
(L) is shown in Figure 3.4a. Here, channel length is on the X-axis and delay is on the
Y-axis. This figure shows that the delay is not a linear function of L in the interested
range of variation. Due to this non-linear relation, the delay variation will not follow a
Gaussian distribution, even if the channel length follows a Gaussian distribution.

The probability density function (pdf) of delay variation and its Gaussian approxi-
mation are shown in Figure 3.4b. Here delay is on the X-axis and probability is on the
Y-axis. The circle markers are the pdf of the delay from the simulation experiment and
the solid line is the approximated Gaussian distribution. The mean (µ) and standard
deviation (σ) of the delay are also reported in the same figure. The approximated
Gaussian distribution is generated while keeping the same value of µ and σ of the delay
distribution.

The plot of the pdf of the delay shows that the delay variation does not follow a
Gaussian distribution exactly. Similarly, the pdf of the delay due to the variations in
W and VDD also does not follow a Gaussian distribution. However, the pdf of the delay
due to the variations in Vth and T are very close to a Gaussian distribution. Since
there is nothing new to learn from these other plots, the delay function and pdf plots
due to each parameter variation are added in Appendix A. The non-linear relation of
the delay with respect to each parameter can be seen in these plots. Additionally, the
pdf of the delay variation does not follow their approximated Gaussian distribution.
The methodology to estimate µ, σ and the pdf of the simulation output (e.g. delay
of an standard cell) is discussed in Chapter 4. The mean (µ), spread (3σ) and spread
percentage with respect to its mean value (3σ%) of the delay due to each parameter
variation are reported in Table 3.6.

Table 3.6: Delay spread of INV X1 due to individual parameter variation

Parameter Mean (µ) (ps) Spread (3σ) (ps) 3σ%

L 69.69 36.90 52.95

W 73.16 45.81 62.62

Vth 70.36 7.14 10.15

T 70.41 12.69 18.02

VDD 70.71 12.48 17.65

It is important to note that the mean of the delay (µ) due to the variation in channel
width (W ) is relatively high when compared to the delay mean due to other parameter
variations. The reason for this behaviour is as following. In the specified range of the 3σ
variations in the PVT parameters, the delay variation is highly non-linear with respect
to W as compared to other parameters. The variations of the delay as a function of
each individual parameter are given in Appendix A. This highly non-linear relation is
due to the fact that the drain-source current (Ids) in a MOSFET is directly proportional

24



40 50 60 70 80

20

30

40

50

60

70

80

90

100

L (nm)

de
la

y 
(p

s)

delay vs L

(a) Delay as a function of L

20 40 60 80 100

0

0.5

1

1.5

2

2.5

3

3.5
x 10

10

delay (ps)

pd
f

pdf of delay due to L

 

 

exp
norm

µ = 69.6873 ps
σ = 12.3028 ps

(b) Delay distribution pdf due to L

Figure 3.4: Delay variation due to L

to W and the delay is inversely proportional to Ids. Therefore, the delay is inversely
proportional to W . Due to this inverse relation between delay and W , the mean of the
delay is shifted from the nominal delay value. It can also be observed that W is the
primary cause for delay not following a Gaussian distribution.
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Based on this experiment, we can say that the channel length (L) and channel width
(W ) are having the highest impact on the delay. This implies that the SSTA simulator
should have higher accuracy for the modelling of L and W than that of VDD and Vth.
This information is very useful for the development of the SSTA engine.

3.3.2 Combination of two parameters variations

After understanding the effect of the individual parameter variations on the delay of an
inverter, pairs of two parameters variations have been used to understand their joint
influence on the delay variation. Due to unavailability of the covariance information,
it has been assume that the parameters are independent.

In this work, five PVT parameters (L, W , Vth, T , VDD) are considered to have
variation which results in ten paired combinations. All these possible pairs have been
used to analyze their effect on the delay variation. However, only the variation in the
delay due to W and L are discusses in detail. Since the delay variation due to other
parameter pairs also shows similar behaviour, they have not been discussed in detail.
However, a summary of all other combinations of variables is discussed here. The plots
of the delay variation due to other pair of parameters can be found in Appendix A.

The delay as a function of L and W is shown in Figure 3.5a. Here W is on the X-
axis, L is on the Y-axis and the delay is on the Z-axis. There are two main observations
in the plot. First, the delay values are clipped for high L and low W . This indicates
that the 45nm PTM model is not well defined in this region. However, due to very
low probability of this segment, the inaccurate behaviour of the PTM model has been
ignored. The second observation is about the linearity of the delay variation due to
variation in L and W . Since the plot is not a linear plane, the delay distribution should
be deviating from a Gaussian distribution, even if the input parameters (L and W ) are
following a Gaussian distribution.

The pdf of delay variation and its Gaussian approximation are shown in Figure 3.5b.
Similar to the pdf plot of the delay due to one parameter variation, in this figure the
delay is on the X-axis and probability is on the Y-axis. The circle markers are the
pdf of the delay from the simulation experiment and the solid line is the approximated
Gaussian distribution. The mean (µ) and standard deviation (σ) of the delay are
also reported in the same figure. Again, the approximated Gaussian distribution is
generated while keeping the same value of µ and σ of the delay distribution. The mean
(µ), spread (3σ) and spread percentage with respect to its mean value of the delay due
to each pair of parameter combinations are reported in Table 3.7a, Table 3.7b, and
Table 3.7c respectively.

There are two important observations in the result of this simulation experiment.
First, in each pair where W is one of the parameters, the mean of the delay is higher
than the mean of the delay due to other pairs. This is due to the fact that delay is
inversely proportional to W in the interested range of variation. A similar behaviour
has been observed in individual parameter variations. The second observation is in
the pdf curve of the delay. It can be seen that there are a few outlier points in the
pdf curve; therefore the curve is not very smooth. This is because limited simulation
iterations have been used in these experiments. The smoothness of the curve can be
improved by increasing the number of simulation iterations. However, it is important
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Figure 3.5: Delay variation due to W & L

to note that the pdf curve is mainly used to visualize the distribution of the delay,
and their statistical moments (µ and σ) are used in SSTA methodology. The proposed
fast statistical moment estimation method has been used to estimate these statistical
moments and this methodology is presented in Chapter 4. Furthermore, it has been
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Mean (µ) (ps) L W Vth T

W 72.53

Vth 69.75 73.24

T 69.79 73.28 70.47

VDD 70.10 73.60 70.79 70.83

(a) Mean (µ) of delay variation due to two parameter variations

Spread (3σ) (ps) L W Vth T

W 60.18

Vth 37.77 46.62

T 39.48 48.00 14.61

VDD 39.45 48.12 14.55 17.91

(b) Spread (3σ) of delay variation due to two parameter variations

3σ% L W Vth T

W 82.97

Vth 54.15 63.65

T 56.57 65.50 20.73

VDD 56.28 65.38 20.55 25.29

(c) Spread % (3σ%) of delay variation due to two parameter variations

Table 3.7: Delay variation due to two parameter variations

shown that only a very small number of iterations is needed to estimate the statistical
moments in the proposed methodology. Having more simulation iterations does not
change the value of the statistical moments of the delay variation. Therefore, the
non smoothness of the pdf curve dues not affect the accuracy of the estimation of the
statistical moments.

The results of one parameter variation and two parameter variations are consistent,
i.e. the variation in the L and W are the primary contributors of the delay variation.
The pdf plots show that the distribution of the delay with two parameters varying is
also not following a Gaussian distribution.

3.3.3 A realistic PVT variation

After analyzing the effect of the variation in individual parameters and pairs of two
parameters on the delay of an inverter, an experiment is carried out with all five pa-
rameters variations together. This scenario is used to produce delay variations closely
matching reality in real silicon. Since the delay data in this experiment has six dimen-
sions, the delay as a function of the PVT parameters can not be plotted.

The pdf of the delay variation and its Gaussian approximation is plotted in Fig-
ure 3.6. Similar to the previous pdf plots, the delay is on the X-axis and probability is
on the Y-axis. The circle markers are the pdf of the delay from the simulation experi-
ment and the solid line is the approximated Gaussian distribution. The mean (µ) and
standard deviation (σ) of delay are also reported in the same figure. The approximated
Gaussian distribution is using the same value of µ and σ of the delay distribution. The
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mean (µ), spread (3σ) and spread percentage with respect to its mean value of the
delay are reported in Table 3.8.
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Figure 3.6: Delay distribution pdf due to realistic PVT variations

Table 3.8: Delay variation due to realistic PVT variation

Value

Mean (µ) (ps) 73.17

Spread (3σ) (ps) 65.31

3σ% 89.26

The conclusion of this experiment is that the delay distribution in a realistic PVT
variation scenario does not follow a Gaussian distribution. Therefore, there is a need
to quantitatively measure the deviation of the delay distribution from its correspond-
ing Gaussian distribution. The quantitative measure of the distribution deviation is
discussed in the next section.

3.4 Higher order statistical moments

The pdf of delay in a realistic scenario of PVT variations is significantly deviated
from its corresponding Gaussian distribution. This indicates that imposing a Gaussian
distribution on the delay variation during SSTA is introducing an error in the delay
variation estimation. The deviation of the pdf of delay from its corresponding Gaussian
distribution can be captured with higher order statistical moments. Therefore, it is
important to include higher order statistical moments in SSTA for accurate analysis.
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The first four statistical moments have been used in this thesis work for delay
analysis. These moments are mean (µ), standard deviation (σ), skewness (γ), and
kurtosis (κ) [37]. They are also known as first moment, second moment, third moment,
and fourth moment. We have seen earlier in this chapter that the mean measures the
location of the distribution and standard deviation measures its spread. It is important
to mention that the skewness measures the symmetry of the distribution and kurtosis
measures the flatness or peakedness of the distribution.

A Gaussian distribution is perfectly symmetric, therefore its skewness is always zero.
Furthermore, the kurtosis of a Gaussian distribution is always exactly 3. Therefore, a
Gaussian distribution does not need third and fourth moments, and it is completely
defined with the first two moments. Since the third and fourth moments of a Gaussian
are constant, the third and fourth moments of any distribution can be used to quantify
their deviation from the corresponding Gaussian distribution.

Let us take an example of the delay variation in an inverter (INV X1) with the
realistic scenario of the PVT variations to understand the quantitative measure of the
non-Gaussian distribution. As seen in Figure 3.6, the delay distribution shows a longer
tail in the direction of the higher delay values. Therefore, the skewness (γ) of the delay
distribution should be positive. Furthermore, it can be seen that the peak of the delay
distribution is higher than its corresponding Gaussian distribution. Therefore, the
kurtosis (γ) of the delay distribution should be more than three. The values of the first
four moments of the delay are reported in Table 3.9. The skewness of the distribution
is 0.97 and the kurtosis is 5.02. These values match with above theoretical analysis
and confirm that the delay distribution is significantly deviated from its corresponding
Gaussian distribution.

Table 3.9: First four statistical moments of delay variation in INV X1 due to realistic PVT
variation

Statistical Moments Value

Mean (µ) (ps) 73.17

Standard Deviation (σ) (ps) 21.77

Skewness (γ) 0.97

Kurtosis (κ) 5.02

3.5 Delay variation in various standard cells

Up until this point, the delay variation in an inverter (INV X1) due to various PVT
parameter variations has been discussed. In continuation of the delay variation analysis
experiment, various other standard cells have been simulated. Since standard cells
might have more than one input signals, multiple input signal combinations are possible.
A limited set of the input signal combinations have been used in this experiment.
Simulation run time is the main driving force to limit the experiments for a smaller set
of input signal combinations. This set of signal combinations are based on the following
rules:
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Rule I. Only rising input transitions.

Rule II. Transition on each pin while keeping other pins at constant signal value.

Rule III. Multi-input switching with simultaneous signal transition on all pins.

The transistor gate sizes for each of the standard cells have been taken from the
45nm PTM based Open Cell Library developed by Nangate Inc. However, as discussed
in Section 3.2, the PTM model is not very well developed for very low device siz-
ing. Therefore, a similar compensation has been used to adjust the value of channel
length and channel width in each standard cell. In this compensation process, channel
length is scaled by a factor of 60nm/50nm and channel width is scaled by a factor of
105nm/90nm.

In the open cell library, each gate is available with various drive strengths. All
possible drive strengths have been used in this experiment. However, these experiments
are limited to only one and two input gates. This is because more input pins results
into more signal transition combinations and high run time. Limiting the experiment
to only one and two input gates is mainly due to run time concerns.

A list of standard cells used in this experiment, their symbolic name, drive strengths
and input signal transitions are summarised in Table 3.10. Here, X1, X2, X4, . . . are
indicating the drive strength of the gate. X1 is the smallest gate, X2 has double driving
capability as compared to X1 and so on. A, A1, and A2 are the input pin names of
the gate. The gate name, pin name for input signal rising transition, the first four
statistical moments of the delay distribution, and spread percentage are reported in
Table 3.11 and Table 3.12. Because of the very large table size, the complete data is
split into two tables.

Table 3.10: List of standard cells

Standard Cell Symbolic Name Driving Strength Signal Transition

Inverter INV X1, X2, X4, X8, X16, X32 A

Buffer BUF X1, X2, X4, X8, X16, X32 A

2 Input NAND NAND2 X1, X2, X4 A1, A2, A1+A2

2 Input NOR NOR2 X1, X2, X4 A1, A2, A1+A2

2 Input AND AND2 X1, X2, X4 A1, A2, A1+A2

2 Input OR OR2 X1, X2, X4 A1, A2, A1+A2

2 Input XOR XOR2 X1, X2 A1, A2

2 Input XNOR XNOR2 X1, X2 A1, A2

The following observations have been made from this experiment:

Observation I. The mean of the delay of each standard cell is decreasing with in-
creasing drive strength. However, the delay of buffer is increasing. A
similar trend is observed in the NLDM delay model in the standard
cell library file of the 45nm PTM model in the open cell library. It
is because of increased loading of the first inverter when upsizing the
second one to drive high loads
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Table 3.11: Delay variation in Nangate standard cells (INV, NAND2, and NOR2) due to
realistic PVT variation

Cell Transition µ (ps) σ (ps) γ κ 3σ%

INV X1 A 73.19 21.77 0.97 5.02 89.25

INV X2 A 36.82 8.11 0.23 3.87 66.09

INV X4 A 20.66 4.18 0.03 3.79 60.67

INV X8 A 12.94 2.56 0.00 3.71 59.46

INV X16 A 9.00 1.75 -0.03 3.60 58.25

INV X32 A 6.95 1.33 -0.08 3.64 57.34

NAND2 X1 A1 91.01 22.97 0.52 3.66 75.71

NAND2 X1 A2 93.09 23.34 0.49 3.58 75.23

NAND2 X1 A1+A2 94.19 23.40 0.51 3.51 74.53

NAND2 X2 A1 47.67 10.56 0.30 3.67 66.45

NAND2 X2 A2 49.74 11.04 0.29 3.66 66.56

NAND2 X2 A1+A2 50.81 11.16 0.34 3.60 65.91

NAND2 X4 A1 27.55 6.02 0.27 3.63 65.55

NAND2 X4 A2 29.63 6.51 0.24 3.64 65.89

NAND2 X4 A1+A2 30.55 6.64 0.32 3.60 65.25

NOR2 X1 A1 75.00 22.31 0.90 4.91 89.22

NOR2 X1 A2 78.30 23.16 0.85 4.66 88.72

NOR2 X1 A1+A2 39.34 11.58 1.07 6.46 88.33

NOR2 X2 A1 38.55 8.59 0.16 4.11 66.82

NOR2 X2 A2 41.56 9.37 0.17 4.07 67.63

NOR2 X2 A1+A2 21.05 4.57 0.06 4.27 65.06

NOR2 X4 A1 22.23 4.58 -0.07 4.21 61.79

NOR2 X4 A2 25.01 5.26 -0.02 4.11 63.08

NOR2 X4 A1+A2 12.89 2.58 -0.28 4.86 60.14

Observation II. The spread percentage of the delay in NAND, NOR, INV, and XNOR
is decreasing with the increase in the gate driving strength. This is
because the minimum MOSFET size is increasing while increasing
the driving strength of the gate.

Observation III. In contrast to the previous observation, the spread percentage of
the delay in AND, OR, and XOR is not varying with the increase
in the gate driving strength. This is because these cells are inter-
nally composed of two stages. The first stage is an inverting NAND,
NOR or XNOR, followed by an inverter. The output signal is there-
fore buffered by a high drive strength inverters while minimum size
MOSFETs with high variability are used in the first stage.

Observation IV. The third and fourth statistical moments indicate that the delay dis-
tribution is often significantly non-Gaussian.
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Table 3.12: Delay variation in Nangate standard cells (BUF, AND2, OR2, XOR2 and
XNOR2) due to realistic PVT variation

Cell Transition µ (ps) σ (ps) γ κ 3σ%

BUF X1 A 103.28 32.32 0.13 2.73 93.90

BUF X2 A 62.44 19.39 0.37 3.61 93.16

BUF X4 A 49.85 15.44 0.42 3.76 92.93

BUF X8 A 55.08 17.65 0.55 4.11 96.12

BUF X16 A 76.62 25.14 0.57 3.82 98.43

BUF X32 A 119.62 33.34 -0.18 2.59 83.62

AND2 X1 A1 108.20 32.93 0.06 2.62 91.31

AND2 X1 A2 110.10 32.95 0.00 2.59 89.79

AND2 X1 A1+A2 110.33 32.86 0.02 2.55 89.35

AND2 X2 A1 68.81 21.11 0.36 3.53 92.04

AND2 X2 A2 70.97 21.62 0.35 3.51 91.39

AND2 X2 A1+A2 71.45 21.71 0.38 3.51 91.16

AND2 X4 A1 58.07 17.66 0.36 3.58 91.25

AND2 X4 A2 60.20 18.16 0.35 3.58 90.52

AND2 X4 A1+A2 60.90 18.31 0.38 3.57 90.17

OR2 X1 A1 105.33 32.74 0.08 2.75 93.25

OR2 X1 A2 109.10 33.08 -0.01 2.69 90.97

OR2 X1 A1+A2 101.24 32.23 0.16 2.86 95.50

OR2 X2 A1 64.70 20.09 0.35 3.67 93.15

OR2 X2 A2 68.75 21.21 0.35 3.67 92.53

OR2 X2 A1+A2 57.76 17.97 0.33 3.68 93.32

OR2 X4 A1 52.16 16.13 0.39 3.85 92.76

OR2 X4 A2 56.04 17.23 0.40 3.88 92.25

OR2 X4 A1+A2 40.62 12.40 0.31 3.75 91.59

XOR2 X1 A1 139.62 30.72 -0.96 4.02 66.00

XOR2 X1 A2 140.76 30.22 -1.01 4.21 64.40

XOR2 X2 A1 97.21 29.34 0.20 3.09 90.54

XOR2 X2 A2 99.01 29.53 0.18 3.06 89.47

XNOR2 X1 A1 93.34 23.44 0.51 3.55 75.34

XNOR2 X1 A2 97.34 24.32 0.48 3.39 74.96

XNOR2 X2 A1 49.87 11.04 0.31 3.62 66.39

XNOR2 X2 A2 53.71 12.01 0.33 3.57 67.10

3.6 Summary

The 3σ spread of the process parameters is estimated using an educated guess by
extrapolating the spread of the process variation data from the existing technology
nodes. It has been observed that the desired (µ± 3σ) range of L and W in the 45nm
PTM technology model can not be simulated. This is mainly because the available
45nm PTM model is not well defined for very small MOSFETs. Therefore, the nominal
values of L and W are increased, such that the standard cells can be simulated in the
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desired (µ± 3σ) range.
The experiments show that L and W are having the highest impact on the delay

variation. Additionally, it has also been observed that the delay variation does not
follow a Gaussian distribution. Similar trends have been observed for combinations
of two parameters varying together. In a realistic PVT variation scenario, when all
parameter vary together, the delay variation is significantly deviated from a Gaussian
distribution. Therefore, there is a need for higher order statistical moments. The third
and fourth statistical moments have been used to measure the deviation of the pdf of
the delay from a Gaussian distribution.

The delay variation in various standard cells has been estimated. In these experi-
ments, the transistor gate sizes and circuit schematics of each gate of the standard cell
have been taken from the 45nm PTM based Open Cell Library developed by Nangate
Inc. The delay variation of these gates are estimated for single input switching as well
as for multi input switching in various driving strength of the gates. The third and
fourth statistical moments indicate that the delay variation is deviated from a Gaussian
distribution. The gate delay is highly spread due to the PVT variations as indicated
by the 3σ% of the delay variation which is between 57% and 100%.
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Statistical Moment Estimation

and Probability Density

Function 4
Monte Carlo methods and simulation are often used to estimate the mean, variance,
and higher order statistical moments of signal properties like delay and slew. The
main issues with Monte Carlo methods are the required long run time and the need
for prior detailed knowledge of the distribution of the variations. Additionally, most
of the available circuit simulation tools can run Monte Carlo analysis for Gaussian,
lognormal and uniform distributions only. In this chapter, in order to estimate the
statistical moments, we propose a new method based on a uniform sampling technique
using a weighted sample estimator. The proposed method needs significantly fewer
simulation runs, and does not need detailed prior knowledge of the variation distribu-
tions. Furthermore, it can be used for any type of probability distribution irrespective
of the circuit simulation tool used for the analysis. The results obtained show that the
proposed method needs at least 100× fewer simulations iterations than Monte Carlo
runs for accurate moments estimation of the delay for standard cells in 45nm and 32nm
technologies.

The organization of the chapter is as follows: the motivation to develop a fast
statistical moment estimation method is presented in Section 4.1. Following this, the
proposed method for fast statistical moment estimation is described in Section 4.2 [6, 7].
The simulation results and a comparison of the proposed method with standard Monte
Carlo method are discussed in Section 4.3. Furthermore, the proposed method to
estimate the probability density function from the simulation data is also described in
Section 4.4 and the probability density functions of the simulation results are discussed
in Section 4.5. At the end, a summary of the chapter is presented in Section 4.6.

4.1 Motivation

In SSTA, the standard cell delay and signal slew are stochastic parameters, and their
properties are often specified with their statistical moments. Practically, Monte Carlo
(MC) is the dominant method of choice for statistical moment estimation of these
parameters [38, 39]. However, standard Monte Carlo has the following two limitations.

First, due to the underlying principle of MC analysis, a large number (thousands
to tens of thousands) of simulation iterations are required for moment estimation with
a high confidence bound. Due to the large number of cells in standard cell libraries
and long simulation times for advanced transistor models, the necessity of thousands
of simulation iterations results into very long circuit simulation run times. Practically,
the long run time required for SSTA library characterization, limits its usability for
large scale circuits.

Second, due to the nature of semiconductor manufacturing processes and circuit
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behaviour, the PVT parameters typically do not follow a Gaussian distribution [22].
Furthermore, their non-linear relationship with delay and slew may result into non-
Gaussian distribution of the delay and slew. However, the state of the art circuit
simulation tools (e.g. Cadence Spectre [33]) can only run MC with Gaussian, lognormal
and uniform distributions, and, unfortunately, forcing any non-Gaussian PVT into these
distributions can lead to large errors. To deal with these issues, several non-Gaussian
SSTA methodologies have been proposed [40]. These methodologies require higher
order moments for accurate modelling of the variations. Additionally, the higher order
moments further increase the simulation iterations required in MC iterations.

Several research efforts have been made to speed up the standard Monte Carlo
method by improving the random sampling method of the parameters, e.g. Latin Hy-
percube Sampling (LHS) [41], Quasi Monte Carlo (QMC) [42], and Stratification +
Hybrid QMC (SH-QMC) [43]. However, the parameter sampling in the circuit simula-
tions in these methods are still dependent on their distributions and are not applicable
for various types of probability density function.

In this chapter, we propose a Fast Statistical Moment Estimation (FSME) method,
which provides two major advantages over standard MC: first, the FSME method
can use any probability density function (pdf) irrespective of the simulation tools,
and second, for the same accuracy as MC, the FSME method requires two orders of
magnitude fewer simulation iterations which results into 100× speedups in the library
characterization. The application of the FSME method is not only limited to digital
circuit design and SSTA; it is equally applicable in analog circuit design.

4.2 Fast Statistical Moment Estimation Method

The standard MC method is based on random sampling of the parameters of interest
based on their pdf . This procedure takes more samples around the parameter val-
ues with higher probability than around the less probable values. Since the sampling
method depends on the pdf of the parameters, a large number (thousands) of samples
are normally required to generate enough samples for less probable values. Additionally,
the dependence on the pdf of the corresponding process parameter makes it necessary
to provide the statistical details of the parameter variation before the start of the sim-
ulation. The circuit simulation is repeated for each set of sampled parameters. This
results into long run times and high memory requirement to store all the data. The
desired simulation output is measured in each simulation, leading to the sample set of
measured values. The moments of the circuit simulation outputs are calculated using
standard moment estimation equations on the sample set.

In contrast, by using the FSME method, the probability distribution of the process
parameters and the circuit simulation are decoupled. In the proposed method, instead
of randomly sampling, the space is sampled with a uniform distribution. Moreover,
to accurately estimate the statistical moments, a weighted sample estimator is used.
The processes involved in circuit simulation and data processing are discussed in detail
below.
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4.2.1 Circuit Simulation

Unlike a MC method, the FSME method runs the simulation with a uniformly spaced
parameter sweep, which ensures the required coverage of each simulation parameter,
e.g. if a parameter is following a Gaussian distribution then ±3σ spread around its
mean value is sufficient. This implies that the range of the parameter sweep in the
simulation needs to be close to the spread of the real parameter distribution. Note
that this is the only link required between the real parameter distribution and the data
needed to perform simulations.

Let us assume that X are the process parameters (e.g. effective channel lenght L,
channel width W , threshhold voltage Vth, etc.), where X is a set of vectors Xi, with
each vector Xi corresponding to the sampled points Xi[ji] of the ith parameters, and
that Y is a vector of the simulation output Y [k] (e.g. delay, slew, etc.). X and Y will
be used in the data processing step to estimate the statistical moments of the output.

4.2.2 Data Processing

The statistical moments of the circuit simulation output (Y ) depend on the probabil-
ity of each simulation run, which in turn depends on the probability of each process
parameter (Xi) used in the simulation. As a result, the pdf of each process parameter
is required in the data processing step. The probability of each simulation is estimated
first, followed by the moment estimation of the output.

In probability space of the proposed method, each simulation is considered as a
discrete random event and the probability of each simulation event is equal to the joint
probability of the process parameters. Additionally, the simulation is carried out only
for sampled values of the process parameter Xi, and each sampled value of the process
parameter (Xi[ji]) is associated with a certain probability. In the data processing stage,
the probability of each discrete process parameter Xi[ji] is estimated from the given pdf
of Xi. Following this, the probability of each discrete experiment event k is estimated
from the probability of the discrete process parameter values. Thereafter, the statistical
moments of the circuit simulation outputs (Y) are estimated from the probability of
each discrete experiment event.

4.2.2.1 Probability of Process Parameter

The following notation for the probability and the pdf function will be further used in
the chapter

Pd() → Probability of discrete variable

Pc() → Probability of continuous variable

Ps() → Probability of discrete simulation event

fi() → Probability density function of Xi

For a stochastic process parameter Xi, its probability and its pdf are related with

Pc(Xi[m] < Xi ≤ Xi[n]) =

∫ Xi[n]

Xi[m]

fi(x)dx (4.1)
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Let us assume that Xi[ ] is a vector of a uniformly sampled process parameter Xi

with a sampling step of ∆Xi, under the constraint that ∆Xi is much smaller than the
standard deviation σXi

. Xi[ji] are the sampled values of the Xi, which are used in the
circuit simulation with uniform sampling. The vector Xi[ji] can be written as:

Xi[ji] = [· · · ,−2∆Xi,−∆Xi, 0,∆Xi, 2∆Xi, · · · ] (4.2)

where
∆Xi ≪ σXi

(4.3)

Let us define the probability of a discrete variableXi[ji] to be equal to the probability
of a continuous variable Xi varying from (Xi[ji]−∆Xi/2) to (Xi[ji] + ∆Xi/2)

Pd(Xi[ji]) = Pc

(

Xi[ji]−
∆Xi

2
< Xi ≤ Xi[ji] +

∆Xi

2

)

(4.4)

=

∫ Xi[ji]+∆Xi/2

Xi[ji]−∆Xi/2

fi(x)dx (4.5)

A numerical integration method is required to estimate Pd(Xi[ji]). Various inter-
polation functions can be used in the numerical integration. Two well known fast
integration methods are based on the rectangle rule and the trapezoidal rule [44]. In
the rectangle rule, a constant interpolation function (a polynomial of degree zero, piece-
wise constant approximation) is assumed which passes through the mid point of the
integral bound (see Figure 4.1a)

∫ b

a

f(x)dx ≈ (b− a)f(
a+ b

2
) (4.6)

Whereas, in the trapezoidal rule, a linear interpolation function (a polynomial of degree
one, piecewise linear approximation) is assumed which passes through the end points
of the integral bound (see Figure 4.1b)

∫ b

a

f(x)dx ≈ (b− a)
f(a) + f(b)

2
(4.7)

Since ∆Xi is much smaller than σXi
, the numerical integration method based on

rectangle rule with piecewise constant (PWC) approximation is simple enough to eval-
uate the integration of the pdf while keeping minimum computation cost

Pd(Xi[ji]) =

∫ Xi[ji]+∆Xi/2

Xi[ji]−∆Xi/2

fi(x)dx (4.8)

≈ fi(Xi[ji]) ·∆Xi PWC approx. (4.9)

⇒ Pd(Xi[ji]) = fi(Xi[ji]) ·∆Xi if ∆Xi ≪ σXi
(4.10)

Thus, the probability of the discrete process parameter Xi[ji] is equal to the in-
tegral of the pdf around Xi[ji] within the bound of ±∆Xi/2, and piecewise constant
approximation can be used to simplify the integration.
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(a) Illustration of the rectangle rule [45]

(b) Illustration of the trapezoidal rule [45]

Figure 4.1: Numerical Integration Method

To illustrate it with an example, consider a PWC approximation of a Gaussian dis-
tributed random variable Z with zero mean and unit variance as shown in Figure 4.2a.
Integration of this pdf around some Z[l] and the PWC approximation for integration
around the same Z[l] are shown with a filled bar in Figure 4.2b and Figure 4.2c, respec-
tively. In this approximation, the pdf values higher than the pdf at Z[l] are decreased
to pdf(Z[l]), and the pdf values lower than the pdf at Z[l] are increased to pdf(Z[l]).
The errors introduced by these changes have opposite sign and this neutralization effect
reduces the error due to the approximation. The total error can also be reduced by
increasing the number of samples during circuit simulation.

If Xi is sampled from −∞ to +∞, then the sum of the probability of all discrete
values will be equal to one.

∑

all ji

Pd(Xi[ji]) ≈

∫ ∞

−∞

fi(x)dx = 1 (4.11)

In our example, if Z follows a Gaussian distribution, then ±3σZ spread of Z around
its mean covers 99.8% of the probability space.

∫ 3σZ

−3σZ

pdf(z)dz = 0.998 (4.12)

Consequently, if Z[l] is sampled within a range of ±3σZ around its mean, then the
sum of the discrete values Z[l] will cover 99.8% of the probability space.

∑

all l

Pd(Zl) ≈ 0.998 (4.13)
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Figure 4.2: Piecewise constant approximation of probability density function

The range of the process parameter sweep in the simulation can be changed based
on the requirement of the probability coverage.

4.2.2.2 Probability of Simulation

The probability of each discrete simulation event (k) is equal to the joint probability
of all process parameters

Ps(k) = Pd(X1[j1], X2[j2], . . . ) (4.14)

In general, the process parameters are not independent. In order to simplify the
data processing step, Principal Component Analysis (PCA) [46] can be used to convert
the correlated process parameters into uncorrelated simulation parameters. Hence,
without loss of generality, the parameters Xi used in this chapter are assumed to be
independent after PCA. The joint probability of independent random variables is equal
to the product of the probability of each random variable, so the probability of each
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discrete simulation event can be rewritten as

Ps(k) = Pd(X1[j1]) · Pd(X2[j2]) . . . (4.15)

Let us define Pd(Y [k]) as the probability of the output Y = Y [k] due to experiment
k only. Since the probability of simulation event k is Ps(k), we can define Pd(Y [k]) as
follows:

Pd(Y [k]) = Ps(k) (4.16)

⇒ Pd(Y [k]) = Pd(X1[j1]) · Pd(X2[j2]) . . . (4.17)

Each experiment k gives an outcome Y [k]. The unknown probability of obtaining
this outcome, Pd(Y [k]), is estimated from the known joint probability of the process
parameters in the sample point k. Because of the assumption of independence, this
joint probability is the product of the probabilities of each individual parameter.

Note that the Pd(Y [k]) is not the probability of Y = Y [k], as more than one exper-
iments could produce the same value of the output Y [k] in case of a non-monotonous
function of Y . Each Pd(Y [k]) will have a different probability value depending on the
probability of the experiment k.

4.2.2.3 Moment Estimation

A weighted sample estimator is used here for estimating the moments of the output
parameter Y [38]. To illustrate this process, consider the circuit simulation run N
times. Let us assume that the probability of each simulation output Y [k], i.e. Pd(Y [k]),
is already estimated in the previous step. The probability of each output Y [k] implies
that the output event Y [k] should repeat itself ⌈N · Pd(Y [k])⌉ times. To obtain a high
accuracy, each simulation output Y [k] should occur at least once, implying that the
lower bound of N should be defined as

N ≥
1

min(Pd(Y [k]))
(4.18)

Now, let us define a vector R(Y [k]) as a set of experiment outputs Y [k] which,
repeats ⌈N · Pd(Y [k])⌉ times, i.e.

R(Y [k]) = [Y [k], Y [k], . . . ] ⌈N · Pd(Y [k])⌉ times (4.19)

where the outcome (O) can be written as

O = [R(Y [1]), R(Y [2]), R(Y [3]), . . . ] (4.20)

Once the outcomes (O) have been generated, the statistical moments of simulation
output Y can be evaluated using standard moment estimation equations on the sample
set, where the mean (µ), variation (σ2), and normalized nth central moments (µn) are
given as

µy = E(O) (4.21)

σ2
y = E((O − µy)

2) (4.22)

(µn)y = E((O − µy)
n)/σn

y (4.23)
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These equations can be rewritten using (4.19) and (4.20) as

µy =

∑

k{Y [k] · Pd(Y [k])}
∑

k{Pd(Y [k])}
(4.24)

σ2
y =

∑

k{Y [k]2 · Pd(Y [k])}
∑

k{Pd(Y [k])}
−

[∑

k{Y [k] · Pd(Y [k])}
∑

k{Pd(Y [k])}

]2

(4.25)

(µn)y =

n
∑

m=0

(nm)(−µy)
m
∑

k{Y [k]n−m · Pd(Y [k])}

(σy)n ·
∑

k{Pd(Y [k])}
(4.26)

Note that N is only used to develop the outcome O during the illustration of the pro-
cess of estimating the moments. When rewriting (4.21), (4.22), and (4.23) using (4.19)
and (4.20), N appears in both the numerator as well as denominator, and cancels out.
Hence, N is not required in the final moment estimation equations.

Using the method described above, the statistical moments of various non-Gaussian
probability density functions can be estimated irrespective of the simulation tool. The
proposed sampling approach of parameter values requires fewer simulations leading to
a much faster conversion of the moments. Moreover, since the exact process variation
distribution is not required during the simulation run, a change in the process variation
spread can be analyzed without rerunning the circuit simulation.

4.3 Simulation Results and Comparison for FSME Method

To evaluate the accuracy of the FSME method, extensive Spectre circuit simulations
have been carried out with the FSME method as well as with the standard MC method.
The results of both simulation methods are reported and compared below.

In the experimental setup, 45nm and 32nm Predictive Technology Models (PTM)
have been used for all simulations [31]. Five different circuits (Inverter, Buffer, NAND,
NOR, 5 Inverters Chain) have been used and all these standard cells were sized accord-
ing to their corresponding predictive technology model [32]. The process variations are
considered to be a Gaussian distribution such that the results can be compared with the
standard MC results. The proposed method is scalable for any number of parameter
variations and various process parameters can be used, e.g. L, W , Vth, etc. However,
due to space limitations, only two sets of variations are discussed here.

Set I. In the first set, the variation considered is the effective channel length (L) of
the MOSFET with 3σL equal to 20% of the nominal value of L.

Set II. In addition to the first set, the variation in the effective channel width (W ) is
also considered in the second set with 3σW equal to 20% of the nominal value
of W .

In the output, the first four statistical moments (mean [µ], standard deviation [σ],
skewness [γ] and kurtosis [κ]) of the delay of the standard cell have been estimated.
Cadence Spectre was used for circuit simulation and Matlab for data processing.
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The first four moments (µ, σ, γ, and κ) of the delay vs simulation runs for the
45nm inverter with first set of variation using MC and FSME are shown in Figure 4.3a.
Similarly, these moments of the delay vs simulation runs for the 45nm inverter with
second set of variations are shown in Figure 4.3b. It is clear from these plots that
FSME converges much faster than MC. The scattered plot of MC is due to its random
sampling nature. As a result of the better convergence of FSME, the best available
moments estimates from the FSME are taken as a golden reference value from both
sets of variations for FSME and MC run comparison.

The error for the first set of variations after five thousand iterations in MC and fifty
iterations in FSME with respect to the respective reference value is reported below.
The error in the mean estimation using five thousand iterations of MC with reference
value is 0.133% whereas fifty iterations of FSME lead to an error of only 0.006%.
Similarly, the error for standard deviation estimation using MC is 1.059% whereas the
FSME has an error of only 0.245%. The MC error in skewness estimation is 1.598%
and FSME gives an error of only 1.257%. Lastly, kurtosis estimation has an error of
2.489% in MC where as FSME is at a 1.304% error.

Since two parameter variations need more simulation iterations, ten thousand it-
erations in MC and hundred iterations in FSME are used to estimate the error with
the respective reference value. The error in the mean estimation using ten thousand
iterations of MC with reference value is 0.03% whereas one hundred iterations of FSME
show only 0.019% error. Similarly, the error for standard deviation estimation using
MC is 1.772% whereas the FSME has an error of only 0.817%. The MC error in skew-
ness estimation is 4.637% and FSME gives an error of only 4.038%. Lastly, kurtosis
estimation has an error of 4.432% in MC where as FSME is at a 3.663% error.

It is clear from above experimental results that MC with five thousand iterations
produces more inaccurate results in comparison to the respective golden reference than
FSME with only fifty simulations for one parameter variations. Equally, for two pa-
rameter variations, MC with ten thousand iterations has more error in comparison to
the respective golden reference than FSME with only hundred simulations for one pa-
rameter variations. Similar behaviour is observed in all the five test circuits in both the
45nm and the 32nm technologies. The reference values of these four moments along
with the error in the moment estimation for MC with five thousand runs and FSME
with fifty runs using 45nm and 32nm technology with first variation set are reported in
Table 4.1. A similar table for the second set of variations is reported in Table 4.2. The
plots of the moment estimation vs simulation runs for an inverter in 32nm PTM using
the first and second set of variations are shown in Figure 4.4a and Figure 4.4b, respec-
tively. Furthermore, Buffer, NAND, NOR, and Inverter Chain have similar behaviour,
thus their plots are not included here.

In the results above, we assumed that the variations are following a Gaussian dis-
tribution. Now, four different probability density functions (Gaussian, Lognormal,
Gamma, and Beta) with the same mean and standard deviation have been considered
for the first set of variations. The first four moments of the delay vs simulation runs for
a 45nm inverter chain using these probability density functions are shown in Figure 4.5.
In the process of these moment estimations, only the mathematical implementation of
the pdf function is changed, and rerunning of the simulation is not required.
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(a) 45nm Inverter - One parameter variation

(b) 45nm Inverter - Two parameter variations

Figure 4.3: The first four moment estimation vs simulation runs for MC and FSME with one
parameter (L) and two parameters (L and W ) variations in 45nm Inverter
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(a) 32nm Inverter - One parameter variation

(b) 32nm Inverter - Two parameter variations

Figure 4.4: The first four moment estimation vs simulation runs for MC and FSME with one
parameter (L) and two parameters (L and W ) variations in 32nm Inverter

45



Mean (µ) Standard Deviation (σ)

Circuits Ref (ps) MC % New % Ref (ps) MC % New %

45nm PTM Technology

Inverter 18.004 0.133 0.006 2.210 1.059 0.245

Buffer 21.570 0.167 0.001 3.338 0.991 0.173

NAND 25.913 0.103 0.004 2.473 1.093 0.267

NOR 20.773 0.127 0.020 2.369 1.176 0.304

Inverter Chain 37.558 0.158 0.001 5.530 1.055 0.207

32nm PTM Technology

Inverter 16.019 0.148 0.005 2.187 0.915 0.233

Buffer 18.082 0.203 0.003 3.409 0.922 0.215

NAND 23.624 0.115 0.004 2.513 0.999 0.251

NOR 17.723 0.141 0.006 2.298 1.158 0.310

Inverter Chain 29.928 0.184 0.005 5.155 0.986 0.189

(a) Error % comparison in Mean and Standard Deviation

Skewness (γ) Kurtosis (κ)

Circuits Ref MC % New % Ref MC % New %

45nm PTM Technology

Inverter -0.759 1.598 1.257 3.786 2.489 1.304

Buffer -0.305 1.853 1.359 2.958 2.128 0.674

NAND -0.682 2.015 1.381 3.685 3.218 1.336

NOR -0.804 3.659 1.384 3.997 5.659 1.506

Inverter Chain -0.253 2.176 1.144 2.981 2.622 0.775

32nm PTM Technology

Inverter -0.773 0.117 0.811 3.704 0.527 0.824

Buffer -0.186 3.481 0.743 2.729 2.125 0.452

NAND -0.607 0.836 1.154 3.580 1.165 1.041

NOR -0.875 2.817 1.203 4.100 4.490 1.413

Inverter Chain -0.231 3.324 0.418 2.864 2.097 0.591

(b) Error % comparison in Skewness and Kurtosis

Table 4.1: Error % comparison in the first four moments estimation of delay for one parameter
(L) variation using Monte Carlo (5000 runs) and the proposed method (50 runs) in 45nm and
32nm PTM technologies

It can be observed form the figure that the higher order moments of the delay vary
with the distribution of the process parameters. The same data with relative axis for
the statistical moments are plotted in Figure 4.6a. In this figure, the best available
statistical moments, i.e. data corresponding to the maximum simulation iterations, of
the delay with the Gaussian distribution as an input parameter distribution is taken
as a reference value, assigned to 100. The Y-axis is transformed with respect to the
reference value and axis is scaled for the best fit of the plot. The scaled data with fixed
Y-axis is plotted in Figure 4.6b. The plot with fixed Y-axis can be use to compare the
relative differences among the statistical moments.
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Mean (µ) Standard Deviation (σ)

Circuits Ref (ps) MC % New % Ref (ps) MC % New %

45nm PTM Technology

Inverter 18.042 0.030 0.019 2.328 1.772 0.817

Buffer 21.592 0.001 0.010 3.374 1.445 0.692

NAND 25.965 0.022 0.011 2.653 1.813 0.810

NOR 20.810 0.031 0.033 2.477 1.982 0.983

Inverter Chain 37.598 0.006 0.007 5.574 1.500 0.700

32nm PTM Technology

Inverter 16.056 0.029 0.027 2.293 1.530 0.635

Buffer 18.104 0.018 0.030 3.447 1.311 0.638

NAND 23.691 0.013 0.008 2.713 1.659 0.769

NOR 17.761 0.039 0.017 2.398 1.992 0.897

Inverter Chain 29.972 0.012 0.008 5.205 1.397 0.649

(a) Error % comparison in Mean and Standard Deviation

Skewness (γ) Kurtosis (κ)

Circuits Ref MC % New % Ref MC % New %

45nm PTM Technology

Inverter -0.633 4.637 4.038 3.656 4.432 3.663

Buffer -0.290 4.593 3.689 2.976 3.492 2.134

NAND -0.523 5.476 4.875 3.535 5.099 3.831

NOR -0.699 8.667 5.072 3.880 9.717 4.932

Inverter Chain -0.247 4.332 3.114 3.001 4.181 2.422

32nm PTM Technology

Inverter -0.655 1.512 2.055 3.581 1.371 2.306

Buffer -0.167 2.425 3.535 2.753 2.985 1.758

NAND -0.410 1.232 4.072 3.463 2.283 2.744

NOR -0.764 6.888 4.936 3.968 8.065 4.895

Inverter Chain -0.219 2.070 1.448 2.882 3.118 1.907

(b) Error % comparison in Skewness and Kurtosis

Table 4.2: Error % comparison in the first four moments estimation of delay for two param-
eters (L and W ) variation using Monte Carlo (10000 runs) and the proposed method (100
runs) in 45nm and 32nm PTM technologies

It can be observed from the figure that the relative difference in the mean of the
delay is within 0.1% and the relative difference in the standard deviation is within 2.5%.
The small differences indicate that the pdf of the delay distribution shall be very close to
each other. Although, the absolute difference in the skewness is within 0.15, the relative
difference is around 60%. The very high relative difference in skewness is because of
very small absolute values of it. Being very small absolute skewness values, the delay
pdfs are expected to have similar symmetry. The relative difference in kurtosis is 15%
and the absolute difference is 0.4. However it is important to note that the differences
in the kurtosis of the delay due to Gaussian, Log-normal, and Gamma distribution are
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within 3% only, and the kurtosis due to Beta distribution is around 12% than others.
This observation indicates that the pdf of the delay due to Beta distribution is expected
to be relatively flat as compared to other pdfs. The pdf of the delay due to various
input pdf variations are plotted and analyzed in Section 4.4.

Figure 4.5: Moment estimation vs simulation run in 45nm inverter chain using Gaussian (N),
Lognormal (L), Gamma (G), and Beta (B) distributions.

The above results show that the simulation iterations required in FSME to estimate
the moments differ from the simulation iterations required in MC by two orders of mag-
nitude. This results into 100× speedup during library characterization. Furthermore, a
different parameter spread can be analyzed in FSME by just changing the parameter of
the pdf function in the data processing stage. Moreover, any type of probability density
function can be used with FSME by changing the implementation of the pdf function
only. This extra data processing does not require rerunning of the circuit simulator,
which results into faster run times and smaller memory requirement to store all the
data.

4.4 Probability Density Function Estimation Method

The probability density function (pdf) of the circuit simulation output (Y ) depends on
the probability of each simulation run. These probabilities (Pd(Y [k]) are calculated in
Section 4.2.2.2, and will be used to estimate the pdf of the Y . It has been discussed in
Section 4.2.2.1 that if any variable is uniformly sampled, then its pdf and probabilities
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(a) Floating Axis

(b) Fixed Axis

Figure 4.6: Moment estimation vs simulation run in 45nm inverter chain using Gaussian (N),
Lognormal (L), Gamma (G), and Beta (B) distributions with Relative Scale.
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are related by (4.10). The relation is given below with an appropriate change in the
variable for convenience.

Pd(Y [k]) = pdf(Y [k]) ·∆Y (4.27)

Since the simulation output Y is not necessarily a linear function of the PVT pa-
rameters (Xi), the sampled values of the simulation output Y need not to be uniformly
spaced. Therefore, (4.27) can not be used directly to estimate the pdf of Y . There are
two approaches to convert the probability of Y to its pdf . The first approach is to divide
the output Y into uniform brackets and calculate the delay of each bracket by adding
up the delays of all the sampled outputs Y [k] within the brackets. In the following
text, each bracket is called as a bin and call this method the Bin Method. The sec-
ond approach is to make appropriate changes in (4.27) to incorporate the non-uniform
samples of Y [k]. In the following text, this method is call the Direct Method.

4.4.1 PDF Estimation - Bin Method

In the bin method, the sample space of Y is divided into uniformly spaced bins, followed
by estimating the probability of each bin. Since the newly sampled probabilities are
uniformly spaced, (4.27) can be used to estimate the pdf of Y . Here, the bin method
is discussed in detail.

The sampled simulation outputs Y [k] are spread between Ymin and Ymax such that

Ymin = min(Y [k]) (4.28)

Ymax = max(Y [k]) (4.29)

and
Ymin ≤ Y [k] ≤ Ymax (4.30)

Let us create uniformly spaced sample points in Y and name them Yb. Here subscript
b stands for bin. For n uniformly sampled points in Yb, ∆Yb can be calculated as

∆Yb =
Ymax − Ymin

n
(4.31)

and the probability of each bin can be calculated as

Pd(Yb[l]) =
∑

Yb[l]−
∆Yb
2

<Y [k]≤Yb[l]+
∆Yb
2

Pd(Y [k]) (4.32)

Now, the uniformly sampled points of simulation output Y and their probability is
available. Therefore, the pdf of Y can be calculated based on the sample points of Yb[l].

pdf(Yb[l]) =
Pd(Yb[l])

∆Yb
(4.33)

Since the probability of each bin highly depends on the bin boundary, a slight shift
in the bin boundary could results the sample points close to the bin boundary to fall
into different bins. It might lead to considerable inaccuracy if the probability of each
bin is comparable to the probability of the sample points close to the boundaries. The
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error can reduce by increasing the probability of each bin, which results in to larger bin
size and fewer numbers of bins. Therefore, number of bins should be lesser than the
number of sample points by more than an order of magnitude. The error can further
reduce by lowering the probability of the boundary points which causes the error in the
pdf estimation due to shift from one bin to another. This leads to the reduction in the
probability of each sample points Y[k], which can be achieve by increasing number of
samples in the simulation. Therefore, more simulation runs and larger bin size could
results into smaller error in the pdf estimation using bin method.

4.4.2 PDF Estimation - Direct Method

In (4.27), ∆Y is a constant and independent of the sampled values Y [k]. If different
∆Y can be calculated for each value of the simulation output Y [k] based on their local
separation of Y [k] from their neighboring points (Y [k − 1] and Y [k + 1]), then the
equation will be valid for non uniform sampled points as well. Let us call different ∆Y
for each sample of Y [k] as ∆Y ′[k]. Therefore (4.27) can be rewritten as

Pd(Y [k]) = pdf(Y [k]) ·∆Y ′[k] (4.34)

Now, using Pd(Y [k]) and ∆Y ′[k], the pdf of Y sampled at Y [k] points can be estimate
using

pdf(Y [k]) =
Pd(Y [k])

∆Y ′[k]
(4.35)

It is important to note that the direct method is applicable only for one parameter
variation with monotonous function of simulation output with respect to the input
parameter. This is because of the following reasons. In a non-monotonous function,
two sample pointes of the simulation output Y can attain the same absolute value.
Furthermore, Pd(Y [k]) is the probability of the sample event k. Thus, the probability
of Y [k] need not to be equal to the probability of Y = Y [k] which is the primary
requirement in (4.34). Additionally, due to non-monotonous samples of Y , it is not
possible to estimate ∆Y ′[k] by knowing the neighboring points. Similarly, for more
than one parameter variations, two samples of Y can attain the same absolute value.
Therefore the direct method is not applicable for any non-monotonous functions or
multi parameter variations.

However, the sum operation in bin method, while calculating the probability of each
bin (Pd(Yb[l])) in (4.32), resolve the problem arises by the non-monotonous function
and multi parameter variations. Thus the bin method is applicable to any simulation
output.

4.5 Simulation Results for PDF Estimation Method

As discussed earlier, the direct method is not applicable in various scenarios, whereas,
the bin method can be use with any simulation data. It has also been discussed that
inaccuracy in the bin method can reduce by increasing the number of simulation itera-
tions. Therefore, the bin method with very high number of simulation iterations have
been used to estimate the pdf of the simulation output Y .
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The pdf of the delay in 45nm inverter chain is estimated here. This circuit sce-
nario is same as the one used to analyze the statistical moments of the delay due to
various pdfs for the input parameter variation (see Figure 4.5). In this simulation,
input parameters are assume to follow four different pdf functions, namely, Gaussian,
Lognormal, Gamma, and Beta distributions. The pdf of the delay due to each input pa-
rameter variations are shown in Figure 4.7. These four pdf curves are plotted together
in Figure 4.8 for convenience in the comparison.
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Figure 4.7: pdf of the delay of an 45nm inverter chain using Gaussian (N), Lognormal (L),
Gamma (G), and Beta (B) distributions.

It can be observed from the plots, that these four pdf are very close to each other.
Furthermore, the pdf due to Beta distribution is more flat than other pdf distributions.
These observations confirm the discussion about the pdf of delay in Section 4.3.

4.6 Summary

This chapter proposes a simulation and analysis method based on the uniform sampling
technique and a weighted sample estimator, which requires fewer simulation runs for
statistical moment estimation. The number of simulation iterations required by this
Fast Statistical Moment Estimation (FSME) method is at least two orders of magnitude
lower than the number of simulation runs required in the Monte Carlo method. This
results into a 100× speedup in SSTA library characterization. Along with this, changes
in parameter spread and/or probability density function do not require rerunning of
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Figure 4.8: pdf of the delay of an 45nm inverter chain using Gaussian (N), Lognormal (L),
Gamma (G), and Beta (B) distributions in one plot

the circuit simulations, which results into faster run time and smaller memory require-
ment. The state of the art circuit simulation tools can run Monte Carlo with Gaussian,
lognormal and uniform distribution only whereas any distribution can be used in the
proposed method.

Furthermore, a method to estimate the probability density function from the sim-
ulation data is proposed. The Bin Method is applicable to simulation data with any
function and multi parameter variations whereas the Direct Method is applicable only
to monotonous functions and one parameter variation.
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The Set of Waveforms 5
Due to the variations in the PVT parameters, static timing analysis has limited ap-
plicability when analyzing the performance and correct functionality of a circuit. In
Chapter 2, it has been discussed that static timing analysis may be used to estimate
the delay in a circuit but variation is not taken care of in this analysis. Furthermore,
in Chapter 3 we have analyzed the delay variations of a standard cell due to PVT
variations. Similarly it has also been noted that researchers are developing a statistical
static timing analysis methodology to estimate the delay variation due to PVT vari-
ations. The MODERN project team is developing a new approach within the SSTA
methodology in which a SPICE like simulation will be carried out for the gates in-
stead of making use of a lookup table based gate model [47, 48, 49, 50]. Although the
transistor-level SPICE simulation is quite accurate, SPICE is much slower in compar-
ison to the gate-level models. Therefore, the team is developing a compact transistor
model for the digital circuit. In this SSTA approach, the output voltage waveforms of
each standard cell and their variations due to the PVT variations are preserved.

The organization of the chapter is as follows: the concept of a set of waveforms
and its usefulness for representing uncertainty during timing analysis is discussed in
Section 5.1. Furthermore, the set of waveforms of standard cells are presented in
Section 5.2. Additionally, the possible methods to represent the waveforms during
timing analysis are presented in Section 5.3 and a comparison of various representations
is discussed in Section 5.4. At the end, a summary of the chapter is presented in
Section 5.5.

5.1 Concept of a Set of Waveforms

The proposed concept of a set of waveforms in SSTA is introduced to cache the various
output waveforms which may arise due to PVT variations in the circuit. The main
goal is to improve the accuracy of the SSTA methodology. The idea of using a set of
waveforms is similar to the development of a waveform based model (e.g. CCS and
ECSM) from a delay based model (e.g. NLDM) in STA. In this section, the limitations
of NLDM will be discussed first, followed by the advantage of CCS and ECSM. The
concept of the set of waveforms will be developed based on the analogy with STA.

Traditionally, NLDM models have been used in industry for static timing analysis.
As discussed in Chapter 2, an NLDM model is a very simple lookup table based model
which stores the delay of each standard cell for a set of the input signal slew and output
effective capacitive load values. Being a very simple lookup table based method, NLDM
makes the STA run very fast; however the accuracy is compromised. In general there
are two major sources of inaccuracy in NLDM based STA. First, in NLDM, a waveform
is described by only two points in the form of a signal slew. A single slew value may
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correspond to an infinite number of waveforms. Since the input signal waveform af-
fects the output of a gate, using only the two-point slew-based representation for each
waveform may introduce a substantial error in the STA. Additionally, only delay and
slew are not sufficient to estimate the behavior of the gates in sub 90nm technology.
Further, the gate in the NLDM is characterized for a small set of the input signal slew
and output effective capacitive load, and in practice, the slew and load values used
during STA need not match with these characterized values. Therefore, interpolation
or extrapolation is required to estimate the delay. A practical interpolation method
considers four neighboring points and assumes a linear variation in the gate delay be-
tween the selected points. This interpolation method is known as bilinear interpolation.
The error introduced by the interpolation can be reduced by considering more points
and a polynomial fit within the region, which is also known as spline interpolation.
However, the calculation will be more complicated, which increases runtime and makes
it unsuitable for multi-million gate designs. In contrast with interpolation, four neigh-
bors are not available for extrapolation. Only, some of the boundary points from the
lookup table are considered for extrapolation and a linear variation of the gate delay
and output signal slew is assumed outside the table. This assumption is very inaccurate
and introduces large deviation from a SPICE simulation.

The error introduced by the sources mentioned above is relatively small for larger
technology nodes and low frequency devices. However, the error at advanced tech-
nology nodes and higher operating frequency devices is relatively high and cannot be
ignored. Due to this increase in the relative error during delay calculation, NLDM does
not remain an attractive solution for standard cell modeling in STA. Many advanced
modeling schemes have been developed in which the complex behavior of the MOSFET
and the signal waveforms can be captured more accurately. These advanced modeling
schemes reduce the relative error in the delay calculation. The Composite Current
Source (CCS) Model and the Effective Current Source Model (ECSM) are well known
industry standard modeling schemes. In contrast with NLDM, CCS model stores the
output current waveform instead of the signal slew. During the STA analysis, the out-
put voltage waveform is computed from the output current waveform and the delay
is estimated. Similarly ECSM stores the output voltage waveform. Both CCS and
ECSM preserve detailed waveforms which results into more accurate delay estimation
as compared to NLDM at the cost of extra computation time. Details of NLDM, CCS
and ECSM models were discussed in Chapter 2.

Being waveform-based technologies, CCS and ECSM are more accurate in estimat-
ing the delay of standard cells. However the problems that arise due to variations
in the PVT parameters are not addressed efficiently. As discussed in Chapter 2, the
Statistical Static Timing Analysis (SSTA) methodology has been developed to address
the error in the delay estimation due to the process variations. In a broad sense, delay
and its variation is estimated for each standard cell in SSTA. The spread in the delay
estimated by SSTA helps in estimating the effect of PVT variations. However, similar
to the issues of STA, only the spread of the delay is not sufficient to accurately estimate
the effect of PVT variations. As waveform-based technologies like CCS and ECSM have
improved the delay estimation accuracy over the delay-based technologies like NLDM,
there is a need to model uncertainty in the waveform instead of just modeling delay and

56



slew. The uncertainty in the waveform will improve the accuracy of the delay variation
estimation. Since the delay of a gate is highly dependent on the output waveform of
previous gates, an accurate modeling in the variation in output waveform will improve
the accuracy in timing analysis. This will eventually results in an improvement of the
yield of ASIC chip manufacturing.

The proposed method of modeling the uncertainty in each waveform requires us to
store various possible output waveforms of a standard cell due to the PVT variations.
This collection of the output waveforms is called a set of waveforms. Since various
possible waveforms and their probability will be available in SSTA, an accurate delay
variation and output waveform variation can be estimated.

5.2 Representing Uncertainty with the Set of Waveforms

As we discussed in Section 5.1, a set of waveforms is a collection of possible output
waveforms due to PVT variations. It can be generated by varying the PVT parameters
of the gate. A simple inverter gate will be used here to illustrate the concept of a set
of waveforms.

Inv

Cload

Sin

Figure 5.1: A Inverter for Waveform Set

A standard inverter is shown in Figure 5.1. The PVT variations are taken from
Table 3.1. If the MOSFET channel length (L) is varied from (µL − 3σL) to (µL + 3σL)
while keeping the rest of the PVT parameters, the input signal and the output load
constant, various possible output waveforms can be generated. The set of input and
output waveforms due to variations in L are shown in Figure 5.2a and Figure 5.2b
respectively. In these figures, time is on the X-axis and voltage is on the Y-axis. As the
channel length (L) varies, the gate capacitance of the MOSFET and the drain current
varies. This variation results in an output waveform variation (See Figure 5.2b). Since
variation in the input waveform is not considered in this illustration, a single input
waveform is used here (See Figure 5.2a).

A rising input signal is considered in this example. When the input is logic ‘0’, the
PMOS is ON and NMOS is OFF, and when the input is logic ‘1’, the PMOS is OFF and
NMOS is ON (See Figure 2.11 in Section 2.2). At the beginning of the rising transition,
when the input signal is less then VTN , the signal remains steady at the output. During
the input signal transition, i.e. when the input signal is between VTN and VTP , there is
a path from the output node to VSS through the NMOS. This results into the fall of the
output signal. Since very little discharge occurs, waveforms corresponding to various
channel lengths are very close to each other. This results in a very narrow spread at
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Figure 5.2: The Set of Waveforms for Inverter

the beginning of the output signal transition. As the input voltage increases further,
the output signal discharge is continued. Since the discharge drain current varies with
the channel length, each waveform deviates from the nominal output waveform. This
results into the wide spread at the ending of the output signal waveform.

In a real circuit, the output of a gate is the input of the next gate. This implies that
the input waveform will also have a variation. Therefore, let us take an inverter chain
circuit as shown in Figure 5.3. Here we have provided a single ramp input to the first
inverter. Additionally, a correlated variation in the channel length of each MOSFET is
assumed.

Inv1 Inv2 Inv3

Cload

Sin

Figure 5.3: A Inverter Chain for Waveform Set

The output of the first inverter is similar to Figure 5.2b. However, in this circuit,
the varying signal is given as an input to the second inverter. The input of the last
inverter is more realistic and close to practical circuit signal variations. The input and
the output of the last inverter are shown in Figure 5.4a and Figure 5.4b respectively.
Similar to Figure 5.2, time is on the X-axis and voltage is on the Y-axis in these figures.

Due to variations in the input signal, the output is no longer narrow at the beginning.
This analysis shows that the real circuit waveforms are expected to be like Figure 5.4b.
Preservation of the waveforms will increase the accuracy in the estimation of the delay
and its variation. Additionally, it will allow us to more accurately estimate the output
waveform spread, which will serve as the input of the next gate. This will results in a
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Figure 5.4: The Set of Waveforms for Inverter Chain

better estimation of standard cell behavior.
Each process variation is associated with a probability density function (pdf). In

industrial practice, each process variation is assumed to follow a Gaussian distribu-
tion. In the discussion above, we can assume that the MOSFET channel length (L)
is following a Gaussian distribution. It implies that there is a higher probability that
the channel length will be close to its nominal mean value than values away from the
nominal value. Since each waveform in the set is due to some value of L, each wave-
form is associated with a probability value. In general, for more than one parameter
variation, the probability of each waveform should be equal to the probability of the
corresponding variable combination. These probabilities can be estimated as discussed
in Section 4.2.2.2.

5.3 Representation of the Set of Waveforms

In Section 5.1, we discribed the necessity of modeling a set of waveforms and in Sec-
tion 5.2 we presented some real sets of waveforms. The block diagram of the SSTA
engine using a set of waveforms is shown in Figure 5.5.
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Figure 5.5: SSTA Engine
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Here INPUT and OUTPUT are the set of waveforms and the center box is the SSTA
engine. In our SSTA methodology, it is required to represent and store these sets of
waveforms. The main challenge of this approach is the huge amount of data required
to represent the waveforms. The large data set at every standard cell output results in
a large memory requirement and high run time. There are three possible approaches to
represent the set of waveforms. These three approaches and a comparison with respect
to memory requirement are discussed in the following subsections.

5.3.1 Lookup Table based Representation

A lookup table based method is a very straightforward method for a representation
of a set of waveforms. In this representation method, each waveform is stored as an
array of time-value pairs. The probability of each waveform is also stored along with
the waveform value. The data can be compressed by storing a down-sampled waveform
and imposing a piecewise linear approximation on it. Similarly to CCS and ECSM
models, this representation stores the entire waveform set in a raw data format. A
block diagram of an SSTA engine with a lookup table based representation is shown in
Figure 5.6.
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Figure 5.6: SSTA Engine with Table Model

5.3.2 Statistical Moments based Representation

Each waveform in the waveform set model is associated with a probability value. If the
set of waveforms is cross-sectioned vertically at any time value, we can observe various
possible output voltages at that time. If there are n waveforms in the set, n possible
voltage values can be measured. The voltage values and their probabilities can be used
to generate the probability distribution curve of the voltages at that time. An example
of such a vertical cross-section is shown in Figure 5.7a. Here X-axis is time and Y-axis
is voltage. A vertical line shows the cross-section of the waveform set at a particular
time. The probability density curve for the voltages at that particular time is shown in
Figure 5.7b. Here, voltage is shown on the X-axis and its probability density function
is shown on the Y-axis.

The voltage value and its probability curve can be used to estimate the mean,
standard deviation and higher order statistical moments of the voltage at this particular
time. The mean (µ) and spread (3σ) of the voltage at the same time is annotated on
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Figure 5.7: Vertical cross-section of Waveforms at time t

the waveform set as shown in Figure 5.8a. Here the centre horizontal line corresponds
to the mean and the top and the bottom lines represent the ±3σ bound of the voltage
at this time. Annotation of the same µ and ±3σ on the probability density curve are
shown in Figure 5.8b. Here the centre vertical line corresponds to the mean and the
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Figure 5.8: Vertical cross-section of Waveforms at time t with µ and ±σ of voltage

right and the left lines represent the ±3σ bound of the voltage at this time.
The same process can be repeated for the entire time axis. This results into the

statistical moments of the voltage as a function of time. The first four moments,
Mean (µ), Standard Deviation (σ), Skewness (γ), and Kurtosis (κ), of the voltage as a
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Figure 5.9: First four moments of the waveform set as a function of time

function of the time are shown in Figure 5.9a, Figure 5.9b, Figure 5.9c, and Figure 5.9d
respectively. In these figures, time is on the X-axis and the respective moments are on
the Y-axis.

Instead of storing the entire waveform set and the corresponding probability values,
only the moment curves just described can be stored. The amount of higher order
moment curves depends on the SSTA engine and its requirements. As compared to
the lookup table based method, this approach requires much less memory, as only few
curves are sufficient to store the entire waveform set. The block diagram of an SSTA
engine using a statistical moments based representation is shown in Figure 5.10. Here
we assume that only the first two moments (µ and σ) are required for the SSTA engine.

5.3.3 Pseudo Circuit based Representation

In SSTA, we need to store the set of output waveforms of any standard cell. Thus, a
set of waveforms can be represented by a circuit with the PVT variation in it. Having
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Figure 5.10: SSTA Engine with Moment Model

the circuit and its PVT variations is sufficient to regenerate the voltage waveforms.
We learned in Chapter 2 that the SSTA methodology may be used to estimate the

path delay in a digital circuit. Since SSTA is a stage-by-stage approach, the signal at
each node is mainly influenced by the part of the circuit between the start point of the
data path and that node. An example of a data path is depicted in Figure 5.11. Here,
the signal at the second input of the gate g2 depends on the circuit components from
the input of the DFF2 up to the interconnect n7.

Figure 5.11: Example path for SSTA

In this example, instead of storing the entire circuit up to interconnect n7, a reference
circuit can be used. This reference circuit can be use to regenerate the similar output
waveform. This reference circuit will act as a pseudo circuit for everything up to the
input of the gate g2. The block diagram of an SSTA engine with this pseudo circuit
based representation is shown in Figure 5.12.

Here, the input signals of the gate are replaced by pseudo circuits. Since the MOD-
ERN project is a using fast SPICE like simulation, this pseudo circuit will be merged
with the standard cell circuit during simulation. Thus, the input waveforms are regen-
erated while doing SSTA.

The proposed idea is to use one pseudo circuit with few parameters associated with
it. Since the pseudo circuit is fixed by only a few parameters instead of the entire
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waveform set and their probabilities, it is a very compact model and able to regenerate
a similar set of waveforms as needed at the input of the following standard cell.

5.4 Comparison of various Waveform Set Representations

As discussed in Section 5.3, there are three possible approaches to represent a set of
waveforms, namely: lookup table, statistical moments, and pseudo circuit based repre-
sentation. In the lookup table based approach, the complete waveform set along with
their probability density is stored in the lookup table. Considering the large number
of waveforms, a very large memory space is required. In the statistical moments based
approach, the statistical moments as a function of time are stored. This approach re-
quires a smaller memory space. The SSTA engine in the MODERN project requires
higher order statistical moments of the waveforms. The need of higher order moments
increases the memory requirement. In the pseudo circuit based approach, a pseudo cir-
cuit is used to regenerate the waveform set similarly to the expected waveform set at the
input of standard cell during SSTA. A standard reference circuit with few parameters
is used to model the pseudo circuit. Due to the very small number of parameters, the
pseudo circuit representation is the most compact modeling approach among the three
proposed approaches. The details of the pseudo circuit will be discussed in Chapter 6.

5.5 Summary

Similar to the development of the waveform based model from the point based model
in STA, there is a need to have a waveform based uncertainty representation in SSTA.
Therefore, the MODERN project is preserving various possible output waveforms due
to PVT variations at each node. This is called “a set of waveforms”. The concept of
the set of waveforms and the uncertainty representation with it are discussed in this
chapter. There are three possible methods to represent the set of waveforms in SSTA
methodology, namely a lookup table based representation, a statistical moments based
representation and a pseudo circuit based representation. The pseudo circuit based
representation turns out to be the most compact model because the set of waveforms
can be regenerated using a reference circuit with only a few parameters in it. The
proposed pseudo circuit is discussed in Chapter 6.
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Pseudo Circuit Model 6
As discussed in Chapter 5, the pseudo circuit based representation for the set of wave-
forms is the most compact model among the three proposed models. Additionally,
the pseudo circuit model can be efficiently integrated with the SSTA engine used in
the MODERN project. In this chapter, the concept of the pseudo circuit, its inte-
gration with the SSTA engine of the MODERN project, the approach and challenges
for the pseudo circuit modelling, a waveform comparison methodology and results are
discussed.

The organization of the chapter is as follows: the waveform set, pseudo circuit, and
its integration with SSTA engine is discussed in Section 6.1. The proposed pseudo
circuit and the simulation database required for waveform comparison are described in
Section 6.2. Furthermore, the proposed waveform comparison methodology with an ex-
ample is described in Section 6.3. The results of the pseudo circuit model are presented
in Section 6.4. At the end, a summary of the chapter is presented in Section 6.5.

6.1 Pseudo Circuit, Waveform Set and SSTA Engine

In the SSTA engine of the MODERN project, each input of a gate is a set of waveforms.
This set of waveforms can be represented in various ways (see Chapter 5), and the
pseudo circuit based representation turns out to be the most compact approach to
preserve the set of waveforms. The main purpose of the pseudo circuit is to reconstruct
the desired set of waveforms at the input of the standard cell. The SSTA engine in
the MODERN project will estimate the delay variation of each gate by simulating the
circuit of the gate. The simulation of the pseudo circuit can be carried out along with
the gate circuit for reconstruction of the waveforms. Therefore, the pseudo circuit needs
to merge with the gate circuit while estimating the delay of the gate.

6.2 The Pseudo Circuit Model

The pseudo circuit model can be divided into two parts. First, we look at the selection of
the pseudo circuit and its simulation using Spectre simulator to evaluate the accuracy
and efficiency of the pseudo circuit model, which could be embedded to MODERN
project. Second, we study processing of the simulation output and constructing a
database such that the waveforms can be compared. These two parts of the pseudo
circuit model are discussed in the following subsections.
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6.2.1 The Pseudo Circuit

The design space of the pseudo circuit is large because it has a very high degree of
freedom in the circuit selection. Since the pseudo circuit is not a part of the real digital
circuit which needs to be fabricated, some non trivial circuits can also be selected for
the design. This further increases the design space of the problem. There are five
constraints imposed on the pseudo circuit:

1. The output of the pseudo circuit should be similar to the output of a gate in the
digital circuit.

2. The pseudo circuit should be small.

3. The output space of the pseudo circuit should cover the entire possible output
range of gates.

4. The absolute transition time of the waveform should match.

5. The pseudo circuit should have PVT variations.

The pseudo circuit will be developed while addressing the constraints mentioned
above. First, the output of the pseudo circuit should be similar to the output of the
digital circuits. This constraint is required to ensure that the reconstructed waveforms
at the input of the gates are similar to the expected input waveforms. The output
signal transition of a gate can be explained by charging or discharging of the effective
capacitive load at the output pin of the gate. Therefore, an RC circuit is one of the
simplest possible pseudo circuits. However a small digital gate can generate a more
accurate waveform than an RC circuit. Since the accuracy in the delay estimation is
the primary objective of the MODERN project, a digital gate is selected for the pseudo
circuit design.

The pseudo circuit is included during simulation of each gate. Therefore, constrain-
ing the size of the small circuit will help to ensure a low overhead on the simulation run
time. The smallest digital circuit is an inverter. Therefore, an inverter can be selected
as a pseudo circuit. As discussed in Chapter 5, the set of waveforms at the output of
an inverter chain is more realistic than at the output of a single inverter. Therefore,
an inverter chain with three inverters is selected as a pseudo circuit. An inverter chain
with three inverters is shown in Figure 6.1. Here Inv1, Inv2 and Inv3 are the three
inverters of the inverter chain.

Inv1 Inv2 Inv3

Figure 6.1: An inverter chain with three inverters

The pseudo circuit will be used to represent any possible target waveform set. This
target waveform set could be output of any digital cell in the design. Therefore, as
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mentioned in the third constraint, the pseudo circuit must be able to generate all such
possible sets of waveforms. Quantitative measurement of the waveform set to ensure its
full coverage is very complex due to the large number of waveforms. At this stage of the
development, only the nominal waveform is considered for quantitative measurement
to reduce the complexity of the problem. The nominal waveform is the output of the
circuit when all the PVT parameters are at their nominal values. The pseudo circuit
should be able to generate all possible nominal waveforms. A single waveform can be
qualitatively measured by its slew. Therefore, it can be said that the nominal waveform
of the pseudo circuit should be able to ensure the coverage of all possible slew values in
the digital circuit. As we know, the output of a gate primarily depends on two external
parameters, input signal slew and effective output capacitive load (see Chapter 2). The
pseudo circuit should have input signal slew (Sin) and output effective capacitive load
(Cload) as two parameters of the pseudo circuit. An ideal ramp voltage source and a
capacitive load are added in the pseudo circuit as shown in Figure 6.2.

Inv1 Inv2 Inv3

Cload

Sin

Figure 6.2: Inverter chain with input source and output load

The circuit shown in Figure 6.2 has one limitation. The output load of Inv1 and
Inv2 is not varying. For a constant capacitive load, the sensitivity of the output signal
slew with respect to the input signal slew is very low for a digital circuit. Due to this
phenomenon, the variation of the signal slew at the input of Inv1 is not completely
reflected to the input of Inv2. Due to a similar phenomenon, the input signal slew of
Inv3 is almost constant. It means that the input signal slew of Inv3 is not controllable
in this circuit. It has been discussed earlier that the pseudo circuit should be able to
generate all possible nominal waveforms. Furthermore, the output of a gate depends
on the input signal slew and effective output capacitive load. However, in this pseudo
circuit, the input signal slew of Inv3 is not controllable. This limits the generation
of all possible waveforms. The problem is addressed by adding additional capacitors
at each intermediate node between the inverters. The signal slew at the input of
each inverter can be controlled by varying the value of the capacitor. Therefore, both
the input signal slew and the intermediate capacitor value will change together. Two
independent capacitance values increase the design space by two dimensions. However,
the exactly same capacitance value (Cin) for these intermediate capacitors can reduce
the design space by one dimension while keeping full control on the output capacitance
of Inv2. Therefore, the same capacitance value (Cin) for these intermediate capacitors
is used. For each pair of Sin and Cload, the value of Cin is selected such that the input
signal slew of Inv3 is exactly same as the input slew of Inv1. The modified circuit is
shown in Figure 6.3.
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Inv1 Inv2 Inv3

Cload

Sin

CinCin

Figure 6.3: Inverter chain with capacitors at internal nodes

The absolute start time of the transition of the output waveform in the circuit shown
in Figure 6.3 strongly depends on the start time of the transition of the input signal.
The target waveform set does not necessarily have the same start time of transition.
Therefore, the fourth constraint is required. The synchronization of the target waveform
with the output of pseudo circuit is achieved by delaying the transition of the input
ramp signal in the pseudo circuit. The delay in the voltage source is incorporated by
introducing a parameter for the signal offset in the voltage source as shown in Figure 6.4.
This time is called as Tstart.

Inv1 Inv2 Inv3

Cload

Sin

CinCinTstart

Figure 6.4: Inverter chain with time offset

Now, the circuit shown in Figure 6.4 is capable of generating all possible nominal
output waveforms. This circuit has four parameters: input signal slew, output capaci-
tive load, internal capacitors, and start time of the ramp signal. However, the value of
internal capacitors are dependent on the input signal slew and output capacitive load.
Therefore, the circuit has only three independent parameters.

The fifth constraint for the pseudo circuit design is that it must have PVT vari-
ations. This constraint is needed to generate variation in the waveforms. Since the
PVT variations have many parameters, the selection of the parameters for the PVT
variation has a very high degree of freedom. The intuitive approach would be to add
variations in all the parameters because this scenario will increase the accuracy of the
variations in the output waveforms. However, the complexity of the simulation run
will increase. Additionally, the required iterations for the circuit simulation will in-
crease exponentially. Therefore, only one parameter variation is selected to represent
the variation in the pseudo circuit. This choice increases the simulation run time at the
cost of limited variations in the output waveforms. In this phase of the development
of the pseudo circuit model, such approximations are very useful for the analysis of
the model. However, in future work, multiple parameters can be considered to increase
the accuracy. In this pseudo circuit, the channel length of both the PMOS (Lp) and
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the NMOS (Ln) in the last inverter of the inverter chain is considered to have process
variations. The channel lengths Ln and Lp are assumed to have a correlation equal
to one. The variation in the channel length is represented by its standard deviation
(σL). The complete pseudo circuit is shown in Figure 6.5 and the circuit parameters
are reported in Table 6.1.

Inv1 Inv2 Inv3

Cload

Sin

CinCinTstart

Ln / Lp

Figure 6.5: The Pseudo Circuit Schematic

Table 6.1: The Pseudo Circuit

Name Description

Circuit Inverter chain with three inverters and capacitive load at each node

Input Signal Ideal Ramp

Output Load Capacitive Load

Sweep Input Slew and Output Capacitive Load

Variations Channel length in last inverter

Starting Time Based on the transition time of the target waveform

The final pseudo circuit has four independent parameters and one dependent param-
eter. The names of all the parameters, their range and the sizes of the MOSFETs are
given in Table 6.2. These values are selected after various experiments while keeping
the design constraints in mind.

Table 6.2: Pseudo Circuit Parameters

Symbol Parameter Value / Range Remark

Sin Input Signal Slew [50 ps , 500 ps] Independent

Cload Output Capacitive Load [1 fF , 15 fF] Independent

Cin Internal Capacitive Load [0.1 fF , 14 fF] Dependent

σL Spread of Channel Length [3.33% , 16.67%] Independent

Tstart Offset in input signal 0 , > 0 Independent

Ln / Wn NMOS length and width 100 nm / 90 nm Fix

Lp / Wp PMOS length and width 100 nm / 135 nm Fix

The spread in the channel length (σL) directly controls the spread in the output
waveform. Therefore, the channel length spread (σL) can attain various possible values
in the specified range to generate various possible target waveform sets. Multiple
simulations of the pseudo circuit are needed to cover the entire range of σL, which
results in very high run time. This problem is addressed by using the proposed method
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of Fast Statistical Moment Estimation (FSME) (see Chapter 4). The FSME method
gives the flexibility to select the pdf of the parameters after the circuit simulation. Due
to this feature, the pseudo circuit is simulated only once with the maximum possible
parameter spread (σL) and the output is stored in a database. The actual spread of
the channel length variation is used during waveform comparison. The FSME method
reduces the rerun of the circuit simulation for various possible values of σL.

The pseudo circuit is simulated for the sampled values of Sin and Cload from their
respective range using the highest value of σL in the specified range. The output
waveforms of each simulation along with their circuit configurations are stored in a
database. This database is used during the SSTA flow to estimate the pseudo circuit
parameters such that the target waveforms can be generated. The simulation output
and its structure in the database are given in Table 6.3. Here index i is used for input
slew, j for output load, k for the time, and l for simulation iteration due to uniform
sampling of the channel length as given in FSME method.

Table 6.3: Simulation output in database

Sampled Data Function Remark

Sin[i] Sin Input Slew

Cload[j] Cload Output Load

Cin[i, j] Cin(Sin, Cload) Internal Capacitor

Wave[i, j, k, l] Wave(Sin, Cload, t, σL) Waveform Output

6.2.2 Database processing for waveform comparison

The comparison of the waveform sets is in itself a very challenging task due to the
fact that a waveform set is a dataset with five dimensions (Sin, Cload, t, σL, V oltage).
To reduce the complexity of the problem, only mean and standard deviation curves of
the waveforms are compared. Additionally, instead of comparing the entire mean and
standard deviation curve, only their quality factors are compared. Here, quality factors
are the specific parameters which can quantitatively measure the shape of waveforms.
Various possible quality factors have been analysed to compare mean and standard
deviation curves. Since we have four independent parameters in the pseudo circuit, at
least four quality factors are required to estimate these independent parameters. The
selected quality factors of the mean and standard deviation curves are discussed below.

1. The slew of the mean curve (QSlew)

2. The separation of mean and standard deviation curves (QShiftMean)

3. The peak height of the standard deviation curve (QMax)

4. The VDD / 2 crossing time of the mean curve (QTmid)

Here the prefix Q stands for quality factor. The quality factors are demonstrated
with an example of the mean and standard deviation curve in Figure 6.6. The details
of the quality factors are discussed below using a set of waveforms. The notations of
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the mean and standard deviation curves of the waveform set used in this illustration
are given in Table 6.4. Here k and l are the integral index of the sampled array of the
continuous functions.
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Figure 6.6: Quality factors for the waveform comparison

Table 6.4: Mean and SD curves for quality factor illustration

Sampled Data Function Remark

M [k, l] Mean(t, σL) Waveform Mean

S[k, l] Sigma(t, σL) Waveform Standard Deviation

MU [k] MaxMean(t) Waveform Mean with maximum spread

SD[k] MaxSigma(t) Waveform SD with maximum spread

T [k] t time

The total number of samples in the time axis, i.e. the length of the vector T [k] is n.

n = length(T ) (6.1)

QSlew is the slew of the mean curve of the waveform set. Since the effect of the
positive and negative variation in the channel length are opposite, it keeps the nominal
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and mean curve very close to each other. Therefore the QSlew of the mean curve due to
various values of σL remains consistent. In the waveform comparison methodology, the
slew of the mean curve due to maximum spread (MU [k]) is used to define the QSlew

of the set of waveforms. Therefore, the QSlew is independent of the spread used in the
pseudo circuit.

Mathematically, QSlew can be define as follows:

QSlew = |t90 − t10| (6.2)

Here, t10 and t90 are the 10% and 90% voltage crossing time of MU [k] respectively.
The crossing time t10 and t90 can be defined as follows:

t10 = t such that MaxMean(t) = 0.1× VDD (6.3)

t90 = t such that MaxMean(t) = 0.9× VDD (6.4)

QShiftMean is a measure of separation between mean and standard deviation curves.
The position of the mean curve is defined by its 50% voltage crossing time. Similar
to QSlew, the mean curve due to maximum spread in the channel length is used to
define the position of the mean curve. The position of the standard deviation curve is
defined by the weighted mean of time while considering the standard deviation curve
as a weight profile. The weight of a sampled time can be estimated by integrating
the weight profile. Since the standard deviation of the output waveform is directly
proportional to the spread of the channel length, the weighted mean of time does
not change due to change in the spread of the channel length. Therefore, the standard
deviation curve due to maximum spread is used to measure the position of the standard
deviation curve.

Mathematically, QShiftMean can be defined as follows:

QShiftMean = tsd − tmu (6.5)

Here, tsd and tmu are the positions of the SD[k] and MU [k] curves respectively. The
position of MU [k] can be defined as follows:

tmu = t such that MaxMean(t) = 0.5× VDD (6.6)

Here, tmu is the 50% voltage crossing time of MU [k]. The position of SD[k] can be
defined as follows:

tsd =

∑

k(T [k]×W [k])
∑

k W [k]
(6.7)

Here, tsd is the weighted sum of time (T [k]) with its weight W [k]. Since SD[k] is
the weight profile of time (T [k]), weight (W [k]) can be calculated by integrating the
weight profile (SD[k]) in the adjacent non-overlapping windows (local windows) at
every sampled time. If MaxSigma(t) is the weight profile function, then MaxSigma(t)
and SD[k) can be related as:

SD[k] = MaxSigma(T [k]) (6.8)
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Here, SD[k] contains the sampled values of the continuous function MaxSigma(t).
Now, if the lower bound of the local window for T [k] is tl[k] and the upper bound is
th[k], then the weight of time T [k] can be define as:

W [k] =

∫ th[k]

tl[k]

MaxSigma(t)dt (6.9)

Integration is a compute intensive process. Therefore, a piecewise constant ap-
proximation is used to speedup the integration for calculation of weight (W [k]). The
modified equation with piecewise constant approximation is given below:

W [k] = SD[k]× (th[k]− tl[k]) (6.10)

⇒ W [k] = SD[k]×∆T [k] (6.11)

Here, ∆T [k] is the length of the local window around the time sample T [k]. The lower
and upper bound of this local window can be calculated as follows:

tl[k] =

{

T [1]− T [2]−T [1]
2

if k = 1
T [k−1]+T [k]

2
if k 6= 1

(6.12)

and

th[k] =

{ T [k]+T [k+1]
2

if k 6= n

T [n] + T [n]−T [n−1]
2

if k = n
(6.13)

Therefore, ∆T [k] can be define as:

∆T [k] = th[k]− tl[k] (6.14)

⇒ ∆T [k] =







t[2]− t[1] if k = 1
t[k+1]−t[k−1]

2
if k 6= 1&k 6= n

t[n]− t[n− 1] if k = n
(6.15)

QMax is the maximum spread of the waveform. Since the spread in the output
waveform is directly proportional to the spread of the channel length (σL), QMax is a
function of σL. For each value of the spread, QMax is defined as:

QMax(σL) = Max(Sigma(t, σL)) (6.16)

QMax on the sampled database can be designed as follows:

QMax[l] = Max(S[k, l]) (6.17)

During the experiments, it has been found that QMax is a linear function of σL. There-
fore, QMax can be decomposed as follows:

QMax = QMaxM × σL +QMaxC (6.18)

Here, QMaxM is the slope of the line and QMaxC is the intersection of line with the
QMax axis.
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QTmid is the 50% voltage crossing time of the mean curve. QTmid is the same as
Tmu in (6.6) which is redefined as

QTmid = t such that MaxMean(t) = 0.5× VDD (6.19)

This parameter is used to measure the absolute start time of the transition of the
waveform set. The database of the simulation outputs of the pseudo circuit is generated
with Tstart equal to zero.

Tstart = 0 for pseudo circuit database (6.20)

Therefore, QTmid corresponds to Tstart = 0. The difference in the absolute start
time of the transition in the target waveform set is compensated by changing the Tstart

parameter of the pseudo circuit model which will be used in the SSTA flow.
The quality factors of one set of waveforms are discussed here. However, the sim-

ulation database has waveforms for each pair of input signal slew (Sin) and output
capacitive load (Cload). Therefore the quality factors are calculated for each pair of Sin

and Cload. The extended structure of the database is given in Table 6.5. Index i is used
for input slew, j for output load, k for the time, and l for simulation iteration due to
process variation.

Table 6.5: Database Structure

Sampled Data Function Remark

Sin[i] Sin Input slew

Cload[j] Cload Output load

Cin[i, j] Cin(Sin, Cload) Internal capacitor

T [k] t Time

Wave[i, j, k, l] Wave(Sin, Cload, t, σL) Waveform output

QSlew[i, j] QSlew(Sin, Cload) Slew of mean curve

QShiftMean[i, j] QShiftMean(Sin, Cload) Separation of mean and sigma curve

QMaxM [i, j, l] QMaxM(Sin, Cload, σL) Peak of sigma curve

QMaxM [i, j] QMaxM(Sin, Cload) Slope of the QMax vs σL
QMaxC [i, j] QMaxC(Sin, Cload) QMax axis intersection of QMax vs σL
QTmid[i, j] QTmid(Sin, Cload) VDD/2 crossing time of mean curve

6.3 Waveform Comparison Methodology

A database of the pseudo circuit simulation outputs and a targeted waveform set are
the input for the pseudo circuit model generation flow. The generated pseudo circuit
from this flow can be used by the SSTA engine to reconstruct the target waveform
set at the input of the gate. It is discussed earlier in this chapter that the output
waveform of the pseudo circuit should closely match with the target waveform. It has
also been discussed that the quality factors will be used to estimate the configuration
of the pseudo circuit. The quality factors and circuit parameters are given below:
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• Quality Factor

1. QSlew

2. QShiftMean

3. QMax

4. QTmid

• Circuit Parameters

1. Sin

2. Cload

3. Cin

4. σL

5. Tstart

The quality factors of the targeted waveform set are calculated first. Let us name
them TSlew, TShiftMean, TMax, and TTmid. Here the prefix T stands for target waveform.
The methodology to match the quality factors and circuit parameter estimation is
illustrated with an example.

A target waveform set, its mean and standard deviation curves are shown in Fig-
ure 6.7 and the quality factors are reported in Table 6.6.

Table 6.6: Quality factors of target waveform

Quality Factor Value

TSlew 76.1 ps

TShiftMean 9.7 ps

TMax 89.6 mV

TTmid 307.0 ps

The quality factor QSlew of the database is a three dimensional dataset of the slew
of the mean curve of the waveforms for each pair of input signal slew (Sin) and output
capacitive load (Cload) as shown in Figure 6.8a. In this figure Cload is on the X-axis, Sin

is on the Y-axis, and QSlew is on the Z-axis. Each node of the plane is the QSlew due to
corresponding pair of Sin and Cload. The target slew (TSlew) can also be represented in
a three dimensional space using a plane parallel to the Sin-Cload plane. Both the QSlew

and TSlew planes are shown in Figure 6.8b.
Since the TSlew plane is parallel to the Sin-Cload plane, the intersection line of QSlew

and TSlew planes will be a line in a two dimensional space of Sin-Cload as shown in
Figure 6.8c. In this figure, Cload is on the X-axis and Sin is on the Y-axis. The red
points in this figure are the intersection points of two planes. These points are estimated
with the help of a numerical analysis method. The black line is a linear best fit curve
of the intersection points. The linear relation of Sin and Cload for this intersection line
is given in the title of the figure. Each point in this line can generate a configuration
of the pseudo circuit which will produce the QSlew equal to TSlew.
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Figure 6.7: Target Waveform Set

Similar to QSlew, QShiftMean is also a three dimensional dataset of the separation
between mean curve and standard deviation curve of the waveform set for each pair of
Cin and Cload as shown in Figure 6.9a. In this figure, Cload is on the X-axis, Sin is on
the Y-axis, and QShiftMean is on the Z-axis. Each node of the plane is the QShiftMean

due to corresponding pair of Sin and Cload. The target separation between mean and
standard deviation curve (TShiftMean) can also be represented in a three dimensional
space using a plane parallel to the Sin-Cload plane. Both the QShiftMean and TShiftMean

planes are shown in Figure 6.9b.

Similar to the TSlew plane, the TShiftMean plane is also parallel to the Sin-Cload plane,
its intersection with QShiftMean plane will be a line in a two dimensional space of Sin-
Cload as shown in Figure 6.9c. In this figure, Cload is on the X-axis and Sin is on the
Y-axis. The red points in this figure are the intersection points of two planes. These
points are estimated with the help of a numerical analysis method. The black line is
a linear best fit curve of the intersection points. The linear relation of Sin and Cload

for this intersection line is given in the title of the figure. Each point in this line can
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generate a configuration of the pseudo circuit which will produce the QShiftMean equal
to TShiftMean.
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The intersection of QSlew with TSlew and QShiftMean with TShiftMean gives two lines
in the Sin-Cload plane which satisfy the individual quality factors. The intersection of
these two lines will give a pair of Sin-Cload which will satisfy both the quality factors
simultaneously as shown in Figure 6.10. In this figure, the lines of Figure 6.8c and
Figure 6.9c are plotted together. The intersection point is given in the title of the figure.
Let us call the intersection value of Sin and Cload MSin and MCload respectively. Here
the prefix M stands for pseudo circuit model. These MSin and MCload are the two
parameters of the pseudo circuit which satisfy the quality factors TSlew and TShiftMean.
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Figure 6.10: Intersection of Slew and ShiftMean lines

The datasets Cin, QMaxM , QMaxC , and QTmid are a function of Sin and Cload as
shown in Table 6.5. These functions are stored in the database using three dimensional
matrix formats. The values of Cin, QMaxM , QMaxC , and QTmid for the corresponding
model parameters MSin and MCload can be estimated using an interpolation function.
Let us call these interpolated values MCin, MQMaxM , MQMaxC , and MTmid such that

MCin = Cin(MSin,MCload) (6.21)

MQMaxM = QMaxM(MSin,MCload) (6.22)

MQMaxC = QMaxC(MSin,MCload) (6.23)

MTmid = QTmid(MSin,MCload) (6.24)

As we discussed earlier, QMaxM and QMaxC are the coefficients of the linear function
of QMax vs σL. The equation is rewritten below.

QMax = QMaxM × σL +QMaxC (6.25)

The value of σL for the target TMax can be estimated using the following equation.
Here the estimated value of σL is called MσL.

MσL =
TMax −MQMaxC

MQMaxM

(6.26)

MσL = (TMax −MQMaxC)/MQMaxM (6.27)
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The linear relation of QMax versus σL is plotted in Figure 6.11. Here, σL is on the
X-axis and QMax is on the Y-axis. The values of TMax and MσL are given in the title
of the figure.
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Figure 6.11: QMax vs σL

The 50% crossing time of the mean curve of the waveform set corresponding to
the selected MSin and MCload is MTmid. The same for the target waveform is TTmid.
Since zero offset in the absolute starting time of the ideal ramp is used in the pseudo
circuit, MTmid should be smaller than TTmid. The delay compensation, required for the
synchronization of the absolute time, is equal to the difference of the TTmid and MTmid.
This time value is used to offset the start time of the input signal transition and called
MTstart.

MTstart = TTmid −MTmid (6.28)

The pseudo circuit configuration parameters for the target waveform are estimated
using the methodology discussed above. The output of the pseudo circuit with this
circuit configuration is expected to match the specified quality factors. However, there
is one problem which is not yet addressed. This is about the loading of the pseudo circuit
by the standard cell in the design. This limitation is addressed by the compensation
method discussed below.

Load Compensation During the pseudo circuit database generation, the pseudo
circuit was loaded by the Cload only. Whereas, during the simulation of the pseudo
circuit in the SSTA flow, the input impedance of the gate is added in parallel with
Cload. The extra load is compensated by reducing the Cload by the effective input
capacitance of the standard cell.

Mathematically, the load compensation is described below. Let us say that TCload

is the effective input capacitive load of the standard cell. The MCload is reduced by
TCload value to compensate the extra load due to the gate as follows:

MCload = MCload − TCload (6.29)

This ends the methodology for the waveform set comparison and selection of the
pseudo circuit parameters. The list of all the pseudo circuit parameters with their
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values is given in Table 6.7.

Table 6.7: Pseudo Circuit Parameters after waveform comparison methodology

Parameter Value Remark

MSin 91.0 ps Slew of the input ramp signal

MCload 2.6 fF Capacitive load of the pseudo circuit

MCin 1.7 fF Internal capacitive load of the inverters

MσL 12.0 nm Variation spread of the channel length

MTstart 47.6 ps Offset in the start time of the simulation

6.4 Results

Firstly, the output of the pseudo circuit model for the example target waveform set
used in Section 6.3 will be discussed. Following this, results from various other sets of
waveforms will be presented briefly.

The target set of waveforms shown in Figure 6.7 is used in the previous section to
develop the waveform comparison methodology. The quality factors corresponding to
the target waveform are given in Table 6.6 and the pseudo circuit parameters based on
the discussed waveform comparison methodology are given in Table 6.7.

The output of the pseudo circuit with estimated circuit parameters is generated. The
target set of waveforms is plotted in Figure 6.12a. The output of the pseudo circuit
model output with corresponding pseudo circuit parameters is plotted in Figure 6.12b.
Here time is on the X-axis and mean voltage (µ) in on the Y-axis. The output of
the pseudo circuit model is called the model set of waveforms. It can be observed
that the target waveform set and model waveform set do not match exactly. This
is primarily because only quality factors are compared to select the parameters of
pseudo circuit. Therefore, it is expected that the quality factors should match very
closely. Furthermore, the mean curve and standard curve of these two waveform sets
are expected to match closely, which is discussed further below.

The mean curve of the target waveform set and pseudo circuit model output are
plotted in Figure 6.13a. Here time is on the X-axis and mean voltage (µ) in on the
Y-axis. The blue curve is the mean curve of the target waveform set and red curve is
the output of the pseudo circuit model. It can be seen that the output of the pseudo
circuit model matches quite well. The error in the mean curve of the pseudo circuit
with respect to the mean curve of the target waveform set is plotted in Figure 6.13c.
Here time is on the X-axis and error in the mean curve (εµ) is on the Y-axis. The
supply voltage is used as a reference to calculate the error percentage of the difference
in the mean curves, which is given as

εµ = 100×
µT − µM

VDD
(6.30)

Here, εµ is the error percentage and VDD is the supply voltage. The mean curve of the
target waveforms is represented by µT and µM represents the mean curve of the pseudo
circuit model waveforms. It can be seen that the error is within 1.6%.
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Figure 6.12: Comparison of pseudo circuit model and target set of waveforms

Similarly to the mean curve, the standard deviation curve of the model waveform
and target waveform are plotted in Figure 6.13b. Here time is on the X-axis and
standard deviation (σ) is on the Y-axis. The blue curve is the σ curve of the target
waveform and red curve is corresponding to the pseudo circuit model. The σ curves
also fit very well. The error in the σ curve is plotted in Figure 6.13d. Here time is
on the X-axis and error in the σ curve (εσ) is on the Y-axis. The QMax (maximum
value of the σ curve) in the target waveform is used as a reference for error percentage
calculation, which is given as

εσ = 100×
σT − σM

QMax

(6.31)

Here, εσ is the error percentage, σT is the σ curve for the target waveforms and σM is
the σ curve for the pseudo circuit model waveforms. It can be seen that the error is
within 8.2%.

The four quality factors of the target waveform and pseudo circuit model waveform
along with the error percentages are given in Table 6.8.

Table 6.8: Quality factors of target waveform set and pseudo circuit model

Quality Factor Target Waveform Pseudo Circuit Model Waveform Error %

QSlew 76.08 ps 74.82 ps 1.66 %

QShiftMean 9.70 ps 10.41 ps 7.42 %

QMax 89.76 mV 88.83 mV 1.03 %

QTmid 306.93 ps 307.34 ps 0.13 %

Various other waveform sets have been evaluated and the error percentages in the
quality factors are within 10%.

However, it has been observed that that some sets of waveforms generate negative
values of the pseudo circuit parameters. This is due to the fact that the line of inter-
section of QSlew and the TSlew plane intersect with the line of intersection of QShiftMean
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Figure 6.13: Result comparison of pseudo circuit model and target waveform set

and TShiftMean in negative values of Sin or Cload (see Figure 6.10). The failing waveform
sets are mainly the output of the standard cells where input signal slew or output load
is very low or very high. More investigation and development of the pseudo circuit
model could be a possible extension of the presented work.

6.5 Summary

This chapter proposes a pseudo circuit model which can be used to reconstruct the
target set of waveforms. The main components of the pseudo circuit are an inverter
chain of three inverters with process variations in the last inverter, an ideal ramp voltage
source with variable start time of the signal transition, a capacitive load, and internal
capacitors. The pseudo circuit has four independent parameters and one dependent
parameter. The rest of the circuit parameters are kept fixed.

The pseudo circuit is simulated with various circuit configurations of its parameters
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and a database is built. The target waveform is compared with this database of the
collection of waveforms and the pseudo circuit model parameters are estimated. Since
the set of waveforms contains a huge amount of data points, direct comparison is not
possible. Therefore, only a few quality factors of the mean and standard deviation
curves of the set of waveforms are compared. The pseudo circuit has four indepen-
dent parameters, therefore four independent quality factors have been proposed for the
comparison.

The four quality factors, pseudo circuit database generation for quality factor com-
parison, and the waveform comparison methodology are described in this chapter. The
complete flow of waveform comparison and pseudo circuit parameter estimation is il-
lustrated with an example of the target waveform set.

The mean and standard deviation curves of the target waveform set and the output
of the pseudo circuit model are compared. The error between the quality factors of
both waveform sets are within 7% in the given example. Various other target waveform
sets have been used to generate the pseudo circuit model and the errors in the quality
factors are within 10%. However, a few waveform sets generate negative pseudo circuit
model. More investigation and development of the pseudo circuit model is required.
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Conclusion 7
After one year of hard and dedicated work, some progress has been made in the thesis
project. Summary and the future work related to this project are discussed here.

7.1 Summary

A detailed introduction about the state of the art in timing analysis methodologies
has been discussed in Chapter 2. Available circuit simulation and analysis tools and
MOSFET models are also discussed there.

In Chapter 3, a discussion about the variation in the delay of the standard cells
due to PVT variations with the help of the first two statistical moments (Mean and
Standard Deviation) is presented. The standard cells in this analysis are taken from
the 45nm PTM model based Nangate open cell library. It was found that the variations
in the channel length and channel width affect the variation of delay the most. Fur-
thermore, the primary cause of the non-Gaussian distribution of the delay variation is
due to the inverse relation of the delay with the channel width. Higher orders of statis-
tical moments (Skewness and Kurtosis) have been used to quantify the non-Gaussian
distributions.

In Chapter 4, a simulation and analysis method based on the uniform sampling
technique and weighted sample estimator have been proposed, which require fewer sim-
ulation runs for statistical moment estimation. The number of simulation iterations
required by this Fast Statistical Moment Estimation (FSME) method is at least two
orders of magnitude lower than the number of simulation runs required in the standard
Monte Carlo method. Along with this, changes in parameter spread and/or probability
density function do not require rerunning of the circuit simulations, which results into
faster run time and smaller memory requirement. State of the art industrial circuit
simulation tools can run Monte Carlo with Gaussian, lognormal and uniform distribu-
tion only whereas any distribution can be used in the proposed method. Along with
this, two methods have been discussed to estimate the probability density of the simu-
lation result. The probability density function of the standard cell output with different
probability density functions of the input PVT parameters is also discussed.

The concept of the set of waveforms and its integration with the timing analysis
tool are presented in Chapter 5. The uncertainty representation with the set of wave-
form with the help of simulated waveform sets are discussed here. Furthermore, three
possible methods of representation of the set of waveforms are developed and com-
pared. These representation methods are based on lookup table, statistical moments
and pseudo circuits. The pseudo circuit based representation is the most compact
modelling approach among them.

The pseudo circuit based waveform set representation is developed in Chapter 6.
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The requirements and constraints to develop the pseudo circuit model are discussed
first. Followed by this, the pseudo circuit model is developed by addressing the design
constraints. Thereafter, waveform comparison methodology has been developed to
generate the pseudo circuit model for any given set of waveforms.

7.2 Future Work

The waveform set model has not been evaluated in detail for various possible waveform
sets. The detailed evaluation of the performance and accuracy of the pseudo circuit
model is a possible extension of the presented work. In this thesis work, Spectre is
used to develop the pseudo circuit model. However, the application of this pseudo
circuit model is within SSTA engine which does not have Spectre as a circuit simulator
tool. Therefore, the performance and accuracy analysis of the proposed pseudo circuit
model with the circuit simulation engine of the SSTA flow (e.g. fast circuit simulator
developed in the MODERN project) is also a possible extension to this work.
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Figure A.2: Delay variation due to W
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Figure A.10: Delay variation due to T & Vth
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Figure A.11: Delay variation due to T & W
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Figure A.12: Delay variation due to T & L
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Figure A.13: Delay variation due to Vth & W
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Figure A.14: Delay variation due to Vth & L
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Figure A.15: Delay variation due to W & L
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