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SUMMARY

The world is getting more and more censored, and the currently available solutions work
but with high latency costs. We proposed Ethix, a low latency general-purpose architec-
ture with differential privacy, low network overhead and high theoretical censorship eva-
sion. The Ethix system is a hybrid VPN architecture that uses both centrally controlled
components as well as an organized peer-to-peer network. This paper lays out the de-
sign introducing a session mixing framework which allows for differential privacy from
the proxying server. This differential privacy results in low-quality logs as the data to
identity and link cannot be established. Evaluating the Ethix system is done by imple-
menting it using python and amazon ec2 instances and evaluating Ethix against various
Adversarial models. The key results indicate that the system in a non-optimized non-
deployed setting can reach speeds up to 16 Mpbs, with a minor increase in latency at 5ms
for all packet processing. Lastly, this paper argues that the system proposed provides
higher privacy than traditional VPNs and is resistant against malicious clients, honest
but curious proxy servers, censoring servers and global passive adversaries.
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1
INTRODUCTION

Russia has banned 6 [1][2] VPN services in 2021 and plans to ban more. China has al-
ready achieved stunning success in blocking existing VPNs, and India has tested their
VPN blocking system in 2019 [3][4]. These events are not isolated: countries are imple-
menting more restrictive censorship measures from Iran to Australia. More restrictive
censorship has resulted in a market for censorship evasion software. Commercial VPN
services comprise the majority of the market. Commercial VPNs are easy to use and
efficient but increasingly easy to block.

Globally, internet censorship is on the rise in the number of countries restricting in-
ternet access and the number of websites blocked. The rise of internet VPN censorship
now encompasses more than 3 billion people, with China and India accounting for 2.6
billion of them. This has resulted in a significant need for censorship circumvention
applications. This has resulted in countries such as China, Russia, and India targeting
applications such as VPNs and other censorship circumvention tools. While the arms
race continues between censors and VPNs, censors are winning with 76% of VPN ser-
vices blocked in China.

Other technologies circumventing censorship are available, but they incur high la-
tency and download speed overhead [5]. These performance decreases make systems
like Tor and Nym unattractive for regular users. Furthermore, these systems allow un-
trustworthy users to analyse the traffic, leading to information leakage and critical vul-
nerabilities [6].

1.1. CONTRIBUTION

The contribution of this paper is a system that can provide higher censorship resistance
and privacy properties while minimally increasing latency and download speed over-
head. We propose a novel architecture, routing system and packet formats to allow reg-
ular users to access the internet freely.

1
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2 1. INTRODUCTION

1.2. STRUCTURE
The remainder of this thesis is structured as follows: Section Chapter 2 covers essential
background knowledge, such as what censorship currently looks like, what properties
are essential to measuring privacy, and how latency and download speed scale for VPN
systems. Chapter 3, using the background knowledge of the previous section, lays out
the requirements of Ethix, the system proposed in this thesis. Chapter 4 covers in-depth
the design of Ethix, discussing the components and the different interactions between
such components. We discuss and describe the implementation of the design in Chap-
ter 5. Chapter 6 evaluates the proposed architecture in terms of the criteria previously
covered in Chapter 3, and our results are compared to the state-of-the-art in Chapter 7.
Finally, Chapter 8 discuss future work and limitations of this thesis.



2
BACKGROUND

The background chapter provides context for the evaluation criteria of the proposed sys-
tem. The system proposed aims to be evaluated on four aspects: censorship resistance,
privacy, latency and download speed. For each of these aspects, a section is dedicated
to this chapter. Each section aims to communicate the factors that indicate whether a
system has an aspect and briefly introduce the background context of said aspect.

2.1. STATE OF CENSORSHIP
This section covers what censorship is, the current implementations of censorship around
the globe, identify standard censorship techniques used by censors, and evaluate how
effective the standard censorship techniques are.

Censorship is the suppression of speech, public communication, or other informa-
tion because such material is considered objectionable, harmful, sensitive, or inconve-
nient. Censorship can be conducted by governments, private institutions, and other
controlling bodies. We examine political and religious censorship further as these are
generally the motivators for internet censorship, as evidenced by Iranian, Chinese, Rus-
sian and Syrian censorship implementation. Political and religious censorship takes nu-
merous different shapes, but the most common are restrictions of free speech against
the ruling party and the selected religion of the country. Censorship is not used to pre-
vent all negative information from being accessible but sufficient to sway public opinion.
This goal means censorship is to censor enough to ensure that the average voter or state
member does not have sufficient knowledge to disagree or connect and collaborate with
others.

2.1.1. IMPLEMENTATIONS OF CENSORSHIP
Censorship is implemented in different ways across different countries. The following
countries use political censorship in novel, unique or grand ways and act as diverse im-
plementations. While other implementations exist since China has collaborated with
multiple countries to strengthen their censorship systems, more and more countries are

3
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using China’s sophisticated internet censorship methods.

CENSORSHIP IN CHINA

The People’s republic of China has deployed the largest and most comprehensive censor-
ship system. The Great Chinese firewall (GFW) uses network black-holing, DNS spoof-
ing, Url filtering, DPI QOS filtering, TCP reset and MITM TLS. Furthermore, China uses
active probing such that once a legitimate client talks to a Tor/VPN server, there is an un-
solicited TCP/IP connection that follows [7]. This TCP/IP connection probes the service
to see whether it is a Tor/VPN node and if the handshake completes, the IP is blocked
by GFW. In total, China aims to solidify its political position by blocking more than 8,000
websites, including Wikipedia, Google and most websites that encourage anti-unified-
state thinking.

CENSORSHIP IN IRAN

Iran has a solid Muslim base, and this has been reflected in their internet censorship
banning any material which speaks out against the religion. The primary technique that
is used to achieve this is a blocklist of 15,000 websites. Furthermore, they are unique
in routing all communication through a state-controlled server making Deep packet in-
spection (DPI) possible and highly effective. Iran detects TLS-VPNs and uses TCP-RST
packets to try to stop them. Not only are the censorship technologies used in Iran, but it
is also illegal to use encryption as it would infringe on Article 10 [8] which effectively pro-
hibits internet users and companies from using encryption, or protecting data, in a man-
ner that would "deny access of authorized individuals to data, computer and telecom-
munication systems."

CENSORSHIP IN RUSSIA

Russia aims to prevent criticism against state members; it does this by employing laws
banning VPNs and circumvention technology and a firewall built with the help of ar-
chitects from the GFW. Russia currently uses DPI and blocklists to restrict prohibited
content. Furthermore, Russia stores all data for six months after it is sent.

CENSORSHIP IN SYRIA

Syria has been trying to stifle criticism of its political regime, religion via censorship. Un-
like the other regimes mentioned in 2017, Syria unblocked several anti-Syria websites,
but sadly, while they have moved further and further away from technical censorship,
they have moved to physically assert dominance the same year that websites were un-
blocked 12 citizen journalists were killed.

2.1.2. CENSORSHIP TECHNIQUES
The censorship techniques used depends on the technologies used to request informa-
tion. Some technologies aim to circumvent censorship, such as proxying, hiding IPs,
and obfuscating traffic. These technologies have been adapted to by more sophisticated
censorship firewalls such as the GFW. Lastly, we cover what level of censorship avoidance
different systems produce.

Censorship is conducted using control points. These control points include inter-
net backbone servers, internet exchange points (IPX), satellite access points, and optical
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fibre links between continents. These servers do provide censors access within the coun-
try. Further control points include internet service providers (ISPs), which can provide
nation-states to monitor traffic within the country. Individual institutions can further be
controlled to restrict access to certain content or install spyware on their system.

PLAIN-TEXT TRAFFIC

In this section, we describe censorship techniques that are used to censor traffic sent in
plain text. Servers use keywords to censor plain text traffic by searching for non allowed
words like "VPN" or monitor website requests using DNS or URLs to prevent access to
websites like Google. This section covers three plain text censorship techniques, namely
DNS filtering, URL filtering, and connection resets. These techniques are helpful for
censors because they can prevent users from gaining more sophisticated censorship-
resistant technologies. DNS filtering hijacks the Domain Names System (DNS) drop and
modifies traffic requesting blocked websites. URL filtering scans URLs for censored key-
words, and if packets match non allowed keywords, they are dropped. URL filtering only
affects the HTTP protocol but is effective against non-technical users as generally, their
experience is not sufficient to use other protocols. This technique was used to filter for
requests to VPN websites, effectively making it harder to access technologies that would
circumvent censorship. Lastly, for plain-text traffic, TCP connections can be scanned for
unwanted/censored material, and if it is detected, the TCP connection is reset using a
TCP reset packet. Receiving TCP reset packets results in the client dropping the connec-
tion.

PROXIED TRAFFIC

This section describes the censorship techniques used against proxied traffic. To prevent
plain-text traffic censorship, users proxied traffic over VPN servers or their servers. Cen-
sors developed new censorship techniques in order to prevent this proxying of traffic.
These techniques target proxy servers (IP enumeration and blocking) or proxy packets
(Protocol fingerprinting). IP enumeration attacks can be used to construct lists of IPs
that are put on a block list. These attacks use publicly available data, for instance, IPs
provided by a VPN service required for their users to use the system. Not only this but
VPN services are generally located in similar IP blocks owned by cloud providers [9] such
as AWS and Azure, which allows blocking a large number of VPN servers with minor un-
wanted damage. Attacking proxy packets can be done by the use of protocol fingerprint-
ing. Standard VPN protocols such as OpenVPN, which multiple VPN providers use, can
be fingerprinted, and the traffic is identified. If packets can be identified as part of proxy
connections, these packets can be dropped, thus censoring the traffic.

HIDDEN SERVICES AND OBFUSCATED TRAFFIC

To prevent IP enumeration, Tor has developed hidden services that prevent excessive
sharing of network participants and, as such, make network enumeration more difficult.
Scramble suit and OBFS4 [10], [11] can be used to obfuscate traffic such that it is more
difficult to fingerprint protocols. These protocols make the traffic look like encrypted
data, which is difficult to fingerprint. This section describes the censorship techniques
used to censor traffic that uses hidden services or obfuscated traffic. These techniques
are IP active probing, Quality of Service (QoS) filtering, portal censorship, and network
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reconnection. Portal censorship and network reconnection are not currently fixable by
any system and are not addressed in this thesis.

IP active probing was a method initially developed to find Tor hidden services. The
attack works by monitoring suspicious traffic going over, censoring servers and then
querying the server part of the suspicious traffic and pretending to be part of the net-
work. If the server responds, it is validated as a server of an unwanted censorship circum-
vention system, and the IP is put on a block list. There are several methods suggested to
prevent this type of attack, namely a salmon ladder [12] or the hidden services working
together to identify probing servers to blocklist their IPs on a system level [13]. QoS filter-
ing is the most sophisticated currently in use censorship system available. It can "learn,
filter and block" using connection monitoring and DPI (deep packet inspection). It uses
these tools to gather information and assign connections suspiciousness scores. Then
depending on how suspicious a connection is, a percentage of the traffic is blocked. This
system is variable such that during times where a government wants to suppress dis-
sent, such as during a national embarrassment actively, the percentage drop rate can be
increased [14]. This is an effective way to censor encrypted traffic as the entropy of pack-
ets can be measured. This attack is currently not effective against pluggable transports
such as obfs4. Portal censorship is the act of applying pressure to information sharing
indexing platforms such as Google or Bing in order for them to delist information. Portal
censorship bypasses any censorship circumvention method mentioned previously and
would be difficult to detect. Although portal censorship requires company participation,
large nation-states such as China represent an enormous market, and thus incentive ex-
ists for companies to comply with requests to delist such information. This can occur on
only on a search engine basis but also on app stores [15]. An example of this would be
the 2021 blocking of the smart voting app from app stores due to Russia applying pres-
sure to Google and Apple. Lastly, if a user is deemed sufficiently vocal or anti-agenda,
their network connection can be disconnected. Since Internet service providers (ISP)
are generally state-controlled entities, users can be blocked from using the internet.

2.1.3. STATE OF CENSORSHIP EVASION
This section aims to give an accurate picture of the current efficacy of different censor-
ship evasion methods available to users. Since censorship techniques are not perfectly
accurate, technologies that are theoretically censor-able are still helpful.

NO SYSTEM USED

If no system is used to avoid censorship, the level of censorship experienced will depend
strongly on the originator country of the request. If the countries censorship technolo-
gies are sufficiently sophisticated, this will result in a close to perfect censoring of infor-
mation.

VPNS

If a commercial VPN is used, users can circumvent most censorship in countries with-
out sophisticated censorship firewalls, but in countries like China, many VPNs struggle
as DPI (Deep packet inspection) is used to identify VPN packets. Furthermore, sophisti-
cated censorship firewalls develop dynamic blocklists which enumerate VPN server IPs
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and put them on a blocklist. DPI can still be circumvented by several VPN providers
such as Express VPN, NordVPN and others. The circumvention method is in 2021 relies
on the use of traffic obfuscators such as obfs4 or relying on a protocol that is not standard
or not fingerprinted by the blocking censorship firewall. While IP enumeration is harder
to prevent, the large number of servers owned by services such as Express VPN makes
it difficult to block all systems consistently. The current state of censorship avoidance
with VPNs is such that only 76% of providers can bypass blocking while an estimated
98% of all VPN servers are down [16]. This VPN block rate means that censors are highly
effective at censoring even with the use of VPNs.

ANTI-CENSORSHIP SYSTEM CENSORSHIP AVOIDANCE

Other systems such as VPN-gate, Tor and Sentinel are theoretically more resistant against
censorship than commercial VPNs, but several attacks against these systems are avail-
able to censor them. Tor has been at the forefront of the censorship wars for 15 years
with China, and attacks have been developed to reduce its use. Techniques such as active
probing have proved effective for a long time, although systems such as snowflake [17]
could end this. Furthermore, newly deployed systems such as the Nym network and or-
chid mentioned in the related work section, which the GFW has not had time to adjust
to, could provide long term solutions for users.

2.2. STATE OF PRIVACY
In this section, we cover what privacy is, which attackers are privacy threats and evaluate
how effective current privacy-enhancing software is against the attackers in providing
privacy to the user.

Privacy is the ability of an individual or group to seclude themselves or information
about themselves. There are different forms of privacy, but the most relevant for inter-
net usage on a network level are expressed in terms of anonymity, unlinkability, unde-
tectability, and unobservability according to the IETF guidelines [18].

Privacy component definitions:

Anonymity definition: "Anonymity of a subject means that the subject is not identifi-
able within a set of subjects, the anonymity set."

Unlinkability definition: "Unlinkability of two or more items of interest (IOIs, e.g., sub-
jects, messages, actions, ...) from an attacker’s perspective means that within the
system (comprising these and possibly other items), the attacker cannot suffi-
ciently distinguish whether these IOIs are related or not"

Undetectability definition: "Undetectability of an item of interest (IOI) from an attacker’s
perspective means that the attacker cannot sufficiently distinguish whether it ex-
ists or not"

Unobservability definition: "Unobservability of an item of interest (IOI) means unde-
tectability of the IOI against all subjects uninvolved in it and anonymity of the
subject(s) involved in the IOI even against the other subject(s) involved in"
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2.2.1. ATTACKERS AND RESOURCES
Any system which can gain information about the contents of messages, the legitimacy
of a message, or senders/receivers of a message is considered an attacker. Most pri-
vacy systems need to be private against Malicious users, exit proxies, control points, and
global passive adversaries (GPAs).

MALICIOUS USERS

Other attackers can introduce new users into systems such as Tor or Ethix and then can
gather information. In the case of systems such as Tor, if sufficient numbers of fake users
are introduced, they can monitor traffic flows to determine from and who packets are
going to.

EXIT PROXIES

Exit Proxies provide the services of releasing packets into the internet out of the system.
This can allow them to inject, read and drop packets. This has resulted in numerous
attacks against Tor and other systems that use unprivileged, unverified services as exit
proxies. In the case of VPNs, exit proxies are the VPN server.

CONTROL POINTS

All data going over the internet requires control points (defined in the state of censorship
section). These internet control points can inject, read and drop packets. Although these
packets are encrypted to inject or read, the control points need a way to man in the
middle (MITM) attack.

GPAS

Global passive adversaries are state-run organizations such as the NSA. Their goal is to
gain as much information as possible. This thesis assumes they have sufficient resources
to monitor all packet flows between any two nodes.

2.2.2. STATE OF PRIVACY SYSTEMS
In this section, we identify a variety of systems that are used to ensure user privacy and
evaluate them in terms of privacy laid out in section 2.2 against attackers laid out in
section 2.2.1.

NO SYSTEM USED

When no anonymity system is used, the attacker’s malicious users and exit proxy do not
exist. So the privacy of the system is evaluated against control points and GPA. The result
of these evaluations is that when no system is used, the privacy of the system meets none
of the privacy terminology laid out in section 2.2. Control points can monitor sessions,
and there is no proxying going on, so both the source and destination will be revealed.
Thus there is no sender or receiver anonymity. Further, the items of interest (IOI) (Pack-
ets, Sessions) can be linked to a specific IP:port combination, and thus, it is possible to
link multiple IOIs. Further, since the packet is observed, it can be concluded that it exists
and is most likely not fake, and as such, the system would have no undetectability and
by reasoning [18]also no unobservability. Since GPAs can monitor all connections, they
can break all privacy similarly to the control points.
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VPNS

When traffic is proxied over a server like a commercial VPN, three attackers can gain
information. These three attackers are exit proxies, internet control points and GPAs.

Exit proxies can modify, read and drop packets. Furthermore, they can identify the
sender and receiver of packets and thus can break all privacy guarantees. The internet
control points can no longer see the receiver of information, e.g. the requested web-
site. Further, a stronger unlinkability exists as control points can no longer differentiate
multiple different sessions by unique IP:port combinations. Proxied traffic still does not
meet the requirements of undetectability because no false packets are created, and thus
unobservability is further not guaranteed. The GPAs can use timing analysis to view all
traffic flows and thus can break all privacy definitions.

PRIVACY SYSTEM PRIVACY GUARANTEES

The more complex systems generally include higher privacy guarantees, but the exact
properties of the systems depend on the implementation. Systems like Tor provide high
levels of anonymity while providing unlinkability on a per use (per browser session being
opened) basis.

2.3. LATENCY CONCEPTS
Latency is the time taken between two events in the case of computer networks. It is gen-
erally measured using round trip delay (RTD), which measures the time between packet
request and packet response. Latency must be low for several applications such as voice
calls and gaming. These applications fail to function correctly with a latency of greater
than 150 ms [19]. Since all traffic travels through the privacy/anti-censorship system,
the overhead latency must be kept sufficiently low. The latency overhead of the system
is influenced by three factors distance travelled, the computation required and the num-
ber of proxies.

2.3.1. DISTANCE
The distance is the major component of latency, with the minimum RTD around the
world (France-New Zealand) being around 300 ms. 300 ms is due to the physical limita-
tions of the components with the speed of light in a non-vacuum (glass fibre cables). The
speed of light in a non-vacuum combined with processing along the way makes distance
the most significant component of latency.

2.3.2. COMPUTATION
The time is taken to compute, decrypt a packet is negligible in terms of latency. The im-
plemented system takes around 1ms per request, which is standard compared to other
anonymity systems.

2.3.3. NUMBER OF PROXIES
Furthermore, If multiple different proxies are used, as is the case in Tor and Nym net-
works, the distance can add up multiplicative with the number of nodes chosen ran-
domly on the globe. In the case of Tor, on average, three proxies are taken to and from
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the destination, increasing the distance travelled threefold.

2.4. THROUGHPUT CONCEPTS
Throughput is the size of the traffic that can be moved over a system. This thesis is mea-
sured in Mbps and determines how quickly a client can download a file. Similarly to
latency, it depends on the distance, the computation required per packet, and the num-
ber of proxies.

2.4.1. DISTANCE
Unlike latency, distance factors only minorly into download speed but over long dis-
tances, a download speed decrease is expected as a server along the way is more likely
to act as a bottle net as it could be in high demand or does not have the computational
power necessary.

2.4.2. COMPUTATION
Computation is the most critical factor for download speed, as the number of messages
that can be sent and received depends on the number of packets that can be computed
within a second. If a packet takes 1ms of processing time to decrypt and re-encrypt, 1000
packets can be sent a second.

2.4.3. NUMBER OF PROXIES
The number of proxies does not directly determine download speed, but a higher num-
ber of proxies increases the chance that one will have insufficient resources and thus act
as a bottleneck slowing the entire system down.

2.4.4. EXPECTED DOWNLOAD SPEED
With VPNs hardly throttling internet speeds (depending on the implementation), while
anonymity systems such as I2P can transfer at around 0.06 Mbps [20] and Tor being able
to transfer at 8.3 Mbps [21].



3
REQUIREMENT ANALYSIS

In this section, we lay out the requirements that we have for the designed system. As
outlined in the background and introduction sections, there is a need for low latency
systems that allow users to have higher privacy and censorship evasion possibilities.

The niche for the system being designed is thus to have better privacy and censor-
ship evasion properties than VPNs while providing a more general (multiple supported
protocols) and usable system for everyday users. The more exact requirements of the
systems are outlined in the following sections.

3.1. PRIVACY REQUIREMENTS
The requirements are made for the exit proxy as it is the only component with access to
the precise text data. If multiple different attackers work together, this could result in a
more significant compromise of privacy.

1. Anonymity: A subject sending a message is not identifiable within a set of sub-
jects, the anonymity set. While various systems can make probabilistic guesses
using a-priori knowledge, they cannot validate which subject sent or is receiving
the message.

2. Unlinkability: sessions (unique IP:port combinations) here, items of interest IOI
cannot be raelated to one another. Although using DPI, the exit proxy could make
probabilistic guesses on who the sender/receiver is.

3. Undetectability: No attacker can determine whether a message is legitimate or a
dummy message.

4. Unobservability: Every system except the user is unable to determine the legiti-
macy of the IOI (session) and further that the subject of exit proxy is unable to tell
the other subject (sender/receiver) of that IOI (session).

11
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3.2. ANTI-CENSORSHIP REQUIREMENTS
The anti-censorship requirements of the system are measured against the capabilities
of the attackers. The capabilities of a censoring attacker are outlined in the background
section and are generally located at points of control. For each class of attack, we outline
the requirements we need of the system.

3.2.1. CLEAR TRAFFIC ATTACKS
Since plain text traffic attacks are mitigated by having a proxy, the system requires com-
plete resistance against these attacks.

3.2.2. IP BLOCKING
IP blocking attacks require data about which IPs belong to the network. In this section,
we discuss the required enumeration resistance of the designed system.

1. Public IP enumeration: Strong resistance such that only a small number of nodes
can be enumerated that way

2. Private IP enumeration: Moderate resistance such that no more than 50 % of the
network can be enumerated

3. Active probing: Fully resistant such that no active probing should be possible

3.2.3. QOS FILTERING
QoS filtering is the most sophisticated method of blocking VPNs. QoS filtering is done
on a suspiciousness score, and thus, to be resistant against QoS filtering attacks, traffic
needs to look inconspicuous.

1. Protocol fingerprinting: Strong resistance such that it is difficult to determine a
link between the protocol and the designed system

2. Packet fingerprinting: Strong resistance against such that it is difficult to link pack-
ets to the designed system

3.3. PERFORMANCE REQUIREMENTS
Since the system is aimed at regular users, these requirements are set out for an un-
optimized implemented system. It should provide sufficiently low latency options to
allow for calls, gaming and other low latency needing applications.

1. Latency: Latency such that it is sufficient for calls and gaming here set at < 150 ms

2. Throughput: Moderate download speed such that normal users can interact with
the internet here set at 5Mbps
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ETHIX

This chapter describes the proposed solution. The system consists of three components
clients, ID servers and Proxy servers and is discussed in section 4.1. Next, the section 4.2
explains how clients interact with ID servers and proxy servers while maintaining the
privacy and avoiding censorship. Furthermore, this chapter describes the packet format
that allows for these client interactions. Lastly, the chapter concludes with an overview
of how clients connect and integrate into the network.

4.1. COMPONENTS
The Ethix system consists of 3 components clients, ID servers and Proxy servers. Clients
are grouped into groups that support each other. The clients interact with the system in
two main steps, as seen in fig. 4.1. The first is the system sign up it provides the client
with all necessary information for connecting and interacting with the proxy server. The
second step is the client proxying data over the proxy server.

4.1.1. CLIENTS
Clients are the users of the system. For a user to be considered a client, he/she must
obtain an ID key from the ID server. Clients, before they have joined a group, are only
able to communicate with public clients for proxying traffic to the ID server and with
the ID server for obtaining a group and group key (Step 1 in fig. 4.1). Once a client has
received a group, they can request traffic through their group and the proxy server. The
group is a term for a set of clients who support each other by providing each other with
services such as proxying, applying pluggable transports and mixing. Groups act as the
anonymity set of a client such that the proxy server is unable to determine which client
within the anonymity set sent a requested the proxying of a message—the more clients
providing services to each other, the more private the group becomes. Furthermore, the
overhead latency reduces the more clients are available because groups can be clustered
by relational latency. Lastly, some clients act as public entry nodes for the network and
thus, censorship resistance scales with the number of clients.

13
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Figure 4.1: Ethix system usage step. In Step 1, a client requests a group to a public proxy which forwards
that request to ID server and then provides a group key to the client. In Step 2, a client has joined a group.
Requests are proxied through this group and then sent to the proxy server such that the proxy server is unable
to determine which group member originated the request. The proxy server responds and the response is
routed through the group to the client

4.1.2. PROXY SERVER
The proxy server proxies traffic without knowing who the requesting client is. This is
achieved by the sender, not including any information that could track them across ses-
sions (unique IP:Port combinations). To validate that a user is allowed to use the proxy
server, the group key is checked. Only participants in the group, as well as the group
server, know the group key. This results in the proxy server reducing the possible list of
senders to the number of clients within a group. Furthermore, the proxy server is unable
to tell who the final recipient is. This is achieved by binding sessions (unique IP and port
combinations) to three fields, the next hops IP, an encrypted message for the exit proxy
and finally, the symmetry key of the client. These fields are sufficient to return an en-
crypted data packet to an unknown client. Any incoming packets can be mapped to a
session, and thus the three fields allow the proxy server to return it to the sender.

Clients can request updates of knowledge for their known groups from the proxy
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server. This allows them to keep accurate information on group participants.

4.1.3. ID SERVER
The ID server is the brain of the system. It stores, deletes, collects and manages system
critical information. The core functionality in the ID server is client management, group
management, public client databasing, and system security.

CLIENT MANAGMENT

The ID server allows users to sign up to the system to become clients by asking them to
complete tasks like filling out a CAPTCHA or sending payment. Once this task is com-
plete, the ID server will issue the requesting party a blindly signed token. The client can
use this Blind token in order to charge an ID key with money.

GROUP MANAGMENT

The ID server manages groups sizes such that groups are not under or overpopulated.
Furthermore, ID servers can request groups from specific proxy servers to allow for band-
width management.

PUBLIC CLIENT DATABASING

Subsets of the Ethix system users sign up for their (IP,public_key) to be databased by the
ID server. The ID server can hand these clients out as it chooses. These shared IPs can be
shared behind a CAPTCHA and linked to IPs to prevent excessive requests significantly
enumerating the system. This system has worked for Tor [22].

SYSTEM SECURITY

The ID server prevents network overuse by receiving the data from the proxy server,
which can tally the amount of data requested by groups. If the amount of data requested
by a group is disproportionate, the ID server can break up the group and re-distribute
the participants to various groups. Thus, the ID server will identify probabilistic-ally the
overusing client (ID key) and remove them from the system. Furthermore, the ID server
protects against active probing of peers by only letting peers respond if the probing sys-
tem is validated. If a validated client is trying to enumerate the network, the ID server will
notice a high number of different requests for validation for a singular ID key. Which the
ID server can remove from the system before the key holder can enumerate a significant
part of the network

4.2. SESSION MIXING
Once a client is established in the network as covered in section 4.4 the client can interact
with the proxy server. Ethix makes this interaction differentially private by the use of
session mixing. Session mixing is done by creating a route per new session on a client.
Session defined here as a collection of unique IP:Port combinations. Each new session
selects a type of route shown in fig. 4.2. The route type determines whether a packet is
routed through an entry or exit proxy and the proxy server. The entry and exit proxies are
other members of the group that the client signed up to. Since this is done per session, a
single client sends and receives packets from various other IPs.
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Session mixing results in the proxy server being unable to tell whether the sender
or receiver listed on the IP layer of the packet is correct. Since the proxy server always
receives the packet in the same format. This can be seen in fig. 4.2. If the proxy server
aims to identify user legitimacy, it thus has to use other means of identification such
as an ID number. Multiple clients share this ID number in the Ethix system and thus
do not identify them individually. Furthermore, other identifiable packet features are
stripped and newly generated per session. For each session, this means selecting a route,
generating keys, generating a new session identification hash list, selecting route options
such as timing delays, adding splits (packets going to multiple IPs), and injecting fake
packets. The combination of these results in privacy for clients from adversaries.

In fig. 4.2 four different types of Routes are shown. For each session, a route type is
chosen at a rate defined in a configurable. Depending on the route chosen, packets will
be proxied by various peers (other group members). The full route both on the servers
and back gets routed through a node in the peer-net. The bridge and exit routes only go
through a bridging and an exiting peer, respectively. Lastly, the Basic route goes through
neither.
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Figure 4.2: Four route types: Basic, Bridge, Exit and Full route types are shown. The basic route in green shows
the client sending a packet to the proxy server directly and specifying the client IP as the return address. The
bridge route shown in yellow first traverses through a peer in the group. The peer strips the part of the packet
intended for it and forwards it to the proxy server. The proxy server returns the response to the request directly
back to the client. The exit route is shown in orange, where the client sends its request directly to the proxy
server, and the proxy server sends the response back to the peer IP specified in the packet. The peer at the IP
specified returns the packet to the client. The full route shown in red is through both a bridge peer and an exit
peer. The request is sent first to the bridge and then is forwarded to the proxy server, which sends the response
to the request to the exit peer. The exit peer returns the response to the client.
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Route name packet overhead Benefit Like route

0: No VPN 0 Low overhead N/A
1: Basic route 2 Low overhead 4

2: Bridge route 3 Censorship circumvention 3,4
3: Exit route 3 Increases privacy 2,4
4: Full route 4 High Proxy confusion 1,2,3

Table 4.1: Table of different route types, packet overhead (number of additional packets sent and received over
the use of No VPN),their benefits, and the routes that look similar from the perspective of the proxy server
covered in more detail insection 6.1.2

The different routes have different latency, download speeds, privacy or censorship
evasive properties. The more hops through the system are made, the more latency and
download speed costs will incur the number of hops can be seen on table 4.1. At the same
time, more hops can provide greater privacy and censorship evasion. Furthermore, not
all routes look the same from the perspective of the proxy server. If a proxy server is
honest and curious and checks whether the sender and receiver are different IPs, it can
determine whether the packet is using is not a basic route (if the sender and receiver are
different). The routes that look alike can be seen on table table 4.1.

Interestingly the privacy guarantees of the system do not change if all users are only
using the basic route type. This is because the server cannot determine which routes
through the network are being taken and thus has to treat them all as untrustworthy,
which results in the same number of average hops as a regular VPN while providing
higher privacy.

Lastly, the routing is randomized further with the use of mixes and false packet mod-
ifications. Packets can be mixed such that timing attacks become more difficult using a
delay specified within the packet. Ethix-packets can also specify multiple IPs in the next-
hop IP to multiply the packet and confuse the sender as to which IP wanted the packet.
Lastly, the Ethix-packets can be forged by anyone with a group key. This allows clients
to forge packets that could have come from anyone within the system. This is further
covered in section 4.3.

4.3. PACKET FORMAT
Packet formats are what make the different routes possible. In fig. 4.3 the seven different
packet formats are shown. What is relevant for all seven of these packet formats is the
use of timestamps to prevent replay attacks and the use of a list of hashes. These hashes
allow clients to determine which symmetric key to use to decrypt the packet. This is
accomplished by the proxy server selecting a hash from the hash list and appending it
to the front of the encapsulated return packet. The client has a stored mapping between
hashes and keys and is thus able to determine which keys to use. The packet, if it is being
sent through a bridge, includes a bridge peer encrypted packet. The bridge section can
be seen in green in fig. 4.3.
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Figure 4.3: The packet format for routes and modification examples for the full route. The basic packet speci-
fies the return address as the client IP. The exit packet specifies an arbitrary next-hop IP and includes the client
IP encrypted with the next-hop IPs public key. The bridge packet has an appended section with the group key
and time stamp such that the bridge can verify the client. The bridge and full packet are sent to the bridge. The
Full packet includes the appended bridge section and specifying the Next-hop IP similarly to the exit packet.
The spoofing modification uses a Dummy request but is otherwise identical to other packets. Splitting modifi-
cations specify multiple next-hop IPs such that the proxy sends the request to multiple IPs. Lastly, the Mixing
modification specifies a delay at any proxy, adding an artificial delay to the packet.
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All packets include the server section of the packet. The server section comprises a
hybrid cryptosystem where the symmetric key is encapsulated by public-key encryption,
and the symmetric key encapsulates the data. This can be seen in the blue, orange and
red sections of fig. 4.3. The symmetric key is used for all communication for the session.
The data of the server section is further split into two sections the request and the proxy
section. The request section contains the validation that a specific client is allowed to
make a request. This is in the form of the group key. The request section also contains the
request to be executed. The proxy section comprises two components the information
for the next hop encrypted by the client and the IP for the server to send it to. Lastly, it
contains a list of hashes, which is appended to the return packet.

4.3.1. DATA PACKET TYPES

While the packets have similar features, minor changes to the packet result in different
routes taken through the network; the following section discusses all packets that involve
no GPA confusion. These data basic packet types are the Basic packet, exit packet, bridge
packet, and full packet these can be seen on fig. 4.3.

BASIC PACKET

Basic packets have no interaction with the group, and thus neither the bridge section
nor the exit section of the packet is used. Since the proxy server should be unable to
determine whether there is a legitimate client that the packet is being sent to, a dummy
encrypted exit section is appended at the end of the server packet. This packet would
be sent directly to the proxy server, and the proxy server would send all packets from the
concurrent session to client IP as can be seen in fig. 4.3.

EXIT PACKET

The exit packet needs to make sure that all packets are routed through an exit peer. This
member of the group can be found using the next-hop IP field. This is forwarded to the
next-hop IP and then decrypted by the exit peer to reveal the Client IP. This client IP is
used to send the packet to the client from the exit peer.

BRIDGE PACKET

Bridge packets are initially sent to the bridge. The bridge validates both the group key
and the time stamp. If these are legitimate, the packet is forwarded to the proxy server
with the bridge section stripped. The section is stripped to prevent the proxy server from
determining whether it came from a bridge. The rest of the packet route is identical to
the basic packet route.

FULL PACKET

Full packets route the packet through both a bridge and an exit node. This packet is sent
to the bridge peer and validated. Once validated, it is forwarded to the proxy server. The
proxy server sends all responses to this packet session to the exit peer. The exit peer
decrypts the client IP and sends it on to the client.



4.4. SYSTEM SIGN UP AND INTEGRATION

4

21

4.3.2. GPA CONFUSION MODIFICATIONS
The GPA can monitor all connections between any two nodes within the system. This al-
lows the GPA to perform timing attacks. The spoofing, Splitting, and Mixing modification
discussed in this section aim to confuse the GPA and provide privacy. The modifications
modify the packets such that some healthy behaviour is exhibited. These modifications
generally incur some overhead costs. In fig. 4.3 all three of the GPA confusion modifi-
cation are shown in the full route packet format but could be utilized in all other route
types as well.

SPOOFING MODIFICATION

The spoofing modification modifies a newly generated packet by generating a fake re-
quest instead of a legitimate one. These fake requests provide the undetectable property
as they act legitimately. This increases confusion for all proxies as any packets could be
fake.

SPLITTING MODIFICATION

The splitting modification changes packets such that multiple next destinations are spec-
ified. This prevents the sender from knowing who the final recipient is and confuses the
GPA since the timing analysis does not indicate who the final recipient is.

MIXING MODIFICATION

The mixing modification allows for the specification of a delay. This delay can be speci-
fied at any proxy (proxy server, group peer), which adds an artificial delay to the packet.
This reduces the ability of a GPA to perform timing analysis on specific packet flows.

4.4. SYSTEM SIGN UP AND INTEGRATION
This section describes the signup process for clients such that they can use the system
as a VPN. This is broken down into three stages of network integration.

4.4.1. INITAL SETUP
Unprivileged is the starting stage for all users. This stage aims to get an ID key without
the ID server linking the payment method and payment id with the resulting ID key. This
is not shown in this thesis but could be implemented using zero-knowledge proofs [23].

4.4.2. NETWORK MEMBER
The starting state for this stage is that a client has contacted the ID server, and the ID
server has replied with the application code and a set of peers and corresponding keys
providing bridge services.

4.4.3. NETWORK USER
Once a client has received an ID key, he/she can start on the handshake shown in fig. 4.4.
In step 1, the client identifies and proves knowledge of the ID key. The ID server provides
the correct proxy server/ group to the client because most of the proxy servers do not
need to be publicly revealed and are thus harder to block. Furthermore, this prevents
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Figure 4.4: Ethix sign up and integration. Step 1: the client requests a sign up to the proxy server with its
attached ID key. The ID server validates that the ID key belongs to an allowed user and, in Step 2: responds
with the list of proxy IPs with the associated public keys. Furthermore, the ID server provides the client with
the number of users such that a client can determine whether the proxy server has added any users. In step 3:
the client registers at the group server with the group ID provided by the ID server. If the ID is legitimate, the
Proxy server responds in Step 4 with a list of group members.

malicious peers working together with a compromised proxy server from being able to
single out specific users as they will be provided with different proxy servers and groups.
The ID server will reply in step 2 with a list of groups with the specified parameters from
the client. This information is then double-checked with the information gathered in
steps 3 and 4 to determine whether the proxy server is working in conjunction with peers.
In step 4, the client receives peers whom he/she shares a group with and thus can use to
talk to the proxy server.
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IMPLEMENTATION

The implementation of the Ethix system was made in python3 in approximately 2.5 thou-
sand lines of code. This chapter covers the basic building blocks of the system that en-
able it to function and provide pseudo-code for ID server, Proxy server, and client.

5.1. TECHNICAL BUILDING BLOCKS
The Technical building blocks section contain the most critical building blocks for the
basic infrastructure of Ethix.

5.1.1. TUN/TAP
TUN/TAP devices are virtual network interfaces (VIC) on UNIX-based operating sys-
tems. In UNIX operating systems, user-space programs cannot access incoming and
outgoing raw Ethernet/IP packets. TUN/TAP devices are designed to fix this problem
by providing a network interface monitored/written to via a user-space file descriptor.
Physical network interfaces put data "on the wire" while virtual network interfaces write
data to a file. In Ethix, TUN devices are used in conjunction with UNIX routing com-
mands to capture all packets leaving the device at an IP level into a file. This file can be
monitored using a select statement, and then packets exiting the system can be encap-
sulated.

5.1.2. PACKET ENCAPSULATION
How a packet is encapsulated depends on the system and its job. What remains constant
for both client and server encapsulation is the use of the ECC 25519 public-private cryp-
tography system and the symmetric cryptography system of XSalsa20. These systems are
implemented in the python library of NACL boxes which is reliable and well maintained.
Both of the cryptography systems are the current state-of-the-art high-speed encryption
taking around 0.1ms per full encryption decryption cycle for both symmetric and public-
key encryption. 0.1ms was calculated by timing 10000 encryption and decryption steps
of a variable and dividing the resulting time by 10000.

23
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CLIENT ENCAPSULATION

Clients encapsulate packets differently depending on which route was chosen through
the network. The encapsulating method to generate a full route packet is shown below.
The pseudo code shows in line 7 - 9 the hybrid encryption that generates the encrypted
server section. Line 4 and 12 show the public key encryption of the bridge and exit com-
ponent respectively. Lastly the encrypted packet is a concatenation of these three sec-
tions. The encapsulation methods for basic, bride, and exit packets have a similar format
and can be found in appendix A.

Algorithm 1 Full Route Encapsulation

Input: message,server_pubkey,bridge_pubkey,exit_pubkey,sym_key
Output: encrypted_packet

1: bridge_message,main_message,exit_message = generate_content(message)
2:

3: . Encrypt bridge message
4: encrypted_bridge_message = ECC25519(bridge_pubkey,bridge_message)
5:

6: . Encrypt main message
7: encrypted_sym_key = ECC25519(server_pubkey,sym_key)
8: encrypted_message = XSalsa20(sym_key,main_message)
9: encrypted_main = encrypted_sym_key + encrypted_message

10:

11: . Encrypt exit message
12: encrypted_exit_message = ECC25519(exit_pubkey,exit_message)
13:

14: . combine components and return
15: encrypted_packet = encrypted_bridge_message + encrypted_main + en-

crypted_exit_message

5.1.3. SOCKETS
Sockets are used to send encapsulated packets to the other network participants (Servers,
peers). For this, python3 UDP sockets were used. UDP sockets were used as this prevents
the TCP stacking error [24]. Servers have multiple open ports 6666 for data and 5000 for
transmission messages. In the latest version, 0.3 of the client sockets are bound to port
6666.

The reason that a client binds to a port is that he/she needs to have a standard port
for both the relaying of traffic as well as the receiving of traffic this is because if the ports
are different for these two operations, the server would be able to distinguish between
the routes taken through the network by looking at and comparing port usage.

5.1.4. ROUTING
Routing plays an important part in the implementation. For the system to function, all
traffic is routed into the tun0 interface. Using the following commands are for the client.
See the following command :
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$ sudo route add −net 0 . 0 . 0 . 0 netmask 0 . 0 . 0 . 0 metric 2 dev tun0

Furthermore, the current implementation struggles with ipv6 as the neighbour dis-
covery protocol does not correctly work while proxying all traffic. Such that all ipv6 is
disabled.
See the following command :

$ sudo s y s c t l −w net . ipv6 . conf . a l l . disable_ipv6=1
$ sudo s y s c t l −w net . ipv6 . conf . default . disable_ipv6=1
$ sudo s y s c t l −w net . ipv6 . conf . lo . disable_ipv6=1

Furthermore, an individual route is added for all other peers, so the traffic isn’t routed
through the central server following command 1.

Lastly, To test this system, the following rules are added to allow SSH interaction with
the client.
See the following command :

$ sudo ip rule add table 128 from $LOCAL_ADDR
$ sudo ip route add table 128 to $LOCAL_SUBNET/32 dev $DEFAULT_GATEWAY_NAME
$ sudo ip route add table 128 default via $DEFAULT_GATEWAY_IP

5.2. SYSTEM COMPONENT IMPLEMENTATION
This section shows the pseudo-code of the system components. Each system compo-
nent is running multiple parallel processes. Each process has a distinct job, although
these processes may share resources.

5.2.1. ID SERVER

The ID server does not handle packet requests. It monitors a client socket and a proxy
(for the proxy server) socket for interaction with the respective system component. For
each socket, a process is initiated to monitor said socket.

The system is implemented in such a way that clients are able to direct three different
requests at the ID server. The requests Register ID, Register for groups are covered in
section 4.4. The third request is Get IP which is required as otherwise the client does not
know who to mention in the Client IP section of the packet.

The proxy handler process allows for three different types of requests from servers.
First it validates the server is legitimate and then a server can register, add and update
groups. This is a slight deviation from the algorithm as it is laid out in chapter 4 as this is
easier to implement and the it should not influence performance.

5.2.2. PROXY SERVER

The proxy server, similarly to the ID server, monitors multiple file handlers using sepa-
rate processes. In the case of the Proxy server, it monitors for incoming traffic from the
peer net, it monitors outgoing traffic from the internet going to the peers and lastly, the
socket for system interactions. The system relies on several backend databases, most
importantly the session database. For each new combination of IP:port, a new session is
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Algorithm 2 client handler process

1: while True do
2: packet_encrypted = client_socket.recvfrom(MAXIMUM_PACKET_SIZE)
3: message = decrypt(packet_encrypted)
4: ID_key = message[’request’]
5: Timestamp = message[’Timestamp’]
6: if client_legitimate(ID_key,Timestamp) then
7: request = message[’request’]
8: next_address = message[’next_address’]
9: if request == ’Register_ID’ then

10: response = register_user()
11: else if request == ’Get_IP’ then
12: response = get_user_ip()
13: else if request == ’Register_for_groups’ then
14: response = user_group_registration()
15: end if
16: if response != None then
17: response_encrypted = sym_encrypt(sym_key,response)
18: client_socket.sendto(response_encrypted,next_address)
19: end if
20: end if
21: end while

generated by the client. The server keeps track of sessions such that internet responses
can be sent back to the client.

Incoming data from the internet is matched to a session in line 3 and 4. If a session
is found the exit information is extracted from the matched session and the response is
symmetrically encrypted on line 10. The encrypted message is then sent to the specified
next address.

An incoming message from the peernet is matched to a session and if no session is
found a new session is generated this can be seen on line 11. Either way the request is
decpsulated and placed on the TUN0 interface such that it can be handeld by the linux
packet process.

Lastly the proxy server needs to handle requests for clients registering for groups
’group_registration’ and clients who want to update their groups ’update_group’. for
each of these requests the clients identity is verified using the group key as can be seen
in line 7. Similarly to the other proxy requests the packet is encapsulated using the sym-
metric key on line 14 and then sent back to the requested address.

5.2.3. CLIENT

The client is the most complex piece of code as it acts as a proxy and a traffic initiator.
Simmiarly to both other implemented systems a process is assigned to monitor each
file descriptor. If a packet is requested by the client it is routed into the tun interface
and enters the algorithm ’Client - outgoing request’. This algorithm aims to match the
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Algorithm 3 proxy handler process

1: while True do
2: packet_encrypted,address = server_socket.recvfrom(MAXIMUM_PACKET_SIZE)
3: message = decrypt(packet_encrypted)
4: ID_key = message[’ID_key’]
5: Timestamp = message[’Timestamp’]
6: server_pk = message[’server_pk’]
7: if server_legitimate(ID_key,Timestamp) then
8: request = message[’request’]
9: if request == ’server_registration’ then

10: response = register_server()
11: else if request == ’add_group’ then
12: response = add_group()
13: else if request == ’update_group’ then
14: response = update_group()
15: end if
16: if response != None then
17: response_encrypted = ECC25519(server_pk,response)
18: server_socket.sendto(response_encrypted,address)
19: end if
20: end if
21: end while

Algorithm 4 Proxy server - internet traffic handler process

1: while True do . Internet -> Proxy Server -> Peer-net
2: packet = tun0.read(MAXIMUM_PACKET_SIZE)
3: session = match_packet_to_session(packet)
4: if session then
5: hash_list = session[’hash_list’]
6: next_address = session[’next_address’]
7: exit_info = session[’exit_info’]
8: sym_key = session[’sym_key’]
9: random_hash = hash_list.choose_random()

10: encrypted_response = XSalsa20(sym_key,packet)
11: final_packet = random_hash + encrypted_response + exit_info
12: data_socket.sendto(final_packet,next_address)
13: end if
14: end while
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Algorithm 5 Proxy server - peernet traffic handler process

1: while True do . Peer-net -> Proxy Server -> Internet
2: packet_encrypted,address = data_socket.recvfrom(MAXIMUM_PACKET_SIZE)
3: message = decrypt(packet_encrypted)
4: ID_key = message[’ID_key’]
5: sym_key = message[’sym_key’]
6: Timestamp = message[’Timestamp’]
7: request = message[’request’]
8: if client_legitimate(ID_key,Timestamp) then
9: session = match_packet_to_session(packet)

10: if !session then
11: session = generate_session(packet)
12: end if
13: end if
14: write(tun0,request)
15: end while

Algorithm 6 Proxy server - system request handler process

1: while True do
2: packet_encrypted,address = system_socket.recvfrom(MAXIMUM_PACKET_SIZE)
3: message = decrypt(packet_encrypted)
4: ID_key = message[’ID_key’]
5: sym_key = message[’sym_key’]
6: Timestamp = message[’Timestamp’]
7: if client_legitimate(ID_key,Timestamp) then
8: request = message[’request’]
9: if request == ’group_registration’ then

10: response = register_peer_for_groups()
11: else if request == ’update_group’ then
12: response = fetch_update_groups()
13: end if
14: if response != None then
15: encrypted_response = XSalsa20(sym_key,main_response)
16: system_socket.sendto(response_encrypted,address)
17: end if
18: end if
19: end while
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packet to a session and failing to do so generates a new one described in more detail in
section 4.3. The packet is encapsulated according to the session and then sent to address
specified by the session.

Algorithm 7 Client - outgoing request

1: while True do . Client -> proxy server -> internet
2: packet = os.read(self.tun_fd,MAXIMUM_PACKET_SIZE)
3: session = match_packet_to_session(packet)
4: if session == None then
5: session = generate_session(packet)
6: end if
7: if session[’mode’] == ’basic’ then
8: encrypted_packet = encapsulate_basic(packet,session)
9: else if session[’mode’] == ’bridge’ then

10: encrypted_packet = encapsulate_bridge(packet,session)
11: else if session[’mode’] == ’exit’ then
12: encrypted_packet = encapsulate_exit(packet,session)
13: else if session[’mode’] == ’full’ then
14: encrypted_packet = encapsulate_full(packet,session)
15: end if
16: if encrypted_packet != None then
17: client_socket.sendto(encrypted_packet,address)
18: end if
19: end while

If the client receives a message on its socket file descriptor that means a packet has
arrived from the network. This packet could either be a proxy packet for another peer
or it could be a return packet from the proxy server. To find which is which they are
iteratively tried. In the case that it is a packet for another peer the packet is forwarded.
otherwise the client matches the starting 10 characters to its hash list dictionary which
indicates which symmetric key should be used to decrypt the message this can be seen
on line 10 - 13.
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Algorithm 8 Client - incoming request

1: while True do
2: packet_encrypted,address = client_socket.recvfrom(MAXIMUM_PACKET_SIZE)
3: if bridge_packet(packet_encrypted) then . peer-net -> client -> Proxy Server ->

Internet
4: if verify_peer(packet_encrypted) then
5: Proxy_packet(packet_encrypted)
6: end if
7: else if exit_packet(packet_encrypted) then . Internet -> Proxy Server -> client ->

Peer-net
8: if verify_peer(packet_encrypted) then
9: Proxy_packet(packet_encrypted)

10: end if
11: else . Internet -> Proxy Server -> client
12: hash_id = packet_encrypted[:10]
13: for session in sessions do
14: if hash_id in session[’hash_list] then
15: sym_key = session[’sym_key’]
16: break
17: end if
18: end for
19: if sym_key != None then
20: packet = XSalsa20(sym_key,packet_encrypted)
21: pwrite(tun0,packet)
22: end if
23: end if
24: end while
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5.3. TESTING SETUP
To test both latency and download speed of the system, Servers and simulated Clients
are deployed to AWS in multiple countries. All servers and clients are deployed on EC2
instances with 1 CPU and 1 GB of Ram with low to moderate network performance. To
simulate a variety of distances, we selected multiple countries that have a variety of dis-
tances from Europe (Germany); the countries chosen were Germany, Canada and China
to simulate small, medium and large distances, respectively.

We estimate the latency of the deployed system using the ping command to find the
Round Trip Delay (RTD) at various distances and using all different types of routes and
the control case. The ping is sent to 8.8.8.8, which had a maximum response time of 1.5
ms from all clients. The mean is found of 100 ping latencies. This is not a perfect repre-
sentation of the latency as the latency increase incurred using a different route would be
due to distance primarily.

We estimate the system’s download speed using the same construction as for the la-
tency, but instead of measuring the RTD, the time is measured that a 100MB file is sent
between a simulated client located outside of the system. The simulated client is located
in the European cluster. The speed is not optimized to multiple threads, so it represents
the baseline performance of the system.





6
RESULTS & EVALUATION

In this chapter, the Ethix system is evaluated and tested. First, Ethix is evaluated on its
privacy and anti-censorship performance, with respect to the requirements laid out in
chapter 3. Next, this chapter covers latency and download speed tests results, obtained
with the implementation and the testing strategy outlined in section 5.3.

6.1. PRIVACY
in this section, we evaluate the privacy resilience properties of Ethix against malicious
peers, proxy servers, control points, and GPAs. For each attacker, the relevant privacy
attributes are evaluated along the lines of anonymity, unlinkability, undetectability and
un-observability.

6.1.1. MALICIOUS PEERS
Peers cannot access unencrypted data, but that does not exempt them from producing
potential privacy concerns. Peers proxy data for the client and are further aware of the
client’s existence. Against Ethix without fake packets, peers can determine which subject
sent a message needing to be proxied and thus, they can break anonymity. Furthermore,
multiple sessions can be linked to each other because peers know the sender of a mes-
sage. Peers are unable to determine whether a transmission is legitimate traffic or fake
packets, and thus they are unable to breach undetectability. Since both anonymity is
broken, unobservability is not provided by the Ethix system against other peers. Since
peers cannot tell whether a transmission is real or what a message contains, they do not
pose a substantial risk to Ethix privacy.

If peers collaborate with other system components, such as the proxy server, this
could lead to a potential fully de-anonymizing and unlinkability breaking attack.

6.1.2. MALICIOUS PROXY SERVER
Proxy servers are the only systems that can determine a message’s contents are in plain
text. This means that the privacy properties against proxy servers need to be particu-
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larly strong. The anonymity property is maintained as the server cannot determine the
sender of a message beyond the anonymity set (group). Furthermore, a proxy server
cannot determine a link between multiple sessions (theoretically, a similar sender could
probabilistically be determined using DPI and learning). The proxy server cannot de-
termine whether a session is legitimate or fabricated, and thus undetectability is not
broken. Lastly, the unobservability requirement is met as both anonymity and unde-
tectability are maintained. If the server were to implement an information gathering
system, the server might significantly generate an anonymity delta.

The differential privacy property of the group becomes apparent when the proxy
server is considered an adversary. In the case discussed, the proxy server is honest but
curious such that any data that is possible for the proxy server to link together will do
so. The differential privacy property is such in that system that the proxy server cannot
link a specific user (IP, ID key) as the sender or receiver of a packet with certainty. The
packet arriving at the proxy server looks similar regardless of the route taken, and thus
the proxy server cannot tell whether the sender or receiver is the legitimate sender or
receiver. If the proxy server is honest but curious, the request it receives can be linked
to a group key, symmetric key, entry IP, and exit IP. The group key can be mapped to a
set of users and are thus not uniquely identifiable. Furthermore, the symmetric key is
changed on a per session basis and thus cannot be mapped across sessions to identify a
user. This leaves entry and exit IPs as possible identifiers of a specific user, and a unique
identification is prevented as the proxy server will see one of two cases.

In the case that exit and entry IPs are the same in case the curious proxy server knows
that the packets are either sent in basic route or full route. This knowledge either means
that the sender and receiver IP are either the user in the case of the basic route or are not
the user in the case of the full route. This means that the proxy server cannot definitively
say who the user is who sent the request.

If the exit and entry IPs are different, the curious proxy server knows that the packet
was sent either in the bridge or exit route. Since, in this case, the proxy server does not
know whether the user is the exit or entry IP, it cannot definitively say who the user is
who sent the request.

Lastly, fake packets would allow completely fictitious packets to be injected into the
network as described in the packet format section. This would result in neither the
sender nor receiver IP being valid, and thus the proxy server could not be sure even that
the traffic is coming out of a group.

Interestingly, since the clients choose the routes percentages based on their needs,
the percentages that each group has will vary, and since the proxy server is unable to de-
termine which route is being used, even groups where 100 % of the interactions are using
a basic route the proxy server would be confused. This means that this system could the-
oretically achieve latency as low as classical VPNs while providing higher privacy.

6.1.3. CONTROL POINTS

Control points are generally located between the peer and the proxy server. These sys-
tems would be unable to determine the originator of a message beyond the anonymity
set. Furthermore, control points would be unable to breach unlinkability as session
packets look entirely different. Like all other systems, undetectability would be difficult



6.2. CENSORSHIP EVASION

6

35

to breach as it would be difficult to determine dummy packets from real ones. This re-
sults in unobservability from the perspective of control points as the other requirements
are met.

6.1.4. GPA
The global passive adversary is located everywhere on the internet. They can monitor all
connections. Even with using false, mixing and splitting modifications observations can
be made to reduce to total anonymity of the user. GPA could increase the correctness of
their guessing by using observations but would be unable to determine who the sender
of a particular message is. Thus, anonymity or at least partial anonymity is provided.
The GPA would have to monitor the whole group independently to be sure of its ability
to link multiple sessions together. Even the GPA cannot determine whether a packet is
legitimate or a dummy message since both anonymity and undetectability hold. The
GPA is unable to breach unobservability. There are probabilistic indicators that could
allow the GPA to become confident in guessing the originator of the message.

6.2. CENSORSHIP EVASION
The censorship evasion of this system is evaluated by comparing it with the requirement
analysis. The evaluation is made against the currently most sophisticated firewall, the
GFW. In summary, Ethix currently is effectively able to deal with all current censorship
methods. This is subject to change in deployment as Tor and VPN-gate has faced addi-
tional issues resulting from the GFW attacking their system specifically. These attacks
are difficult to predict, and thus Ethix cannot be evaluated against them.

6.2.1. PLAIN TEXT TRAFFIC ATTACKS
Since traffic is always sent over proxies and encrypted plain text, traffic attacks should
be impossible against the Ethix system. This matches the requirements laid out for the
system in chapter 3.

6.2.2. IP BLOCKING
IP blocking is a highly effective way to block VPNs, Tor and other services. IP blocking
is generally an automated procedure. These automated procedures need to have a low
margin of error as if IPs are incorrectly blocked, damage is incurred in terms of produc-
tivity or system failure. Therefore, these systems need high accuracy data. This data can
be found from publicly available sources and private sources. If there are few ways for
a censor to gain IP information IP blocking attacks fail. The following sections discribe
how Ethix prevents public and private IP enumeration.

PUBLIC IP ENUMERATION

Public IP enumeration is effective against systems that have most of their proxy services
available online. Ethix hides the vast majority of its services from the public. The only
proxy services visible online would be a small subset of nodes acting as system entry
points. These points, similarly to Tor, can be hidden behind CAPTCHAs and linked to
an IP location such that servers behind a subnet would be unable to enumerate public
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nodes efficiently.

PRIVATE IP ENUMERATION

Private IP enumeration could be most efficiently done in Ethix by signing up to the net-
work and recording peers in shared groups. The key server can mitigate this attack by
preventing excessive group switching and could further be reduced by making group
sizes smaller (this would come at the cost of privacy).

6.2.3. QOS FILTERING
QoS filtering is the newest and most advanced component of the GFW as it can learn
and classify protocols. Generally, two approaches can be used to fingerprint data that
censors want to block.

The first approach is carried by fingerprinting the connection, which can be done by
monitoring the ratio of data exchanged between parties, ports used, and packets sent in
specific frequencies. In Ethix, all of these parameters can be tweaked: a range of different
ports could be used, data could be sent to peers and servers with different distributions,
or the system sign up could be altered.

The second approach uses packet fingerprinting. Tor was initially targeted by packet
fingerprinting this by the GFW to mitigate this Tor developed pluggable transports [10],
[11]. Pluggable transports disguise traffic between 2 users to look like non-suspicous
traffic traffic. The current state of the art is obfs4, and it could be deployed between
clients and proxy peers. Ethix in its current state is not resilient to this, but if we imple-
mented obfs4 between clients and proxies, we would be resilient.

6.3. LATENCY
Sufficiently low latency is a requirement of any use able private system as many applica-
tions rely on fast feedback loops. Thus Ethix is tested as described in section 5.3. Looking
at fig. 6.1, the first set of bars show the latentencies when routing traffic with the Frank-
furt AWS data center. The overhead latency of the system within the same data center
sat around 3.5 - 5 ms, depending on what type of route is used. This variation of 1.5
ms shows that there is little latency overhead when more proxy stops are added like in
the full route. Latency increased significantly when a client based in canada see sec-
ond set of bars proxies traffic through frankfurt (germany). The second set of bars shows
some variation between the route latencies this could be due to the natural variation of
the network. Lastly the third set of bars shows a noticeble increase in latency and little
variation between the routes. Interestingly, in the case where the server and client have
located far apart, the variation of distance eclipses the variation due to the additional
latency of the full route.

In fig. 6.1 the latency’s by distance show that the most significant factor in the sys-
tem’s latency is the distance travelled. The results are aligned with global ping statistics
[25]. The case where the servers are close together can evaluate the additional latency
added through each jump. The overhead latency of the system with no distance (same
data centre) at around 3.5 - 5 ms, depending on what type of route is used. This shows
that the proxy the system do system implementation do not have excessive overhead
appart from the additional distance traveled.
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Figure 6.1: Latency tests preformed at three different distances with all data packet routes.

As is shown by the fig. 6.1 latency scales with distance travels. While this system was
not tested in a live setting, this implies that in general, the number of times proxying
occurs and the further the proxy are separated from each other, the larger the latency
grows. Ethix is designed to take minimal required jumps while maintaining the session
mixing property and differential privacy. This, in theory, should result in lower latency
than other systems. Furthermore, the distance between proxy’s (peers and servers) de-
creases with an increase of users, and thus the system should get faster with the number
of users in the network.

6.4. DOWNLOAD SPEED
Similarly to latency, download speed is a requirement for any modern privacy/censor-
ship evasion system. To verify that Ethix has sufficient download speed the Ethix system
is tested according to the testing setup described in section 5.3. The tested results are
shown in fig. 6.2. The first set of bars shows that routing through the Ethix network at a
close distance results in a reduction by a factor of six versus the control case. Further-
more, there is little variation between the download speed through Ethix depending on
the route taken with all four routes showing download speeds of around 20 - 22 Mbps.
The second set of bars shows the download speed from Europe to Canada and a notice-
able decrease in the control case speed can be noted vs the Europe to Europe download.
The download speeds through the Ethix network is simmilar to the download speeds at
close distance ranging from 14 - 18 Mbps. Lastly, the third set of bars show the download
from Europe to Hong Kong. The control download test further decreases with distance
and there is more variation in the download speeds depending on the route taken. In-



6

38 6. RESULTS & EVALUATION

D
ow

nl
oa

d 
(M

bp
s)

0

25

50

75

100

125

Close (Europe) Medium (Canada) Far (Hong Kong)

Control Basic Bridge Exit Full

Download speed of routes at various distances

Figure 6.2: Throughput tests preformed at three different distances with all data packet routes.

terstinly both the exit and the full route are significantly slower. This could be due to the
download file moving through extra proxies. Although this trend isent shown in either
Europe to Europe or Canada to Europe download speeds.

While the overall speeds where lower then expected an average 16mbps download
speed sufficient for regular internet navigation and even watching videos online. The
transfer speed that that came out of the tests are slower than expected; we suppose it
is an I/O bandwidth limitation on the AWS EC2 instances because multithreading and
multiprocessing do little to increase the speed, and the way to decrease the speed is to
use it print statements. The theory of an I/O bottleneck is furthermore encouraged by
the roughly consistent transfer speeds at 16 Mbps which if the system was not bottle
necked we would expect to change with the number of proxies in a route as well as with
distance. Furthermore, as predicted in chapter 2 download speed clearly scales with
distance as can be seen by the three times larger transfer rate in the control in Europe vs
the control in Hong Kong.

Theoretically, the system should have a higher data transfer rate than VPN Gate, Nym
network and Sentinel as Ethix aims is to minimize the number of jumps through the sys-
tem and primarily through peer to peer systems. Furthermore, an increase in download
speed is expected if more clients are added to the system as this would allow the multi-
plexing of data streams through multiple clients for individual session.



7
RELATED WORK & COMPARISON

The system proposed in this paper aims to provide two things privacy and censorship
evasion. The related work aims to achieve some variation of those goals and gener-
ally fall into four categories Centralized VPNs, Decentralized VPNs, Hybrid Systems and
Anonymity systems. Please note that this taxonomy may put some research into more
than one category. Furthermore, we evaluate the specific systems on the properties of
table 7.1. These evaluations abstract away information and serve as a general estima-
tion of a system rather than a scientific evaluation. The metrics that are used include the
number range 0 - 10 for privacy and censorship resistance. A system is evaluated for the
worst-case attacker and for each component a score is assigned on the number range 0
- 2. 0 for the system not having the property and 2 being the system having the property.

Privacy evaluation components

1. Anonymity

2. Unlinkability

3. Undetectability

4. Unobservability

5. No-Few Privacy attacks available

Censorship evasive evaluation components

1. Clear traffic attacks not-available

2. Public IPs hidden

3. Privat IPs hidden

4. Active probing resistant

5. QoS filtering resistant
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Table 7.1: Comparison table of related work. *General use is evaluated by the criteria whether all traffic (ICMP,
UDP, TCP) to anyone can be sent through the system

<150ms
Latency

Low
Overhead

General
use*

Client
Privacy
(0-10)

Censorship
resistant
(0-10)

Ethix X X X 6 9

Nord VPN X X X 2 4

TOR X X X 6 10

VPN Gate X X X 6 6

Orchid VPN X X X 4 4

NYM X X X 10 10

VPN zero X X X 10 N/A

I2P X X X 2 2

Loopix X X X 10 N/A

7.0.1. CENTRALIZED VPNS

VPNs generate an encrypted tunnel between a centralized server and the client’s device.
The client forwards traffic into the tunnel, and the server forwards the traffic and once a
reply is received, forward it back through the tunnel. This architecture introduces little
overhead as the centralized server is generally placed at an internet exchange point and
uses high-quality hardware. In terms of the trust model, VPN servers can inspect all
traffic over them. This results in high granularity insights into client data and activities.
This means that clients have to trust that VPNs will not abuse their data. To affirm that
VPN providers are trustworthy many VPN providers claim to keep no logs. That VPN
providers stick to this promise is difficult to verify and, when verified, have shown that
sometimes logs are kept despite the claim [26].

NORD VPN
Nord VPN is one of the largest commercial VPN providers. They use state of the art cen-
tralized VPN technologies and will act as a prototype of all VPNs. When evaluated the
system adds little latency, overhead and is generally useable. Nord VPNs privacy poten-
tial worst attacker is the VPN server. Although Nord VPN has been the third party verified
not to record data and store it in RAM, the VPN server is still the worst-case attacker. The
VPN server can break all privacy evaluation components but has a small attack surface,
so few privacy reducing attacks are available. The Censorship evasive properties of VPNs
are that no apparent traffic attacks are available as the data is encrypted. Public IPs are
scrapable. Private IPs are non-existent and Active probing can be performed on the sys-
tem. Lastly, an emerging trend in VPNs is pluggable transports, and Nord VPN uses some
traffic obfuscator and thus is QoS resistant.
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7.0.2. HYBRID VPNS
Hybrid VPNs are made up of a combination of centralized controlled components and
decentralized peer to peer components. These systems benefit from having access to
a more significant number of IPs (P2P components) and more trusted system manage-
ment components like the Tor directory nodes. The hybrid VPNs that are examined fur-
ther in this section are Tor and VPN gate.

TOR

Tor is currently the largest and most widely used anonymous network. It has six thou-
sand nodes and an estimated eight million daily users [22]. The six thousand nodes are
volunteer-run, but the network has a centralized backbone as it uses ten hardcoded di-
rectory servers. The Tor protocol was designed in 2002 and based on the onion routing
protocol [27]. The client fetches a list of active nodes and their keys. The client then
chooses typically three nodes and builds a multi-hop connection. The keys are then
used to layer encryption so that each node in the multi-hop can remove one layer of en-
cryption. This decryption is forwarded to the next node until the last node, which can
read the request and execute it. This construction results in only the first node knowing
the client’s identity and only the last node knowing the destination. While it protects the
user’s privacy much better than VPNs, global adversaries who can monitor both the exit
and the entry node can perform an end to end correlation attack [28]–[30]. Tor was de-
veloped in 2002 and, as one of the oldest systems, has been vetted and analyzed, result-
ing in the finding of more than 50 de-deanonymization attacks against Tor [6]. Evaluat-
ing Tor using the Tor metrics page [5] shows that latencies mean range from 70 - 600 ms
depending on the location. With throughput reaching 42 Mbps but averaging less than
10 Mbps. Tor itself is not a general-use application as it only provides browser function-
ality. The Strongest attacker for Tor would be the exit server without using attacks unable
to break anonymity. Furthermore, it cannot link multiple user sessions together. There is
no fake packet generation and thus undecidability is not present. Tor has been fighting
the censorship war for the last two decades and is one of the most sophisticated applica-
tions against censorship, increasingly so with the recent release of snowflake [17]. Which
is a large collection of volunteers that offer an entry into the Tor network.

VPN GATE

VPN Gate is a public VPN relay service designed to be censorship-resistant, specifically
against the Greate Firewall (GFW) [13]. VPN gate organizes volunteers who provide a
service of proxying traffic to evade censorship. This would be simple to block with IP
blackholing if it were not for the novel ways to deter this. The first way to deter blocking
is the addition of innocent IPs to the public directory, and the second is to prevent a
network enumeration attack by using a central list of spies that records and blocklists
IPs that request too many nodes. It was launched in 2013 and has facilitated 464 000
connections. 70 % of the volunteers remained unblocked at the time [13] of the paper
being written. The system is still available today, but little is known about the percentage
of unblocked volunteers. Evaluating the VPN Gate 2013 paper shows that it has low
latency low overhead and can be used generally [13]. There are currently few publicly
known attacks against VPN gates privacy. The censorship resistance of the VPN gate
provides resistance against non-encrypted traffic attacks. Furthermore, it provides client
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anonymity and session unlinkability. Similarly to Tor, the last two privacy categories that
do not apply (undetectability, unobservability) are rated as neutral as there is no fake
packet injection. Furthermore, although all IPs are public, they are protected using the
spy list, which prevents active probing. Lastly, the VPN gate does not provide pluggable
transport and thus is vulnerable to QOS attacks.

7.0.3. FULLY DECENTRALIZED VPNS
This section covers fully decentralized vpns and examines further Orchid, NYM, and VPN
zero. Recently Orchid and Sentinel have tried to address the problem of centralized trust
by creating the first decentralized VPNs (dVPNs). These systems incentives bandwidth
donors with crypto-currency, which clients can buy to send traffic through the system.
The current state of the art is proof that the concept of a dVPN works but are susceptible
to Traffic analysis and censorship [31]. With Orchid stating as a limitation, "The Orchid
node directory is published on the Ethereum blockchain and thus is public to the world."
[32]. These designs have been improved upon by later designs such as the Nym network.

All crypto dVPNs mentioned above share the property that there is an equally priv-
ileged node that releases the traffic into the internet. This has potential problems as
they could be acting as a proxy for illegal data (Child pornography, Dark markets). Fur-
thermore, exit nodes can manipulate traffic in attacks similar to Tor exit node attacks,
resulting in the de-anonymization of the client. A new dVPN by the creators of Brave has
aimed to fix these problems (illegal traffic proxying and exit node attacks.) called VPN
zero.

ORCHID

Orchid is a decentralized market for VPNs. It works using a blockchain that releases nano
payments for traffic proxied. For the security of the proxying, it uses multi-hop onion
routing similarly to Tor. This results in it importing a couple of vulnerabilities associated
with Tor as well. Evaluating Orchid has to be done via third party accounts or research.
3rd party accounts mention 30 ms Latency, decent throughput, and the implementation
seems to be generally useable. The privacy properties that Orchid provides are impres-
sive for a VPN providing anonymity and unlinkability from the exit proxy. Undetectabil-
ity and unobservability are provided on the level of payments as they are probabilistic,
but there are known attacks against onion routing. Sadly, the censorship evasion prop-
erties are a little more sparse as all IPs are public and easily scrapeable. Non-encrypted
traffic attacks are not viable, and obfuscating traffic could be implemented but is not
currently.

NYM NETWORK

Nym network is a decentralized authentication and payment protocol founded on Mixnet,
which iterates upon Tor. Users send all data through a mixed network using in the form
of a sphinx packet [33] which keeps the data uniform. Furthermore, the mixnet adds fake
messages and adds delays similar to Chaum mixes [34]. The traffic going into mixnet
is therefore highly obfuscated and impossible to track back, even for GPAs. Evaluating
the Nym network is currently not fully possible as the white paper does not give suffi-
cient information. NYM network is based on Loopix, which had a 1.9 second mean RTD
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time and further, it mentions using a diverse network of 10 mixes which generates large
amounts of overhead. Nym network is a general use, and the privacy and theoretical
censorship-resistant properties are currently state-of-the-art.

VPN ZERO

VPN zero aims to fix the exit node attack by using TLS to certify users visit a specific
domain. It further solves logging by providing never moving unencrypted data over the
system. It is fully decentralized and offers privacy and security guarantees which pre-
vious dVPNs have not. Since it relies on TLS, it allows only access to computes with an
x509 certificate, and this limits VPN zero in its general use. [35]. Evaluating VPN zero
indicates that the latency and overhead increases of using the system are negligible. The
system only allows access to specific websites on its allowlist. It provides the overall
highest privacy of any system as clear data is never accessible for a system component,
but the paper [35] does not indicate how its network is un-sufficient detail to determine
censorship resistance.

I2P
The "Invisible Internet Project" (I2P) is a fully decentralized alternative to Tor. In a sim-
ilar manner to Tor clients, I2P clients build multi-hop connections where data is en-
crypted in layers once per hop [36]. Differently from Tor, I2P replaces the centralized
directories of Tor with a distributed hash table (DHT) as well as having shorter unidi-
rectional tunnels instead of the long-lived bi-directional tunnels of Tor. I2P is open to
a variety of attacks that could allow an attacker to censor, disconnect, misdirect and
deanonymize users [37]–[41]. Evaluating IP2 shows that high latency and low through-
put are issues that the system has. Furthermore I2P is not a generally usable system and
due to attacks mentioned in [37]–[41] I2P is not private or censorship-resistant.

7.0.4. PRIVACY NETWORKS
Privacy networks are networks designed to provide some service to the user with a high
level of privacy. There have been a variety of privacy networks developed, with early
versions being Chaum mixes [34], and later versions adding generality and functionality
such as Loopix [42], Vuvuzela [43], and Herd [44].

LOOPIX

Loopix is an anonymous communication system that achieves high anonymity levels by
using cover traffic and timing mixes. The Loopix system is made up of Service providers
and mix nodes. Service providers are acting as entry gateways into the Loopix net-
work [42]. It has low latency for a system using mix-networks with a mean of 1.93 seconds
latency. Evaluating Loopix indicates that, similarly to Nym, it has high latency and high
overhead, but it is the non-general implementation of Nym.

7.1. COMPARISON
Comparing Ethix to the systems discussed in the related work requires evaluating it.
Ethix is evaluated according to the metrics set out for table 7.1. Ethix, according to the
testing performed, has low latency increases and low overhead. Furthermore, since Ethix
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is built on top of the IP layer, it is generally useable for most traffic. It provides anonymity
from the exit proxy such that the exit proxy is unable to track sessions to individual users.
Furthermore, unlinkability is provided between sessions as long as sessions are not link-
able to each other. The use of fake packets increases undetectability, and thus unobserv-
ability is logically there as well. While no known privacy attacks are available since this
system is not deployed, and the privacy properties are not perfect. Thus the client pri-
vacy of Ethix is graded at a six. The censorship resistance of Ethix is graded at a nine as no
traffic attacks are available, public IPs are hidden behind either, or CAPTCHA is handed
out selectively in the case of proxy servers. Next, it is difficult to enumerate private IPs
since the ID server has several mechanisms to prevent this. Furthermore, the system is
active probing resistant as clients and proxy servers do not reply to non validated sys-
tems. Lastly, while the system could be QoS filtering resistant using pluggable transports
and protocol warping, this is not the case in the current implementation, and thus the
system partially meets the criteria for QoS filtering resistance.

As can be seen on table 7.1 Tor, Nym, and Loopix fail to serve the general customer as
more significant latency, and throughput overheads are present. Furthermore, Tor, VPN
zero and Loopix do not allow all IP traffic to be used by the system. These properties
prevent a variety of use cases for normal consumers. These systems specialize in being
censorship-resistant in the case of Tor and Nym or privacy guaranteeing in the case of
VPN zero, Loopix and Nym.

Nord VPN, Orchid VPN provide low latency and low overhead while being gener-
ally useable for all IP traffic, making them consumer-friendly. This comes at the cost of
client privacy and censorship resistance, making these systems difficult to use in coun-
tries where VPNs are blocked.

Two outliers try to provide consumer useability as well as privacy and censorship
resistance. These outliers are Ethix and VPN gate. VPN Gate is already active and run
by volunteers. Since it is an academic project, it cannot advertise and scale properly
as no funds are available. In contrast, Ethix could be deployed in a for-profit setting.
Furthermore, since all IPs of servers are publicly available for VPN gate, censorship re-
sistance is difficult to provide if some way is found to efficiently determine the fake IPs
from the legitimate ones as a point of comparison; Ethix aims to prevent all IPs from be-
ing leaked. Lastly, VPN gate uses per-packet four hops (client-> proxy -> VPN server ->
proxy -> client) while Ethix depending on the configuration, uses per-packet an average
of two-four hops per packet. This could result in Ethix performing better and using the
volunteers more efficiently, and in the proxy server gaining more information to break
anonymity with.
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CONCLUSION

The system proposed in this thesis is not fully developed and designed. This section talks
about possible areas that could be expanded on and the limitations of the research.

8.0.1. FUTURE WORK
1. Packet format: Increase to multiple group proxy hops

2. Peer incentives: Design a theoretical peer incentives system.

3. Deployment: Deploy system and test system in a less controlled setting

4. Deployment: Fully multithreading the system

5. Deployment: Hide proxy server IPs

6. Theory: network overhead depending on client route configuration including split-
ting and false packets

7. Theory: Average hop length depending on client route configuration

8. Theory: Anonymity delta calculations depending on client route configuration

8.0.2. LIMITATIONS
There are several limitations within this study: the system is not tested in a real-world
scenario. This is a major limitation as government censoring is generally targeted at
specific systems and thus tailored to them [6], [28]–[30], [37], [39]. While the system pro-
posed in this paper has theoretically good abilities against censoring, this is not tested in
practice, and thus this claim can not be verified fully.

A further limitation of this work is that plain text traffic going over the proxy server
could be fingerprinted to link multiple sessions together. This could be achieved for
instance using the browser header. While these packets could be encrypted using TLS
there is a possibility for fingerprinting even this.

45
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The use of fake packets is said to increase undetectability. It could be possible to de-
termine weither a packet is fake or not if the fake packet generator was not sophisticated.
Making a sophisticated fake packet generator is not part of the scope of this research and
while papers exist that do this their success rate is at around 79% for HTTP packets and
these are simple HTTP get requests [45]. This could limit the viability of the fake packet
generator for Ethix.

The limitation of not being a real-world deployment further limits the predictive ca-
pabilities from the results for download speed and latency. The testing was done on sim-
ilar weak hardware that may not accurately model a real-life scenario. This means that
there may be a significant deviation in latency and download speed from the numbers
in this paper if strong hardware and real clients are used.

The last limitation mentioned in this paper comes again from the system described
in this paper is a novel one, and as such, there will be vulnerabilities unforeseen. These
vulnerabilities could compromise the core functionality of the system and could theo-
retically invalidate the entire concept.

8.1. CONCLUSION
This research aimed to find a system that was usable by everyday consumers who prefer
a lower latency, censorship-resistant solution. The Ethix system is, in theory, a highly ef-
ficient, censorship-resistant and encouraging privacy system. It could be used to replace
private VPN usage, but since this system was not tested in a live setting, this is purely in
theory. If it can replace VPNs, this could result in a globally censorship-resistant com-
munity with very low latency.
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APPENDIX

A.1. ENCAPSULATION ALGORITHMS
The following algorithms are the algorithms to encapsulate data in the basic, bridge, and
exit format.

Algorithm 9 Basic Route Encapsulation

Input: message,server_pubkey,sym_key
Output: encrypted_packet

1: main_message,exit_message = generate_content(message)
2:

3: . Encrypt message
4: encrypted_sym_key = ECC25519(server_pubkey,sym_key)
5: encrypted_message = XSalsa20(sym_key,main_message)
6: encrypted_main = encrypted_sym_key + encrypted_message
7:

8: . Encrypt fake exit message
9: encrypted_fake_exit_message = ECC25519(dummy_pubkey,random_string)

10:

11: . combine components and return
12: encrypted_packet = encrypted_main + encrypted_fake_exit_message
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Algorithm 10 Bridge Route Encapsulation

Input: message,server_pubkey,bridge_pubkey,sym_key
Output: encrypted_packet

1: bridge_message,main_message,exit_message = generate_content(message)
2:

3: . Encrypt bridge message
4: encrypted_bridge_message = ECC25519(bridge_pubkey,bridge_message)
5:

6: . Encrypt main message
7: encrypted_sym_key = ECC25519(server_pubkey,sym_key)
8: encrypted_message = XSalsa20(sym_key,main_message)
9: encrypted_main = encrypted_sym_key + encrypted_message

10:

11: . Encrypt fake exit message
12: encrypted_fake_exit_message = ECC25519(dummy_pubkey,random_string)
13:

14: . combine components and return
15: encrypted_packet = encrypted_bridge_message + encrypted_main + en-

crypted_fake_exit_message

Algorithm 11 Exit Route Encapsulation

Input: message,server_pubkey,exit_pubkey,sym_key
Output: encrypted_packet

1: main_message,exit_message = generate_content(message)
2:

3: . Encrypt message
4: encrypted_sym_key = ECC25519(server_pubkey,sym_key)
5: encrypted_message = XSalsa20(sym_key,main_message)
6: encrypted_main = encrypted_sym_key + encrypted_message
7:

8: . Encrypt exit message
9: encrypted_exit_message = ECC25519(exit_pubkey,exit_message)

10:

11: . combine components and return
12: encrypted_packet = encrypted_main + encrypted_exit_message
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