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Abstract. Neural-network classifiers are trained to achieve high pre-
diction accuracy. However, their performance still suffers from frequently
appearing inputs of unknown classes. As a component of a cyber-physical
system, the classifier in this case can no longer be reliable and is typ-
ically retrained. We propose an algorithmic framework for monitoring
reliability of a neural network. In contrast to static detection, a mon-
itor wrapped in our framework operates in parallel with the classifier,
communicates interpretable labeling queries to the human user, and in-
crementally adapts to their feedback.

Keywords: monitoring · neural networks · novelty detection.

Automated classification is an essential part of numerous modern technolo-
gies and one of the most popular applications of deep neural networks [4]. Neural-
network image classifiers have fast-forwarded technological development in many
research areas, e.g., automated object localization as a stepping stone to success-
ful real-world robotic applications [9]. Such applications require a high level of
reliability from the neural networks.

However, when deployed in the real world, neural networks face a common
problem of novel input classes appearing at prediction time, leading to possi-
ble misclassifications and system failures. For example, consider a scenario of
a neural network used for labeling inputs and making decisions about the next
actions for an automated system with limited human supervision: a robot assis-
tant learning to recognize objects in a new home. Assume the neural network
is trained well on a dataset containing examples of a finite set of classes. How-
ever, after this robot is deployed in the real home, novel classes of objects can
appear and confuse the neural network. The inherent misclassifications can stay
undetected and accumulate over time, eventually reducing overall accuracy.

The likelihood of severe system damage increases with the frequency and
diversity of novel input classes. Typically, this risk is addressed by detecting
novel inputs, augmenting the training dataset, and retraining the classifier from
scratch [5]. This procedure is not only inefficient, but also leaves the system
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vulnerable until such a dataset has been collected. Techniques to incrementally
adapt classifiers at prediction time are beneficial for improving accuracy in real-
world applications [8, 7]. They, however, do not provide desired interpretability
for the human. Approaches to run-time monitoring of neural networks were
therefore introduced [6]. In particular, approaches based on abstractions [2, 3,
1, 10] proved to be effective at detecting novel input classes. In addition, they
provide transparency of neural-network monitoring.

Crucially, these monitors are constructed offline and remain static at pre-
diction time. Functionalities they are still lacking are distinguishing between
“known” and “unknown” novelties and selectively adapting at prediction time.

We propose an active monitoring framework for neural networks that de-
tects novel input classes, obtains the correct labels from a human authority, and
adapts the neural network and the monitor to the novel classes, all at prediction
time. The framework contains a mechanism for automatic switching between
monitoring and adaptation based on run-time statistics. Adaptation consists of
either learning new classes (when enough data has been collected) or retraining
with more up-to-date information (when the run-time performance is unsatisfac-
tory), where retraining is applied to the network and the monitor independently.
A trained neural-network model accompanied by our framework, as an external
observer and mediator between the neural network and the human, achieves
improved transparency of operation through informative interaction.

Furthermore, we propose a new monitor designed for the adaptive setting.
Introducing a quantitative metric at the hidden layers of the neural network,
the monitor timely warns about inputs of novel classes and reports its own con-
fidence to the authority. This allows for assessing the need of model adaptation.
The quantitative metric allows for easy adaptation at prediction time to newly
introduced labels and successfully maintains overall classification accuracy on
inputs of known and previously novel classes combined. As such, our framework
is an interactive and interpretable tool for informed decision making in neural-
network based applications.

Our framework is independent of the choice of the dataset and the neural-
network architecture. The only requirements for applicability of our approach
are access to the output of the feature layer(s). We plan to extend our procedure
toward real-world applications with particular need of active monitoring, e.g.,
in robotics for the trained controller to gradually adapt to the behavior of the
authority. Other interesting directions are time-critical applications where the
adaptation of the monitor or the neural network need to be delayed to uncritical
phases, and scenarios where novel inputs occur rarely. In addition, the underlying
method of our framework can serve as a suitable tool for designing an algorithmic
approach to explainability of a neural network’s predictions.
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