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Introduction

This document reports on the ten months of research undertaken as part of my Master of Science degree
in Aerospace Engineering at the Delft University of Technology.

This research aims to propose a novel approach to tackling task allocation problems akin to those
encountered in Search And Rescue (SAR) challenges, the main case study of this paper. Task
allocation refers to the process of effectively assigning various tasks or activities to specific agents,
or entities within a system to achieve predefined objectives or goals efficiently. In the case of SAR
example, firefighters, ambulances, and police forces must coordinate to deal with the aftermath of an
earthquake by controlling and extinguishing fires, rescuing victims, and clearing roads. Such systems
therefore prove critical to ensuring an effective and reliable response in high-stake applications, where
speed and efficiency are key to enabling a successful outcome. Additionally, the unpredictable nature of
disasters and their consequent impact leads to the imperative need for a coordination protocol capable
of operating reliably under any circumstance, given an effective response often means the difference
between life and death for many.

This research initiative originated from an observation made during my master’s internship: The ab-
sence of a universal solution for task allocation forces designers to choose algorithms based on specific
application constraints. Particularly, the reliability of communication among agents within a fleet, such
as drones or robots, emerged as a primary consideration. At the time of this writing, two major cate-
gories of allocation methods can be observed; Methods assuming reliable communications (which
are therefore unable to cope with communication failures but often result in more optimal solutions),
and Methods designed for unreliable communications (which are more robust to communication
failure at the expanse of optimality). This consequently results in a significant tradeoff of optimality
for the sake of robustness.

In an attempt to address this, the research proposes a novel highly customisable approach capable of
seamlessly combining multiple existing methods together to capitalise on existing resources effectively.
It additionally significantly expands the programmability and control over such processes, allowing for
structuring and organising a coordination process beyond what was possible until now while still re-
taining critical performance and robustness guarantees critical to high-stake applications. The resulting
solution therefore unlocks an entire spectrum of hybrid approaches and opens exciting avenues for novel
task allocation strategies. The research therefore primarily focuses on analysing the core properties of
this solution, its subsequent applications, and emerging dynamics with the intent to pave the way for
future studies.

This project was conducted in collaboration with the ONERA, the French Aerospace Center, where I
spent six months in Toulouse, France. This immersion provided direct access to cutting-edge resources
and expertise, which I believe amplified the depth of this work. Collaborating with experts and peers
sparked creative discussions, while exposure to real-world projects deepened my understanding of the
subject and its applications. This experience significantly shaped and enhanced the project’s scope and
outcomes.

This thesis report is organised as follows: In Part I, the scientific paper is presented, and Part II contains
the relevant Literature Study that supports the research.

xi
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Consensus-Based Auction Methods with Bid Intercession for SAR1

Victor Guillet∗2

Delft University of Technology, Delft, The Netherlands3

Abstract4

This research addresses the process of task allocation in a heterogeneous multi-agent fleet through the introduc-5

tion of a novel mechanism in existing decentralised consensus algorithms: bid intercession. Bid intercession refers6

to the principle of agents biding on behalf of other agents in decision-making architectures leveraging market-based7

decision strategies. The method exploits and extends existing consensus-based allocation processes through the8

redistribution of responsibilities in the auction process to achieve various degrees of centralisation in the task allo-9

cation process. It is demonstrated that the extension proposed allows for hybridising multiple allocation methods10

together and structuring the auction process (notably through embedding hierarchies and decision trees directly11

in the decision-making process) all the while retaining the convergence robustness and performance guarantees12

provided by the underlying algorithms. The Search and Rescue case study is investigated to assist in framing13

the research and provide a reference scenario for the application of such concepts. This concept, unexplored so14

far in consensus-based approaches, not only opens up a sway of coordination architectures and optimisations but15

also paves the way to novel ethically compliant autonomous systems while retaining essential performance and16

robustness properties crucial in high-stake applications.17

Keywords: Task Allocation, Distributed Robot Systems, Multi-Robot Systems, Auctions, Consensus18

1 Introduction19

The usage of heterogeneous robot fleets has grown significantly in recent years across a number of industries and20

sectors, such as agriculture [1, 2], logistics [3], and warehouse management [4]. As their capability develops, it is21

becoming clear that these systems hold a lot of potential in an expanding range of applications. However, higher22

autonomy and intelligence are required to truly unlock new use cases. One such area is the robots’ communication23

and coordination mechanisms, which strive to best coordinate a collection of agents and the various resources available24

within a network to take on a number of tasks.25

Autonomous task allocation, also known as the Multi-Robot Task Allocation problem (MRTA) [5], has proven to be a26

di�cult challenge to tackle, and numerous strategies have been proposed in an attempt to address it [6]. A universal27

approach has not yet been established, and the majority of solutions that have been suggested so far were created28

expressly to deal with problems of a particular nature. This directly results from the fact that the various scenarios29

of applications often present significant di↵erences, both in goals and operational conditions.30

Among the existing methods investigated, auction-based approaches have demonstrated great promise, and have been31

adapted to tackle a large variety of MRTA scenarios [7, 8, 9]). These techniques employ virtual bidding and auction32

procedures to distribute tasks within a fleet and reach a consensus on the task distribution best suited to specific33

circumstances. Two main categories can be established [6]; the centralised methods, concentrating the decision-34

making process around a single agent, and the distributed methods, which determine an allocation through peer-to-35

peer protocols and exchanges of information. The centralised methods generally tend to yield superior solutions but36

fail to cope with communication failures, while the distributed nature of decentralised approaches ensures that these37

protocols are capable of coping in such situations at the expense of some optimality.38

This research seeks to explore the impact of the introduction of a novel technique in the process of decentralised39

auction-based task allocation in an attempt to address the various limitations of the original approaches. The method40

proposed modifies the responsibility of the various actors in an allocation network in order to blend together multiple41

algorithms and enable novel dynamics for structuring a consensus process. This is achieved by introducing the42

capability for agents to not just bid for themselves, but also on behalf of others in the auction processes, a mechanism43

unexplored until now in the literature. This work focuses specifically on the technical implementation, viability, and44

consequences of such a mechanism on the underlying methods used as foundation.45

∗Msc Student, Sustainable Air Transport, Faculty of Aerospace Engineering, Delft University of Technology
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To guide this research and help frame the problem addressed, a MRTA case study was selected. We chose to focus46

on the Search and Rescue (SAR) scenario [10], which involves locating and rescuing victims in disaster-stricken areas.47

This scenario poses challenges due to unreliable infrastructure, evolving objectives, and partially known operating48

environments. E�ciently coordinating diverse agents in such scenarios is crucial for maximising resource utilisation49

and improving response success, as the success of the response often translates to the di↵erence between life and death50

for the victims.51

The research is structured as follows. First, a description of the SAR case study is provided in section 2. This section52

provides a detailed example of the overarching problem tackled, along with the associated challenges. The background53

(section 3) then contains a definition of the MRTA problem, along with a framework for analysing it, and consequent54

analysis of SAR. The section additionally presents the class of methods considered for tackling the case study and55

identifies the research gap addressed in this paper. The method proposed is then detailed in section 4, and an analysis56

of its properties is performed in section 5. A subsequent discussion of the method is proposed in section 7. The57

consequent applications and dynamics arising from the introduction of bid intercession are discussed in section 6,58

along with examples of applications in our SAR case study. Finally, conclusions and suggestions for future works are59

then provided in section 8.60

2 Search And Rescue: A Case Study61

The Search and Rescue (SAR) scenario refers to the challenge of performing a rescue mission in the context of a62

(natural or human-driven) disaster. Examples of such disasters include earthquakes, floods, areas of conflict, etc. The63

goal of such missions is to coordinate multiple actors (often heterogeneous to various degrees) in an attempt to locate64

any situations needing attention, overcome obstacles, and rescue lives and infrastructure as e�ciently as possible. This65

task is further complexified by the uncertain and unstable nature of the operating environment, often made up of an66

unreliable (or entirely failing) infrastructure, adversely impacting aspects of the mission such as communication and67

movement. While the challenges presented by a search and rescue scenario are wide-ranging (encompassing concepts68

such as victim detection, autonomous navigation, and communication management), this work focuses solely on the69

task allocation (MRTA) aspect of the problem.70

The SAR scenario proposed in the RoboCupRescue [11] challenge will be used as a reference for this study. The71

RoboCupRescue challenge is an international robotics competition organised by the RoboCup Foundation, an organ-72

isation founded in 1996 with the goal of promoting robotics and AI research by proposing exciting yet challenging73

tasks for teams to complete [11]. The extensive work already performed in validating the scenario proposed in the74

challenge and correspondence with real-life cases ensures a robust baseline to base ourselves on for this work. The75

RoboCupRescue challenge defines 6 major constraints [12] that must be accounted for :76

• Limited resources77

• Incomplete information78

• Large number of actors involved79

• Heterogeneity (in actors and tasks/task requirements)80

• Real-time decision making81

• Dynamic scenario state82

Based on the above, the following scenario was devised by the Foundation:83

2.1 Agents84

Eight di↵erent agent classes are defined in the challenge. They are shown in Figure 1.85

Figure 1: The 8 di↵erent agent classes are established in the RoboCup Rescue Simulator [13]
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Agents can be grouped into pairs; a mobile agent and a location agent. The mobile agent is usually responsible for86

taking on various on-field tasks: the fire brigades extinguish the fires, the ambulances rescue the victims, the police87

forces clear debris from the roads, and the civilians reach shelters. Each category of agent (and possibly individual88

agent) displays di↵erences in capabilities and objectives, corresponding to their respective roles and status. The89

coordinating (or location) agents take on the tasks of managing supplies, communication, and coordination across90

the whole system, and usually focus on working in tandem with their complements to ensure certain aspects of the91

mission are e↵ectively handled. Furthermore, each agent category (and/or even individual agent) can also present92

further di↵erences, in aspects such as (but not only) communication capabilities, or displacement speed.93

2.2 Environment94

The environment itself comprises roads, buildings, along with a number of key points of interest (POIs), such as fire95

hydrants and gas stations. The specific locations for the static agents (ambulance centre, fire station, etc) are also96

often defined. An example of such an environment can be seen in Figure 2.97

Figure 2: Example of an environment used in the RoboCupRescue competition [12]. The environment contains a large
array of points of interest used to simulate a disaster scenario. The various dots represent the agents, and the colours
of the building reflect their states (damaged, burning, etc).

.

2.3 Tasks98

A large array of tasks can be observed in the SAR scenario. To match the above-described agents and environment99

setup, the following are established:100

• Victims rescue: Those tasks are the responsibility of the ambulance teams. They must go collect victims and101

drop them o↵ at an ambulance centre or shelter.102

• Fire fighting: Those tasks are handled by the fire brigades. They must reach a specific site and control and103

extinguish a fire to prevent it from spreading to nearby buildings.104

• Debris clearing: These tasks are the responsibility of the police forces, which must clear roads that have been105

blocked by debris to make them usable.106

• Reaching shelter: The civilians are responsible for getting to the shelters.107

• Coordination tasks: Those tasks may theoretically be undertaken by any agent, but will usually be the re-108

sponsibility of the coordination centres. The nature of these tasks often depends on the coordination mechanisms109

and goals adopted in the solution.110

• Communication tasks: Those tasks are also theoretically available to all agents. They can however be made111

the responsibility of more specialised agents (with better equipment, for example).112

• (Re)supply tasks: Those tasks are available to the di↵erent agents depending on their respective needs. All113

mobile agents will need to resupply at their respective centres and a gas/charging station, firetrucks will need to114

connect to fire hydrants etc.115
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This MRTA problem was overall selected as it presents a particularly complex combination of constraints and objectives116

(more in subsection 3.2). It will be used in the rest of the research as the main context of reference for understanding117

the challenges addressed by our approach and highlighting consequent applications and use cases.118

3 Background119

In order to correctly analyse the SAR case study and devise an appropriate solution, a framework for formalising120

MRTA problems is first established in subsection 3.1, and applied to the SAR problem in subsection 3.2. An overview121

of the existing market-based methods is then provided in subsection 3.3.122

3.1 Multi-Robot Assignment Problem (MRTA)123

The multi-robot assignment problem, also known as the Multi-Robot Task Allocation [5] (MRTA) problem refers to124

the challenge of assigning Nt tasks to Nu agents, to obtain a conflict-free distribution of tasks to agents that maximises125

some overall reward (or minimise some overall cost). An allocation is qualified as ”conflict-free” if each distinct task is126

assigned to at most one agent. A maximum of Lt tasks can be assigned to each agent, and the assignment is considered127

as completed once Nmin , min {Nt, NuLt} tasks have been assigned. This problem has been extensively studied and128

for the sake of maintaining consistency with the existing literature, the following integer (possibly non-linear) program129

formulation proposed in [14, section II-A] (the main paper this research builds on) will be adopted to formalise the130

problem.131

In it, binary decision variables xij are used to represent the binary decision of whether or not a task j is assigned to132

an agent i:133

max
NuX

i=1

0

@
NtX

j=1

cij (xi,pi)xij

1

A (1)

subject to134

NtX

j=1

xij  Lt 8i 2 I

NuX

i=1

xij  1 8j 2 J

NuX

i=1

NiX

j=1

xij = Nmin , min {Nt, NuLt}

xij 2 {0, 1} 8(i, j) 2 I ⇥ J

(2)

In the above-provided definition, decision variable xij = 1 if task i is assigned to agent j, and is set to 0 otherwise.135

xi 2 {0, 1}Nt is then a vector with xij as jth element. The index sets are defined as I , {1, . . . , Nu} for the agents,136

and J , {1, . . . , Nt} for the tasks. The vector pi 2 (J [{;})Lt then represents an ordered sequence of tasks for agent137

i; its kth element is j 2 J if agent i conducts j at the kth point along the path, and becomes ; (denoting an empty138

task) if agent i conducts less than k tasks.139

The local reward for agent i is therefore represented by the summation term in Equation 1. It should be noted that140

in this formalisation, the allocation operates around a reward function, resulting in a maximisation problem. If a cost141

function was instead adopted, the problem would turn into a minimisation one.142

The score function is usually assumed to satisfy cij (xi,pi) � 0 and can be any (usually non-negative) function of143

either assignment xi and/or path pi. In the case of mobile autonomous vehicles and robots, scoring/cost functions144

usually exploit path-dependent properties to represent the cost/reward of taking on various tasks (path length/mission145

completion time/etc.).146

Note. The above-described terminology shall be adopted throughout the rest of this work.147

Although a wide range of scenarios are characterised as MRTA problems, the nature of the challenges presented may148

vary significantly from one case to another. Understanding the precise nature of a given MRTA problem is therefore149

essential to comprehending the operating scenario’s inherent di�culties and constraints, and in turn, finding a fitting150

solution. Consequently, a taxonomy was established to help understand and categorise the various aspects observed.151

4



The taxonomy, developed over a few iterations across multiple papers, defines six main properties that must be152

considered when analysing a MRTA problem (more extensively described in [5, 15, 6]):153

1. Robots’ capabilities: How many tasks can a robot take up at once?154

2. Tasks types: Can the tasks be completed by a single robot, or do they allow for/require multiple robots to155

cooperate/coordinate?156

3. Assignment and Constraints: At what rate is information available, and what are the constraints inherent157

to the various tasks (are there time windows, a need for synchronisation, etc)?158

4. Degree of inter-dependence: What is the degree of inter-dependence present across tasks?159

5. Communication: This category addresses two aspects of the communication present:160

• Connectivity Type: Is the communication global or local (limited in space)?161

• Uncertainty upon messages: Is the communication reliable or lossy?162

6. Environment and Tasks: This category qualifies the dynamics (or lack thereof) present in the operating163

environment. Two aspects are considered:164

• A priori Knowledge: Are the tasks known ahead of time or discovered at run time?165

• Dynamics: Are the tasks and environment dynamics in nature or static in time?166

The full description and table of available options can be found in [6, section 3.2, tables 2,3].167

Each of the categories described above allows for qualifying a specific aspect of a given MRTA instance and provides168

a baseline for comparing di↵erent application scenarios in a structured and organised fashion. It furthermore allows169

for ruling out certain methods and approaches, incompatible by nature with certain operational scenarios. One such170

example is the connectivity type. Lossy and local communications will often lead to ruling out centralised methods,171

as these approaches often prove too sensitive to communication quality. Research synthesising the existing methods172

and their properties may be used to hint as to which method may prove more adapted to which properties (e.g. [6,173

table 9 & figure 5]).174

Having proposed an analysis scheme, the Search and Rescue case study may now be investigated.175

3.2 Analysing MRTA within SAR176

Combining the challenges and the scenario described in section 2 with the taxonomy described in subsection 3.1 allows177

for analysing and categorising the SAR scenario as follows:178

Note. In the event that a given scenario displays properties falling in multiple categories, it is convention to retain the179

most constraining one. This however does not apply when the properties do not ”overlap” or encompass each other.180

1. Robots’ capabilities – MT: While most mobile agents are limited to single tasks, the coordinating agents are181

able to for example handle resupply and communication tasks simultaneously.182

2. Tasks types – MR: The tasks available during a SAR mission are varied, and range from simply picking up a183

victim, which would be classified as single robot (ST) to coordinating multiple agents to prevent the spread of184

a fire for example, which would be considered as multi-robot (MR).185

3. Assignment and Constraints – TA:TW:SP: Tasks such as picking up a victim could depend on a road186

being cleared, presenting a synchronisation constraint (SP). A fire must be dealt with rapidly to prevent it187

from spreading, resulting in a time-window constraint (TW). Finally, a civilian calling to notify the various188

first-response services would be considered instantaneous knowledge (IA), whereas having an agent on scene189

continuously relaying information back to the coordination centres would be considered time-extended knowledge190

(TA).191

4. Degree of inter-dependence – CD: The SAR problem presents tasks with both no dependencies ND (e.g.192

going to pick up a victim in an area with cleared roads), in-schedule dependencies ID (e.g. a firetruck must193

resupply first before taking on more fire-fighting tasks), cross-schedule (XD) (e.g. a road must first be cleared194

by the police force to be used to rescue a victim), and finally the choice of the ordering of tasks a↵ect the final195

outcome of the mission, leading to the CD classification.196

5. Communication:197

• Connectivity Type – L: The communication is local as the SAR scenario assumes a failing or unreliable198

infrastructure199
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• Uncertainty upon messages - S: The communication is assumed to be lossy/unreliable for the same200

reasons as above (mostly due to infrastructure).201

6. Environment and Tasks:202

• A priori Knowledge – U: The tasks are unknown (U) ahead of time.203

• Dynamics – D: As specified by characteristic #6, the scenario and environment are dynamic in nature.204

Having established the above breakdown of the problem characteristics, it is now possible to start considering various205

appropriate solutions for addressing this problem.206

3.3 Market-Based Methods207

While a number of di↵erent methods may prove interesting to consider when tackling such problems, it was decided208

for this work to focus on the Market-Based Approaches1 (MBAs). It was chosen as such approaches are able to209

remain e�cient while still o↵ering a great level of flexibility and liberty in their design. Those methods come in many210

flavours, and importantly can be adjusted to control the level of centralisation of the coordination process (more on211

this and why it is important below). Additionally, they have already proven quite successful at tackling this category212

of problem [7, 8, 9, 16, 17].213

Market-based approaches are a well-established and researched group of methods. They seek to solve the MRTA214

problem by providing the participating agents with a simulated economic environment in which to trade resources and215

tasks. Agents are provided with a reward/cost function to calculate their own utility, which is in turn leveraged to216

carry out the task assignment. Many variations have been developed, each seeking to strike a balance between a few217

crucial inherent characteristics to fit a given application scenario:218

1. The process’s degree of centralisation.219

2. The task allocation rate.220

3. The bid estimation & mechanism.221

When attempting to categorise the various existing methods, two broad categories can be distinguished:222

1. Auction-based methods: Those methods rely on the centralisation of information around an auctioneer to223

carry out the allocation process. These methods tend to produce the most optimal results in ideal conditions but224

are not very robust as the centralisation of information introduces a single point of failure. Notable examples225

include Single Item Auctions [18] (SI) (depicted in Figure 3), Parallel Single Item Auctions [19] (PSI), Sequential226

Single Item auctions [20] (SSI), and Combinatorial Auctions [21].227

Figure 3: The Single-Item (SI) auction process [18], an example of Auction-based methods (explained in details in [6,
figure 1])

2. Consensus-Based approaches: Those methods rely on a peer-to-peer exchange of information to perform the228

task allocation process. They avoid a single point of failure at the expense of some optimality. The two main229

examples of such approaches are Consensus-Based Auction Algorithm (CBAA) and Consensus-Based Bundle230

1It is important to note here that we specifically focus on the underlying auction principles of market systems, and not other aspects
such as pricing mechanisms, etc.
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Algorithm (CBBA)[14]. An illustration of the CBBA process is provided in Figure 4 as an example. This231

category of approaches is described in detail in [6, section 5.2].232

Figure 4: The CBBA auction process [22]. In this figure, bundles refer to bundles (an ordered subset) of tasks. This
figure is explained in detail in [6, figure 4]

It is important to note that the two ethos described above each aim to address an extreme of the possible communication233

network states; continuously fully connected or often fragmented. Those approaches fail to provide an appealing trade-234

o↵ in a more nuanced application case. For example, while consensus-based methods have proven successful in ensuring235

robustness in the event of a network failure, a well-designed network might only encounter them sporadically. In such236

a situation, despite operating in the more optimal network state the majority of the time, the possibility of a network237

failure forces the solution to adopt an approach robust to such eventualities. In other words, the edge case drives the238

choice of approach and leads to a sub-optimal process the majority of the time for the sake of reliability.239

Based on this observation we propose a novel solution, aimed at seamlessly blending centralised and decentralised240

architecture to leverage the advantage of both depending on the operational topology (where and when appropriate).241

This principle, referred to as ”bid intercession”, is explained in section 4.242

4 Consensus Based Algorithms with Intercession243

Bid intercession (the main contribution of this paper) aims at seamlessly blending centralised and decentralised ap-244

proaches, with the intent of leveraging the advantages of both ethos where and when relevant, given a network topology245

state. Intercession can be defined as the act of intervening on behalf of another party. In the context of task allocation246

leveraging market-based approaches, it implies agents evaluating the utility of another, and injecting this information247

into the decision-making process.248

This may be desired in the event that some agents possess certain specific characteristics making them more apt at249

performing the utility evaluation. These can range from better situational awareness to better technical capabilities250

or specific responsibilities. The particular scenarios where this dynamic is relevant are addressed in section 6.251

The principle of bid intercession is not a consensus mechanism in itself, but rather a re-distribution of responsibilities252

within a consensus process. It is as such compatible with most existing consensus mechanisms. Bid intercession acts as253

a ”meta”-coordination layer, e↵ectively overriding and re-programming a consensus process based on a given network254

topology state to follow a di↵erent coordination process.255

In order to explain the bid intercession mechanics, CBAA[14], one for the consensus-based methods mentioned earlier256

in subsection 3.3, will be used as the underlying consensus mechanism. CBAA is chosen as it is the simplest variant of257

the consensus-based algorithms available for task allocation to date. The concept of bid intercession may however be258

applied to other more advanced algorithms, such as CBBA and does not change in principle to implementation.259

CBAA is a task allocation process that operates on a task-by-task basis. In CBAA, each task is auctioned individually260

and assessed independently of the others. Unlike in CBBA, the valuation of a task in CBAA does not take into261
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consideration the tasks that have already been acquired by an agent. CBAA iterates between two main phases. First,262

an auction phase, during which each agent estimates bids for the various tasks available (algorithm 1). The second263

phase is then a consensus process, which is used to converge on a winning bids list (algorithm 3). This logic is follow264

by every agent in a fleet.265

Before diving into the details of the updated algorithm, the MRTA model described in subsection 3.1 must be extended266

with one more vector. The added vector N⇢ represents the fixed priority level corresponding to each agent in Nu.267

This vector will serve as the base tie-breaker during the auction process in the event of conflicts. Its role is described268

in more detail below.269

Phase 1: Auction process270

The goal of this step is to establish a list of winning bids using an auction process. Each agent considers all the bids271

placed across the fleet to in turn determine which task it should allocate to itself next. The mechanism as described272

in [14, Section III-A] of the CBAA paper remains relatively unchanged in principle and simply needs to be extended273

to enable and support intercession. It functions as follows.274

Each agent places bids on the di↵erent tasks asynchronously with the rest of the fleet. The auction process is only275

performed if the agent does not currently have a task assigned to it. The following steps are performed for the task276

selection:277

Step 1 The agent computes a local bid for each task.278

Step 2 The local bids are then compared to a list of winning bids to determine the list of valid tasks (for which the279

local bid outbids the winning bid).280

Step 3 The agent then selects the task in the valid tasks list with the highest local bid, updates the corresponding281

winning bid, and assigns it to itself.282

A flow diagram highlighting the process is provided in Figure 5 to help provide an overview of the auction process.283

Details on the di↵erent formulae and vectors are provided below.284

Figure 5: Base auction process flow diagram

cij � 0 (computed in Step 1) is defined to be the bid that agent i places for task j. In the original paper, two vectors285

of length Nt are created (initialised as zero vectors) and maintained by each agent locally throughout the assignment286

process. The first vector xi is the agent’s task list, where xij = 1 if agent i has been assigned to task j, and 0287

otherwise. The second vector then represents the list of the winning bids yi. The second vector is assumed to be the288

most up-to-date estimation of the current highest bids made across all agents thus far (more details on its updating289

process are provided in the consensus process section below). CBAA being a single-task allocation process, each agent290

only gets assigned a single task at a time. As such agents only perform the auction process when being currently291

unassigned (
P

j xij(t) = 0, with t being time).292

The list of valid tasks hi can then be generated using the winning bids list (Step 2) as follows:293

hij = I (cij > yij) 8j 2 J (3)

where I(·) is the indicator function that is unity if the argument is true and zero otherwise. The yi and xi matrix are294

then updated every time the agent wins a task (Step 3), i.e. hi 6= 0.295

The full logic can then be formulated as in Algorithm 1:296
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Algorithm 1: Auction phase of the CBAA process as described in the original paper

1 SELECT TASK (ci,xi(t� 1),yi(t� 1))
2 xi(t) = xi(t� 1)
3 yi(t) = yi(t� 1)
4 if

P
j xij(t) = 0 then

5 hij = I (cij > yij(t)) , 8j 2 J
6 if hi 6= 0 then
7 Ji = argmaxhij · cij
8 xi,Ji(t) = 1
9 yi,Ji(t) = ci,Ji

10 end
11 end

In order to enable bid intercession, the above-described process needs to be extended as follows. Most of the base297

algorithm remains the same, with the exception of a few things:298

Step 1a During this step, the agent computes local bids for each task, for itself and each agent it intercedes on behalf299

of.300

Step 1b A matrix keeping track of the most significant bids placed by across all agents agent (according to agent301

priorities) for each task is then updated where relevant based on said bids’ corresponding priority, the agent’s302

own priority level, and the local bids computed in the previous step. This matrix is referred to as the current303

bids matrix (more below).304

The above steps are always performed regardless of whether the agent currently has a task assigned. Then, if the305

agent is free:306

Step 2 The current bids matrix (and not local bids) is compared to the winning bids to generate the list of valid tasks307

Step 3 Finally, the valid task with the highest bid is selected, and the winning bids are updated.308

The resulting extended process is summarised in Figure 6.309

Figure 6: Auction process extended with intercession flow diagram

Accordingly, we first redefine cijr � 0 (computed in Step 1a) to be the bid that agent i places for task j, for agent r.310

This results in a matrix ci of size Nt ⇥ Nu. This matrix is initialised as 0 to allow for discerning whether a bid has311

been calculated or not (it is assumed that the bids resulting from the bid estimation process are always greater than312

zero. Here, r 6= i AND cijr 6= 0 only when agents perform intercessions. The rest of the time the only indexes yielding313

non-zero values are the ones where r = i. The choice of which agent performs intercessions and when is dependent on314

the choice of architecture and agent hierarchy adopted (more on this in section 6).315

The task vectors xi and yi remain the same, and the new ”current bids” matrix bi of size Nt ⇥ Nu is defined. It is316

used to store all highest priority bids made across the fleet for each task and each agent. Finally, the ⇢i matrix of size317

Nt ⇥Nu is introduced. This matrix represents the priority levels associated with each bid in bi. This priority level is318

the first element considered during Step 1b of the extended algorithm. It is used to decide whether to account for bid319
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cijr or current bid bijr when updating the bi matrix, i.e. the priority level N⇢(i) of agent i is compared to existing320

priority level ⇢ijr associated with current existing bid bijr. We refer to this process as prioritisation.321

Note. When the priority levels are not su�cient to determine the winner (N⇢(i) = ⇢ijr), it is necessary to rely on322

other criteria to break the tie. We refer to those in the algorithms provided as tie-breakers. Based on the assumption323

that more recent bid estimations are likely to be more accurate, we suggest prioritising the bid with the most recent324

timestamp (resulting in the introduction of an extra Nt vector used to store the timestamp at which a given bid was325

placed). Other alternatives may however be considered, such as for example a lexicographical heuristic based on the326

agents’ IDs and/or task IDs, as long as they meet two key properties. The following are therefore defined for the327

prioritisation process to ensure convergence:328

Property 1 (Deterministic and consistent prioritisation). The prioritisation logic always yields the same results given329

the same inputs to ensure convergence of the consensus process across all agents in the fleet.330

Property 2 (Globalised priority state). The prioritisation mechanism used by each agent leverages a prioritisation331

state globalised across the entire fleet of agents participating.332

Failing to meet either will result in agents obtaining di↵erent results in the prioritisation process and in turn locally333

determining the winning bids inconsistently, preventing the algorithm from converging correctly to a global allocation.334

The valid tasks hi is then generated in Step 2 using the following:335

hij = I (bij > yij) 8j 2 J (4)

It is important to note here that bij is considered and not cij . This is necessary to ensure that bid intercession336

performed by other agents with larger priorities (than that of agent i) are the ones considered in the auction process.337

Finally, a task is assigned and the winning bids list is updated during Step 3 the same way as it is done in the base338

algorithm.339

The updated algorithm logic is provided in algorithm 2340

Algorithm 2: Auction Phase of the CBAA Process extended with Bid Intercession

1 SELECT TASK (ci,xi(t� 1),yi(t� 1),bi(t� 1), ⇢i(t� 1))
2 xi(t) = xi(t� 1)
3 yi(t) = yi(t� 1)
4 bi(t) = bi(t� 1)
5 ⇢i(t) = ⇢i(t� 1)
6 ... (tie-breakers)
7 # Update bi
8 for 8j 2 rows of ci AND 8r 2 columns of ci do
9 if cijr 6= 0 then

10 bijr =

8
><

>:

cijr if N⇢(i) > ⇢ijr(t)

bijr(t) if N⇢(i) < ⇢ijr(t)

apply other tie-breakers if N⇢(i) = ⇢ijr(t)

11 end
12 end
13 if

P
j xij(t) = 0 then

14 # Find valid tasks
15 hij = I (bij > yij) 8j 2 J
16 if

P
j hi > 0 then

17 Ji = argmaxhij · biji
18 xi,Ji(t) = 1
19 yi,Ji(t) = ci,Ji

20 end
21 end

Phase 2: Consensus process341

The second phase of the CBAA algorithm is a consensus step. The goal of this step is to converge on a single list of342

winning bids across the agent fleet, which is in turn used to determine the winners and subsequent task allocation.343
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This in turn allows for a conflict resolution process to be achieved in a network-structure agnostic fashion. Four key344

steps can therefore be noted:345

Step 1 Share local states with neighbours.346

Step 2 Receive local states from neighbours.347

Step 3 Update local states according to the ones received. from the neighbours.348

Step 4 Lose assignment if outbid by neighbours.349

The corresponding process is depicted in Figure 7.350

Figure 7: Auction process flow diagram

As described in the section III-B of the original CBAA paper, we start by defining G(⌧) to be the undirected commu-351

nication network at time ⌧ with symmetric adjacency matrix G(⌧). The adjacency matrix expresses the existence of352

links between agents in such a way that gin(⌧) = 1 if a link is present between agents i and n, and 0 otherwise. Agents353

i and n are qualified as neighbours if linked. Additionally, every node has a self-connected edge (gii(⌧) = 1 8i by354

convention).355

The base procedure followed for the consensus is described in algorithm 3, which depicts the agent i’s tth iteration356

when it corresponds to ⌧ in real-time. At each iteration of the second phase, agent i sends (Step 1) and receives357

(Step 2) the winning bids list yi to and from each of its neighbours. The consensus process is then performed for each358

received bid list yk for all k for which gik(⌧) = 1. In the base procedure, agent i simply replaces yij values with the359

largest observed in the yk obtained from all its neighbours (Step 3). The agent then also loses its assignment if it finds360

itself outbid by another agent for the task it currently has selected (Step 4). The base algorithm is provided below in361

algorithm 3362

Algorithm 3: Base consensus phase of the CBAA process

1 SEND yi to k with gik(⌧) = 1
2 RECEIVE yk from k with gik(⌧) = 1
3 UPDATE TASK

�
gi(⌧),yk2{k|gik(⌧)=1}(t), Ji

�

4 yij(t) = maxk gik(⌧) · ykj(t), 8j 2 J
5 zi,Ji = argmaxk gik(⌧) · yk,Ji(t)
6 if zi,Ji 6= i then
7 xi,Ji(t) = 0
8 end

Only one modification is necessary here to adapt the consensus phase to support intercession. The updating process363

must be extended to also merge the received bk matrix with the local bi matrix following the prioritisation logic364

(mentioned previously in the auction phase section). The updated process is shown in Figure 8.365

Note that during the updating process, an agent loses its assignment if its local current bids matrix bi is updated.366

This is necessary to ensure that in the event of an intercession with a smaller bid, the agent correctly releases the367

task. The complete updated algorithm is provided below (algorithm 4).368

Finally, and similarly to the base CBAA paper and the prioritisation logic, it is assumed that all ties occurring in the369

determination of either Ji in the auction phase, or zi,Ji in the consensus phase are resolved systematically.370
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Figure 8: Auction process flow diagram extended with intercession

Algorithm 4: Base consensus phase of the CBAA process

1 SEND yi, bi, ⇢i, ... (tie-breakers) to k with gik(⌧) = 1
2 RECEIVE yk, bk, ⇢k, ... (tie-breakers) from k with gik(⌧) = 1
3 UPDATE TASK

�
gi(⌧),yk2{k|gik(⌧)=1}(t), ⇢k2{k|gik(⌧)=1}(t), Ji

�

4 for 8j 2 rows of bk AND 8r 2 columns of bk do
5 if bkjr 6= 0 then

6 bijr =

8
><

>:

bkjr and xij(t) = 0 if ⇢kjr(t) > ⇢ijr(t)

bijr if ⇢kjr(t) < ⇢ijr(t)

apply other tie-breakers, if ⇢kjr(t) = ⇢ijr(t)

7 end
8 end
9 yij(t) = maxk gik(⌧) · ykj(t), 8j 2 J

10 zi,Ji = argmaxk gik(⌧) · yk,Ji(t)
11 if zi,Ji 6= i then
12 xi,Ji(t) = 0
13 end

5 Method Analysis371

This section focuses on studying the impact of introducing intercession in consensus-base allocation algorithms. The372

analysis concentrates on two key aspects: convergence (subsection 5.1) and performance (subsection 5.2). Those373

are the sole fundamental properties necessary to be understood in order to establish the fundamental viability and374

potential of the principle of intercession in the context of such applications. Convergence evaluation delineates the375

ability of the algorithm to reach a stable solution, while performance scrutiny aims to demonstrate the potential376

impact of the method on the resulting solutions’ quality. Where possible, numerical results are provided to assist in377

the verification of claims and analysis. The details of the experimental setup and configuration corresponding to each378

test can be found in section 8 and the code can be found on github2.379

5.1 Convergence380

The algorithm’s convergence refers to its ability to produce a conflict-free assignment in a finite amount of time. Two381

key aspects are considered here: the ability to converge, referred to as convergence termination, and the convergence382

iteration complexity i.e. the number of logical steps necessary to converge to a solution. Additionally, it is also383

important to define the time complexity as the time required to converge to a solution. In order to evaluate those384

properties, we start by demonstrating that it is possible to inherit the convergence guarantees of the underlying385

decentralised algorithm (property 3). Then, to verify the reorganisation of responsibilities capability enabled by386

intercession (property 4), the most extreme case study is considered; a fully centralised configuration, where a single387

agent intercedes on behalf of all others (the One-to-Many architecture, see section 6). Verifying the above will ensure388

2https://github.com/vguillet/AE5310_Master_Thesis
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that a clear understanding of the algorithm’s operational properties is established for both extremes of the coordination389

spectrum (fully decentralised, and fully centralised).390

Before evaluating the hypotheses proposed for this analysis, the following must first be defined:391

Lemma 1 (Unambiguous source of truth). The prioritisation process yields consistent results across all agents when392

performed on the basis of the same information.393

Proof. In the above-defined problem and algorithm, the fixed nature of the agents’ priorities (property 2) combined394

with the deterministic and constant nature of the prioritisation mechanism (property 1 defined in section 4) allows for395

asserting the deterministic and unambiguous nature of the source of truth at all times.396

Property 3. The process of bid intercession does not have any impact on the convergence of the underlying distributed397

method of a given auction, given that the source of truth is unambiguously defined at all times. More specifically, the398

following are not impacted:399

• Convergence termination400

• Convergence iteration complexity401

Proof. As specified in [14, section V-D]: ”[...] whatever knowledge each agent scoring scheme is based on, the only402

needed information for resolving conflicts among agents are the winning bid list, winning agent list, and the time stamp.403

If these three pieces of information are communicated error-free, the conflict resolution process of (CBBA) is404

insensitive to the details of each agent’s scoring scheme.”405

The specific algorithm analysed by this statement (CBBA) is placed in brackets as the statement also applies to the406

CBAA algorithm [14, section III].407

Bid intercession solely introduces additional logic and conditions adjusting the source of information in the process408

of winning bid determination and exchange of information (intercession requiring slightly more already existing infor-409

mation to be passed around). These modifications in turn allow for intelligently managing di↵erent scoring schemes410

present within a single network, and ”overwriting” scoring results before performing the auction process (which itself411

remains unchanged). Put simply, if an agent x places a bid on behalf of agent y with a larger relative priority, it412

amounts to the exact same as if agent y had placed the same bid itself in the CBAA framework. The detail of the413

scoring process logic and/or the data used in it is therefore abstracted away in the bid value. Intercession thus funda-414

mentally only e↵ectively modifies the agents’ scoring scheme. Accordingly, the core process of reaching consensus and415

resolving conflicts, as defined by the underlying algorithm, remains unaltered and una↵ected.416

Consequently, the above provided in conjunction with lemma 1 makes it possible to infer that the introduction of bid417

intercession has no impact on the convergence properties of the underlying algorithm it uses as a baseline, thereby418

verifying property 3.419

To further verify this property, a number of simulations were performed with the goal of comparing the convergence420

properties with and without the introduction of bid intercession. The results confirmed that the extra logic did421

not impact the underlying algorithm convergence termination in any way as expected. Details of the simulation422

configuration and results can be found in subsection 8.3.423

Additionally, in the context of CBAA enhanced with bid intercession (and given lemma 1) the following statement424

can therefore also be made:425

”Whatever knowledge each agent scoring scheme is based on, the only needed information for resolving conflicts among426

agents are the current bids matrix, current bids priority matrix, and any other data points necessary for the prioriti-427

sation process. If these pieces of information are communicated error-free, the conflict resolution process of (CBAA)428

with intercession is insensitive to the details of each agent’s scoring scheme.”429

It is important to note here that while intercession does not impact the consensus termination and iterative complexity,430

the same cannot be said about the temporal complexity of the algorithm. The introduction of additional bid estimation431

algorithms with more or less complex algorithms will have an impact on computation time, which may impact the432

time at which the final consensus is reached.433

Property 4. In a connected static network and a heterogeneous fleet with a single higher priority agent bidding for all434

others based on a centralised allocation method, the method produces the same results as the centralised method (used435

by the higher priority agent).436
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Proof. The lower bound of the coordination centralisation range (fully decentralised) is guaranteed by the underlying437

algorithm, CBAA and CBBA having been designed specifically for this case. To verify the other extreme (fully438

centralised), the following conditions are considered:439

1. All agents reach the same conclusions on the basis of the same prioritisation information (lemma 1)440

2. The same prioritisation information is correctly provided to each of them (which can be a�rmed as a direct441

result of the connected network assumption)442

Additionally, the following network configuration is established:443

3. A single agent with the highest relative priority emits bids for all other agents reflecting an allocation plan444

centrally determined (a design choice)445

Combining all of the above makes it possible to induct that in such a context, the final allocation will correspond to446

the one determined centrally by the high-priority agent, thereby confirming property 4. This was yet again verified447

experimentally, and the results do confirm that the network consistently converges around the centrally determined448

solution (more details on the experimental setup and results can be found in subsection 8.4).449

5.2 Allocation Performance and Outcome Manipulation450

The allocation performance refers to how e↵ective the final allocation is at maximising/minimising a specific metric (see451

subsection 3.1). Bid intercession o↵ers the possibility of further tailoring the allocation logic to a specific scenario and452

network configuration. This, in turn, aims to further enable the utilisation of highly heterogeneous fleets and e�ciently453

leverage various resources distributed unevenly throughout the network. Accordingly, the actual final allocation quality454

greatly depends on the scenario of application, choice of architecture, and agent hierarchy implemented in the system.455

It is as such di�cult to establish a clear magnitude for the potential gains in performance enabled by bid intercession.456

It is however possible to demonstrate that the allocation performance can be manipulated.457

To do so, the following demonstration is proposed. Two categories of agents are established:458

• Base agents: Those agents operate using the simplest (relatively speaking) bidding mechanism to estimate459

paths and their own utility. Those agents do not intercede on behalf of others and solely focus on their own460

role in the process. They hold the responsibility of completing the tasks. A real-world analogy would be small461

drones with limited sensors and onboard processing power.462

• Interceding agent: Those agents have access to a more complex bidding mechanism. They are capable of463

leveraging more information in the estimation of their utility. Those agents are not mobile, and as such cannot464

take on tasks. They are solely present to assist in the coordination process and possess a higher priority level465

than the base agents. The interceding agent will be bidding on behalf of all other agents, resulting yet again in466

a One-to-Many architecture. A real-world analogy of such agents would be a control centre, or a van brought467

on-site. Those would have more room for extra computational power, better communication, and access to more468

data. Note: In this experiment, a single interceding agent is used.469

The following scenario is then established. Agents are responsible for allocating among themselves and taking on470

tasks emitted at unknown and varying intervals. The agents will operate in a connected grid environment, where each471

existing edge eij connecting two nodes ni and nj represents a step with an associated cost eijc (with a value in the472

0 � 100 range). The degree of interconnectivity present within the grid can vary from one scenario to another. The473

tasks are locations in the grids that must be visited. An example of such an environment can be seen in Figure 9.474

The quality of the allocation will be evaluated on the basis of the cumulated step cost taken by the whole fleet to475

complete all tasks. The base agents’ bid will be estimated as the inverse of the Manhattan path MPna!nb from the476

current agent i’s location a to a target location b, with each step having a cost of one (the base agents being e↵ectively477

blind to the environment step costs). The bid formula can be seen in Equation 5.478

bidiji =
1P

eij2MPna!nb
1

(5)

The interceding agent’s bid will be estimated using the inverse of the weighted Manhattan path WMPna!nb between479

an agent r’s current location a and a target location b, allowing for bids which take into account the environment’s480

step costs eijc . The corresponding formula is shown in Equation 6481

bidijr =
1P

eij2WMPna!nb
eijc

(6)
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Figure 9: Example environment used in the experiments. This environment contains 36 nodes and is 80% connected.
The coloured diamonds visible on it represent the di↵erent agents present.

For this scenario, an extra set of data points will be provided with each bid (akin to the bid priority). That is, the482

path MPna!nb or WMPna!nb corresponding to each respective bid. This is necessary to ensure that an agent knows483

which path to follow upon winning a task with a specific auction. To keep the bids and paths up to date, the allocation484

process was set up in such a way that each agent recomputed their bids at every change of state.485

A Monte-Carlo approach is adopted to test a large array of configurations of the above-described setup, with each486

scenario here being tested in pairs; one run only contains base agents and the other contains the base agents and487

a single intercession agent. The task announcement schedule and environment are kept constant within each pair,488

resulting in the only di↵erence between the two being the fleet configuration and hierarchy. The exact details of the489

experimental setup and simulation configuration can be found in section 8. For each pair, the final cumulated cost of490

each respective run is computed upon completion, and the di↵erence is determined. The results of 1070 runs can be491

observed in Figure 10 and Figure 11.492

Figure 10: Distribution of results for each run pair. It can
be observed that the average cost per step is lower with
intercession, highlighting the positive impact of intercession
on the scenario

Figure 11: Plot of the average cost of a step for each run
for the base run and intercession run in a pair. The large
majority of points are located below the 1:1 line, indicating
that steps are on average more costly for the base runs
compared to their intercession equivalent

As can be seen in the simulation results, the process of intercession enables us to successfully manipulate the outcome493

of a task allocation. Note again that the magnitude of the bias introduced in the allocation process is dependent on494

the specific architecture implemented in the agent fleet, and the potential corresponding gains present in the problem495

itself.496

It may be noted that the results demonstrate that such intercession will occasionally fail to improve the quality of the497

final allocation. This is a direct result of the temporal myopia nature of the allocation process. In other words, a more498

optimal solution at an instant t with respect to a specific goal does not necessarily ensure a more optimal final result.499
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In this context, taking a di↵erent path might lead to an agent being less favourably positioned relatively when a new500

task appears. This can however be improved through the implementation of more advanced allocation methods (for501

example CBBA instead of CBAA), and/or more advanced bidding mechanisms (accounting for environment ”coverage”502

in anticipation of new tasks for example).503

6 Applications504

This section mainly focuses on presenting possible implementations and variants of consensus-based task allocation505

with intercession in the context of the SAR case study.506

The principle of intercession is before anything a dynamic reorganisation of responsibilities within a single agent507

network. Through the use of priorities, agents are able to override other agents’ evaluation of their respective utility,508

and in turn, take control of part (or all) of the consensus process. This opens up the possibility of adjusting the level of509

centralisation desired and the structure of the allocation process while always ensuring a resilient system in the event510

of agents or communication failure. An initial concept must however first be presented before detailing the various511

allocation configurations possible:512

Restricted Auction: Intercession opens up the possibility of controlling the decision-making capability of di↵erent513

agents while still retaining a unified algorithmic baseline. Through the introduction of additional constraints (such as514

flags, or minimum-priority level requirements), and some slight modification to the auction mechanism to handle the515

edge case of no bids being present at times (resulting in no one winning the auction), it is possible to limit auctions516

to a specific subset of agents. A restricted auction is therefore an auction with a set of requirements and criteria for517

allowing participation. Although already feasible in the original consensus algorithms, this concept significantly gains518

in potential with the introduction of intercession principles. Examples of applications highlighting this are provided519

in the analysis of the di↵erent possible agent architectures below.520

The design options related to which (and how many) agents intercede on behalf of which, in which context, and for521

what reasons are extremely varied. A number of notable fleet organisation schemes can however be isolated. Those522

are:523

6.1 One-to-Many: A single agent interceding on behalf of all other agents.524

6.2 Many-to-Many: Multiple agents interceding on behalf of multiple/all other agents525

6.3 Many-to-One: Multiple agents interceding on behalf of a single agent.526

6.4 One-to-One: A single agent interceding on behalf of a single agent.527

6.5 Combined Architecture: Combining all of the above.528

Those are described in more detail below and contextualised with respect to the SAR problem.529

6.1 One-to-Many: A single agent interceding on behalf of all other agents530

This configuration results in the centralisation of the decision-making process and is key here to enable the use of531

centralised algorithms within a decentralised method. Given a set of tasks, a central agent performs a local allocation of532

all the tasks across all the agents using any arbitrary centralised allocation algorithm. The allocation here is performed533

on the basis of data observed by the central agent, and/or possibly local data relayed back by the agents on the534

field. The resulting allocation is in turn ”translated” into the corresponding bids, with larger bids for each winning535

agent-task pair matching the allocation plan, and small ones for all others. The bids are then emitted with a larger536

priority level, ensuring that the central agent plan is prioritised over all local estimations. The central plan is then537

propagated to all agents using the auction/consensus phases, and results in the desired allocation as defined by the538

central agent. A graphical representation of the architecture can be found in Figure 12.539

It is important to note that here the e↵ectiveness of the centralised method is still dependent on the topology of540

the communication network. The plan as defined by the central agent will only be respected by the agents that the541

instructions are able to reach. If a sub-group of agents finds itself cut o↵ from the main group for an extended period542

of time, the allocation process will continue there according to the local bid estimation performed by the agents until543

reconnected with the network. At this point, a re-planning phase by the central agent might be necessary to account544

for the fact that some of the agents were not able to perform as expected, resulting in a slightly altered allocation.545

Going back the the SAR case study, this principle could be implemented through the use of a central planner, located546

in a headquarters or simply in the cloud (assuming the means to connect to this cloud infrastructure and relay the547

instructions is available on-site and is still functional).548
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Figure 12: The One-to-Many architecture

6.2 Many-to-Many: Multiple agents interceding on behalf of multiple/all other agents549

This configuration might prove useful in multiple scenarios and for di↵erent reasons. A first example would be550

to increase redundancies in the previously mentioned centralisation process. Having multiple agents performing a551

centralised allocation with di↵erent priority levels ensures that if the main planner fails or becomes unreachable, the552

others may act as backup sources of coordination. Note that if all of those in turn fail, the system naturally falls553

back to local bid estimations, ensuring a resilient system at all times. This is also an example of the Many-to-One554

architecture (detailed further down) when looking at this configuration from the perspective of a single agent being555

the target of the intercessions. A graphical representation of the architecture can be found in Figure 13.556

Figure 13: The Many-to-Many architecture can be leveraged to build redundancy in the centralisation process

Another such application is tiered coordination. Some agents could operate in units, in which a single agent takes on557

the responsibility of ”team leader”. The team leader would be in charge of locally centralising the coordination of558

”agent tasks” (all but the coordination tasks listed in section 2). Tying back to the SAR case study, the location agents559

(ambulance centre, fire station, and police station) could take on the responsibility of coordinating their respective560

mobile agents centrally. The location agents would then be responsible for communicating among themselves in order561
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to not only share information, but also establish the most e�cient strategy to address the situation, and in turn,562

publish an allocation to their respective agents on site. A diagram representing this configuration can be found in563

Figure 14.564

Figure 14: The Many-to-Many architecture can be leveraged to create multiple central coordinators which coordinate
themselves/share information to reach their respective allocation

This architecture can be integrated with the previously described restricted auction principle, allowing not only for565

the consolidation of all consensus sub-networks into a unified whole but also for the seamless design and integration566

of command chains directly within the allocation process.567

Going back to the SAR example, we will for this example define the team leader agents to be specific mobile agents568

(police forces, fire brigades, and/or ambulance teams). Note: The location agents could be used as team leaders again,569

but it is chosen as such here for the sake of showcasing yet another possible configuration where heterogeneous teams570

are used (multiple di↵erent classes of agents). The first step to introducing an additional layer of coordination is to571

insert a team-leader-only (restricted) auction in the consensus process. The purpose of this auction will be to allocate572

groups of tasks among the di↵erent participating teams (this auction will therefore be referred to as a task groups573

auction). Tasks may be grouped based on a variety of criteria and conditions, and team leaders will assess bids for574

these task groups to reflect the team’s overall suitability for the specific defining features of each task group. For575

instance, when dealing with task groups situated within a particular area, team leaders may calculate their bids by576

considering their team’s centroid position in relation to one of the tasks within the group being auctioned o↵. The577

allocation of the task groups e↵ectively serves the sole purpose of helping ponder the eventual bid estimation performed578

by the members of each respective team. In other words, the bid estimation performed by each agent is ponderated579

according to the outcome of the task group auction. The task group auction is therefore used as an intermediary580

planning step in order to in turn determine a final agent task allocation, and e↵ectively can be seen as embedding581

decision trees directly in the allocation process. A visual representation of the architecture at this stage is shown in582

Figure 15.583

The second step is to introduce centralising roles in the network. As explained in the first example of tiered coordination584

(Figure 14, we can give certain agents the responsibility of coordinating their respective groups. Based on the outcome585

of the task groups auction, the team leader is made responsible to intercede on behalf of the members of their respective586

teams and determine the allocation of the tasks in the task group, while placing a very low bid for all others. A diagram587

representation of this setup is provided in Figure 16.588

Such architecture presents a number of significant advantages. Conditioning the bid estimation of the team leader589

agents (for their respective team’s agents) on the basis of the outcome of the team-leader auction e↵ectively amounts590

to constructing and embedding command chains directly in the decision-making process, further allowing for tailoring591

the allocation logic. This may be further combined with centralised coordination as, by interceding in the team leaders592

auction, a general coordinator may e↵ectively pilot the teams with broad goals (task groups), while leaving to the593
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Figure 15: Restricted auctions enable nesting multiple auction processes within a single unified consensus network,
allowing in turn for an allocation process to be broken down into multiple interlinked auctions

Figure 16: Combining Many-to-Many architectures, Many-to-One, and restricted auctions enable for embedding
decision-trees directly in the allocation mechanism

teams on the field the responsibility of allocating the specific tasks among themselves. This is particularly useful in594

scenarios where a general strategy is devised, and where the team themselves need to retain operational autonomy in595

the allocation of the tasks requiring on-the-field information. Note that, while it may be possible to introduce multi-596

ple interlinked auction steps to determine an allocation using consensus mechanisms without intercession, achieving597

centralised coordination around team leaders is impossible without it. Additionally, as mentioned earlier, the use of598

restricted auctions allows for performing all of the di↵erent auctions within a single unified consensus framework. All599

agents act as relay nodes in the network, regardless of their participation in the di↵erent auctions.600

The architecture described so far however is not yet fully robust to network failure. In the event of one of the team601

leaders being completely cut o↵ from the network, the lack of representation of the team in the task groups auction602

leads to the team being completely left out of the allocation (as all task groups would be assigned to the other teams).603

As such, the team leaders e↵ectively become single points of failure for their respective teams in this structure. This604

can however be addressed using intercession through the introduction of an additional architecture: Many-to-One.605
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More on this is provided lower down.606

While the example provided here only introduces a single coordination layer, there is theoretically no limit to the607

choice of structure and number of coordination steps which could be included in a coordination architecture. It can608

however be noted that a more complex coordination structure will likely lead to longer convergence times, as a more609

complex and dynamic consensus is consequently devised. This however remains highly dependent on the structure610

and nature of the decision process devised. The impact of the design of consensus architecture on convergence time is611

however not a focus of this paper, and as such was not investigated. Nevertheless, such configurations highlight the612

distribution of responsibilities and flexibility in the coordination/centralisation structure enabled by the principle of613

intercession.614

6.3 Many-to-One: Multiple-agents interceding on behalf of a single agent615

This configuration results in the auction being e↵ectively conducted through the prioritisation process and leads to616

only accounting for the priority levels instead of the bids for a given task. This becomes important in contexts such617

as the tiered task allocations described above in the Many-to-Many configurations. Going back to the second tiered618

auction example (Figure 16), it is necessary to ensure that a representative of each team is always able to take part619

in coordination auctions in order to ensure that the process remains robust to communication failure. This is critical620

in the event of a complete loss of contact with the team leader agent. Note: It is important to note here that while621

intercession enables agents to bid on behalf of other existing agents, it also makes it possible to bid on behalf of fully622

virtual ones. In other words, an agent may be solely present in the fleet as a reference in the auction ledger623

and used as a pointer for representing an abstract entity. In our tiered auction example, the task group auction may624

e↵ectively be conducted between virtual entities (a.k.a. auction ledger entries) through intercession, each representing625

a team. We will call them team agents. The same original architecture may thus be reproduced by adjusting the role626

of the team leaders to be interceding for their respective team agents, which acts as a proxy representation in this627

specific auction process. At this point, leveraging the Many-to-One architecture introduces the resilience missing from628

the original example. Instead of the team leader agent being the team representative, we can make some/all agents629

in a team intercede on behalf of their respective virtual team agent, with a defined priority hierarchy. This ensures630

that the aptest agent always retains priority while allowing other agents to progressively ”take on” the role of team631

representative, following a chain of command in the event of the various team members encountering catastrophic632

failure. Note here that not all (if any) agents in a team need to possess the capability to centralise the allocation for633

their respective (or even whole) team. The main di↵erence with respect to the architecture without the One-to-Many634

process is that the team is always represented in the team leader auction, and as such will still get allocated task635

groups (irrespective of the coordination process specifics present within each respective team). In the event that no636

other agent but the primary team leader has the capability of centralising coordination within a team and this very637

agent goes missing, the tasks in the task groups will fall back to being allocated using the team agents’ local bid logic.638

A graphical representation of such a scenario is provided in Figure 17.639

6.4 One-to-One: A single agent interceding on behalf of a single agent640

A real-life example of such a scenario would be a human operator providing a specific instruction: ”ambulance team641

A must go to location (x, y)”. Through the process of intercession, injecting such instruction into the decision-making642

process proves to be trivial. In such a context, the human operator can be considered as an agent in the network. The643

instruction is converted into a new GOTO (x, y) task, and a bid with the maximum priority and bid value possible644

is emitted (one could go a step further and introduce further multi-level bid logic such as flags in the prioritisation645

mechanism to ensure that the human-generated instructions are always prioritised). The new task and bid then646

propagates throughout the network and results in the desired allocation. The reverse is also possible, as an extremely647

small bid injected can ensure that an agent does not obtain a specific task. Such concepts can furthermore be extended648

with the principle of a restricted auction to ensure that certain decisions/allocations remain the sole responsibility of a649

specific actor (such as a human). In other words, certain tasks may only be allocated and undertaken through human650

intervention for example. This may prove critical in situations where more complex ethical considerations or nuanced651

evaluation of a situation are required. Note that here any task may still be discovered and announced by any agent.652

Such scenarios highlight the fine level of external control enabled in the allocation process.653

6.5 Combined Architecture: Combining all of the above-mentioned architectures654

Having exposed the key allocation architectures enabled by intercession, it is now important to highlight that all of655

them are compatible with each other. Figure 17 serves as a compelling example showcasing both the compatibility and656

strength of the combined architectures. To further expand on this, we can introduce a central coordinator who will657
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Figure 17: Combining Many-to-Many architectures, Many-to-One, One-to-Many, and restricted auctions enable for
the robust embedding decision-trees directly in the allocation mechanism

serve the role of coordinating the entire fleet through the emission of general instructions in the form of task groups658

(One-to-Many). Additionally, we will assume that a control centre managed by humans (referred to as supervisors)659

monitors the entire process, and occasionally intervenes to correct the allocation by interceding on behalf of the660

di↵erent agents when necessary (One-to-One). It is also assumed that humans always possess the highest priority661

across the whole system. A final representation of the entire architecture can be seen in Figure 18.662

Applying the above-described architecture to the SAR case study allows for observing a number of key advan-663

tages:664

• The SAR coordination process can be designed to follow the inherent structure of the teams operating on the665

field. This, in turn, allows for enabling realistic and e↵ective coordination measures, while still staying compatible666

with existing hierarchies and operational principles (possibly reducing retraining necessary for example).667

• The coordination process implemented is robust and resilient enough to withstand the unreliable and dynamic668

context of operation inherent to the SAR case study.669

• The coordination process is flexible and controllable. It is simple to intervene in the process where and when670

necessary to manipulate both bids and task announcements.671

• The allocation process allows for the seamless collaboration and interaction of humans and machines.672

• The allocation process is programmable and e�cient. It becomes possible to leverage various algorithms and673

distributed resources in order to seek an e↵ective response given the operational context and real-time constraints.674

7 Discussion675

This section serves the purpose of discussing the various aspects of the algorithms presented until now, and pointing676

out the key areas of interest.677

Before all, it it is important to highlight that the choice of structure for the algorithm was conceived to ensure678

that the consensus was capable of operating in a near-identical fashion to the original algorithms. Additionally,679

the proposed algorithm was specifically selected to present the simplest possible functional implementation of the680

principle of intercession. This consequently leaves plenty of room for improvements at various levels, which may681

in turn significantly improve the properties of such allocation algorithms. Those are not the subject of this study682

and are therefore left for future work. The introduction of intercession however brings forth seven critical areas for683

discussion:684

7.1 Hybridised Allocation Mechanisms: Combining multiple allocation mechanisms685
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Figure 18: Combining One-to-Many, Many-to-Many architectures, Many-to-One, One-to-One, and restricted auctions
enable for a highly complex, robust, and flexible allocation mechanism

7.2 Tiered Task Allocation: Embedding hierarchies and decision trees in the decision-making process686

7.3 External Control: Enabling external control of the allocation-process687

7.4 Integrated Responsibilities: Embedding accountability at the allocation level688

7.5 Communication Optimisation: The impact of the modification on the communication loads689

7.6 Advanced Prioritisation Mechanism(s): The importance of the prioritisation mechanism690

7.7 Failure modes: The key failure modes possible for such systems691

These will be discussed in greater detail below, serving as a starting point for further exploration.692

7.1 Hybridised Allocation Mechanisms693

E�ciently leveraging available resources is critical to ensuring the solid performance of an agent network when tackling694

a specific scenario. Agents must be able to not only e↵ectively take advantage of the available resources, but also695

adapt to changes in real time to make the best of any given situation. The operational conditions must also be696

considered, such as variations in the fleet structure, agent count, and communication network integrity. Combining697

consensus-based mechanisms with intercession helps here by enabling the integration of multiple consensus, auction,698

and bidding mechanisms seamlessly (more in section 6), allowing for the implementation of adaptive coordination699

mechanisms. The choice of which allocation mechanisms and bidding logic to use in which context, and with which700

condition remains to be explored. It may however be supposed that correctly choosing the di↵erent elements making701

up an allocation strategy may possibly significantly boost flexibility and performance within the correct context of702

application. Additionally, implementing the intercession principle in other consensus-based task allocation algorithm703

variants such as CBBA should also be investigated.704
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7.2 Tiered Task Allocation705

Intercession combined with other concepts such as restricted auctions (see section 6 below) enables the implementation706

of complex decision-making hierarchies. Those in turn may be structured to follow complex decision trees and flows,707

all the while remaining distributed in operations. This may prove particularly valuable in large organisations requiring708

more structured coordination to operate e�ciently. This is yet again another area of research which may prove fruitful,709

not only in terms of performance but also with regard to the features and flows which may be enabled.710

7.3 External Control711

The principle of intercession opens up the possibility of directly intervening in the task allocation process through712

the emission of high-priority bids. The One-to-One architecture (see section 6) best highlights this concept. Such713

intercession enables an arbitrary participant (e.g. a human operator) to directly and punctually influence the allocation714

process without impacting the underlying mechanism.715

This in turn paves the way for e�cient and e↵ective human-machine interactions in such systems and introduces716

the ability to incorporate human expertise, preferences, and real-time insights into the task allocation process. This717

human-centric approach may therefore ensure that the multi-agent fleet operates with the precision and adaptability718

that only human judgment can provide at times.719

7.4 Integrated Responsibilities720

The external control enabled by intercession allows for the seamless integration of responsibilities into the decision-721

making process. In other words, decision-making authority can be specifically assigned to di↵erent stakeholders in the722

system. This in turn can ensure that the various decisions are taken by the correct participants best able to contribute723

in a controlled fashion to the process, enhancing e�ciency and accountability.724

This new method consequently facilitates aligning systems with current regulations for autonomous systems in critical725

applications, ensuring adherence to guidelines such as ethical decision-making in life-or-death scenarios. This could726

therefore represent a step forward in building ethically responsible mechanisms compliant with existing and future727

regulations and norms for autonomous systems.728

The exact choice of decision-making structure and architecture depends on the context of the application and further729

investigating the various options would help understand the various possibilities and opportunities present. An initial730

exploration of such architectures was proposed in section 6.731

7.5 Communication Optimisation732

Intercession has the downside of increasing the amount of data needing to be exchanged to function. This is a direct733

result of the additional data involved along with specific design choices made to ensure the method performs as734

expected.735

Note. One instance of such a design choice is passing around a matrix containing all bids from agents for each task.736

Although this increases data transfer costs, it allows agents to always accurately determine the winning bid regardless737

of new ones received. As an example, an alternative approach could be to only store the current winning bid, its738

corresponding priority level, and target agent. This would however result in more messages being exchanged when an739

intercession occurs to replace a current winning bid with another weaker one (with a stronger priority). The system740

would still eventually converge on the correct allocation as each agent stores their own bids (cijr matrix), but the741

information would need to be re-propagated across the entire fleet as it is only stored locally. Instead, passing around742

all the bids placed for a specific task ensures that information only needs to be shared once to be taken into account743

regardless of the other’s bids and bidding order. This way, the winning bid is always correctly determined upon having744

received all the bids once.745

To address these challenges, investigating how to e�ciently manage the volume of information exchanged, and the rate746

at which to exchange it would ensure that the coordination protocol communication requirements remain managed747

and limited.748

7.6 Advanced Prioritisation Mechanism(s)749

The development of highly complex or permissive prioritisation mechanisms could further unlock the programmability750

and flexibility of the decision-making process. Developing prioritisation mechanisms going beyond the simple numerical751

scale proposed in this research to for example also incorporate digital signatures and/or more complex logic could752

significantly expand the application and properties of such mechanisms. Additionally, one may also consider dynamic753
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prioritisation mechanisms, employing reputation-based approaches. As long as properties 1 and 2 are respected, any754

arbitrary prioritisation mechanism may theoretically be used.755

7.7 Failure modes756

It should finally be noted that while this coordination mechanism proves robust to communication failure, the same757

cannot be said about agent failure. In the event of an agent failing after having been allocated a task, two possibilities758

are considered:759

• The agent is unable to complete the task, but is still able to participate in the auction process: In this case, the760

agent is still able to ”report” its failure to the rest of the fleet through the emission of bids reflecting it. In other761

words, the agent emits a bid with a value of 0 for all the tasks it is incapable of taking any more (and/or simply762

stops bidding for new tasks).763

• The agent is both unable to complete the task and participate in the auction process: This is the problematic764

case, as, in such a scenario, the rest of the fleet has no means of determining through the auction protocol that765

the agent is now unable to take on the tasks that were assigned to it. The lack of new bids emitted by the766

agent itself however at least ensures that no new tasks are assigned to it (note that the same does not hold for767

intercessions).768

Note. This problem could be addressed through the introduction of additional logic in the prioritisation process,769

such as a heartbeat protocol leveraging the timestamps of the messages exchanged or the bids for failure detection.770

This however would need to be balanced to account for the possibility of the fleet simply experiencing a temporary771

communication failure.772

With all of the above points and comments having been established, it now becomes possible to consider the various773

applications of this principle to more concrete cases. More specifically, putting all of the above in the context of the774

SAR case study will help highlight the resulting dynamics and applications enabled by this approach.775

8 Conclusion776

This research’s goal was to propose and investigate a novel mechanism applied to consensus-based auction algorithms,777

namely the process of bid intercession. To help e↵ectively ground this work, we selected the Search And Rescue778

problem as the main MRTA case study to be analysed and used in the rest of this paper. The research then focused779

on establishing a clear understanding of the impact of the intercession principle on the underlying algorithms used.780

It is established that intercession e↵ectively only modifies the scoring function used by the agents in the auction781

process. This in turn allows us to conclude that introducing intercession in a consensus-based auction process does782

not impact key convergence properties of the underlying algorithm, namely convergence termination and convergence783

iteration complexity. It is also demonstrated that intercession lets us manipulate the outcome of a consensus-based784

auction e↵ectively through controlling the source(s) of coordination and the bidding logic. It was more specifically785

demonstrated that intercession allowed for running a fully centralised allocation process using decentralised processes786

as the main underlying mechanism. This along with additional demonstrations allowed us to conclude that the787

approach makes it possible to manipulate a consensus-based auction outcome as needed while consistently maintaining788

the overall system’s robustness. All of the above claims were furthermore verified experimentally.789

The research then focused on performing an initial investigation of the novel decision-making architectures and dynam-790

ics enabled by intercession. The One-to-Many, Many-to-Many, Many-to-One, One-to-One, and Combined architectures791

are proposed, along with respective use cases and applications in the reference Search And Rescue scenario. A few more792

concepts are explored and introduced, namely Restricted Auctions and a number of additional emergent dynamics793

resulting from the reorganisation of bidding responsibilities.794

It can therefore be concluded that the intercession mechanism is not only a viable and appealing solution to certain795

MRTA problems, but it also paves the way to a large array of potential applications and extensions.796

A large array of potential future research stems from these principles. First, all the components described in sec-797

tion 7 each present significant potential for improvements and enhancement to improve performances by themselves.798

Additionally, the coordination architectures described in section 6 are likely to hold additional prospects when consid-799

ered within di↵erent contexts, and with di↵erent goals. Designing the correct coordination structure for the correct800

application therefore remains an area to be investigated.801
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Appendix849

8.1 Modeling Approach Overview850

The modelling approach chosen breaks down the model into three key components: the environment, the agents, and851

the communication network. Each will serve a specific purpose in the simulation process:852

• Environment: The environment provides information on the states of the various agents and tasks at a given853

task, along with details on the constraints and costs associated with the actions the agents can take. For this set854

of experiments, it was decided to use a grid environment, composed of nodes and edges. The resulting graphs are855

always connected but can be parameterised to include various ratios of missing to present edges. Additionally,856

each edge is randomly assigned a weight in a given range at generation.857

• Agents: The agents represent the states and dynamics of the di↵erent members of a fleet. They each reflect858

the capabilities of di↵erent agent classes and possess the associated logic to interact with the environment and859

other agents. Two main agent classes will be used here; the base and the intercession agents. The two agents’860

categories are similar in all aspects but the bidding logic.861

– Base agents: The base agents will only bid for themselves and behave similarly to the agents in the862

original consensus-based approaches used as reference (CBAA/CBBA). They bid using the inverse of the863

unweighted Manhattan distance between their position and the target task position.864

– Interceding agents: The interceding agents possess the ability to bid for themselves and others. They865

bid according to the inverse of the weighted Manhattan distance.866

It is also important to note that the agents are kept updated on each other’s states through state updates shared867

alongside the bid tables exchanged.868

• Communication network: Although not necessary for this set of experiments, the communication network869

layer was implemented to emulate (if necessary) the constraints and dynamics imposed by the environment and870

the agents on the fleet’s ability to exchange information. In the set of experiments considered here, however, it871

was assumed that the fleet possessed perfect communication. In other words, communication is not influenced872

by the environment and is reliable at all times. This is necessary to investigate the various hypotheses examined873

properly. More details on this is provided for each experiment in their respective description.874

8.1.1 Simulator logic875

The simulator used for this research was written from scratch to meet the requirements and constraints present in876

this work. The simulation leverages a ROS-like structure for the exchange of information and was entirely written in877

Python.878

A number of goals were set to ensure that the simulator was able to correctly perform the various experiments879

necessary:880

• Simulation of continuous time while not necessarily being able to run the simulations in real-time881

• Simulation of continuous processes dynamics882

• Control and simulation of di↵erences in computational power883

Two key aspects must be considered when looking at the functioning of the simulator employed. The management884

of the simulation and logical time, and the synchronisation of the di↵erent agents and processes with the simulation885

time.886

• Simulation and logical time: To e↵ectively control the simulation’s progress, two distinct ”times” are uniden-887

tified. Simulation time, which represents the amount of time elapsed during, and logical time, which breaks down888

the simulation time steps (referred to as an epoch here) into logical time steps. A simulation epoch consists of889

two logical steps (or phases):890

– Consensus step: The consensus step involves performing the exchange of messages and the coordina-891

tion/task allocation process defined in each test. Here the agents do not evolve in the environment but only892

pass information around, and update their various local states based on the data received. The number893

of messages sent out by each respective agent during the consensus phase depends on the simulation time894

elapsed since the last message sent out, and the agent’s message frequency.895

– Environment step: The environment step involves updating the states of the agents in the environment.896

During this step, agents use their local states to determine the move to perform to complete the various897

tasks assigned to them. The amount of steps undertaken by each agent depends on the agent’s speed and898
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the amount of simulation time elapsed since the last move taken by said agent. It should be noted here that899

the agent’s environment states do not constrain the other agents’ moves. This means that the agents can900

take their respective environment step in any arbitrary order. For the sake of simplicity here each agent901

was given a speed of 1, meaning each agent only took a single step during each simulation epoch.902

Figure 19 helps visualise the simulator time progression and management:903

Figure 19: The simulation progress is broken down into simulation epochs, and logical sub-steps

• Agents and processes synchronisation : In order to capture the dynamics stemming from the agent fleet904

being a parallel and distributed system, it was chosen to run each agent in a separate process. This ensures905

that computations can be performed in parallel, ensuring a more true-to-life simulation process. This however906

still constraints the simulations to the computational speeds of the various processors used, making it hard to907

impose a predefined bidding rate for example. In order to compensate for the di↵erences in computational time908

requirements of the various bidding mechanisms present across agents, the logical steps are used as checkpoints.909

Each agent process is made to wait for all other agent processes to have completed their computations before910

moving on to the next logical step. This ensures that not process/agent skips ahead of others, and is constrained911

in progress (in the simulation time) by the slowest process.912

A graphical representation of this is provided in Figure 20.913

Figure 20: Three processes are shown here as an example. It can be noted that for each logical step, each process
must wait for all others to have completed their respective logical step before moving on to the next one

This choice of breaking down the simulation process into the steps described above presents a large number of ad-914

vantages. First, it allows for the precise analysis of the evolution and spread of information within an agent network915

(more on that in subsection 8.3). This additionally allows for simulating a continuous process by retaining the key916

dynamics which would impact the simulation results. In this case, it is the order in which the messages are exchanged,917

which directly a↵ects the way information spreads within the network. Since all agents are synchronised in logical time918

(more in the next paragraph), we can also ensure that each agent correctly performs both a consensus and environment919
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step at each simulation epoch, regardless of the computational cost associated with each respective step. This in turn920

e↵ectively ”erases” computational time and ensures that the specific processes (bidding notably) take place at the921

correct rate in simulation time irrespective of how heavy they are in comparison to other agents.922

8.2 Experimental configurations923

The table below (Table 1) recaps the main simulator parameters used for the di↵erent experiments. The details of the924

experimental setup themselves and the results are provided in separate sections below. It is important to note that925

a number of variables were kept constant across all experiments (unless otherwise stated), and as such do not appear926

on the table. Those are:927

• Agents speed: 1 per s (one edge traversed)928

• Message frequency: 1 per s929

Table 1: Recap of the various important simulator parameters for the various experiments

Experiment Exp. 1 (5.1, hyp. 3) Exp. 2 (5.1, hyp. 4 Exp. 3 (5.2)

Variables Base Min. Max Base Min. Max Base Min. Max

Sim

Duration (s) - 10 30 15 10 20 35 - -

Task # 1 - - 10 5 20 10 8 12

Dual run TRUE - - FALSE - - TRUE - -

Const. agent # TRUE - - - - - TRUE - -

Environment
Nodes # - - - 60 45 75 60 - -

Connectivity % - - - 0.8 0.6 1 1 - -

Interceding agent(s) # 1 - - 1 - - 1 - -

Base agent(s) # 5 3 8 5 3 8 5 3 8

8.3 Results: Exp. 1 - Allocation convergence experiment (subsection 5.1, hypothesis930

3)931

The allocation convergence experiment was designed in order to verify the conclusions attained in subsection 5.1 for932

the first hypothesis. Its goal is to verify the convergence properties of the proposed algorithm, and compare them933

to the ones of the original unaltered consensus algorithm (CBAA). To gain insight into the consensus states and934

convergence rate, the following approach was devised:935

• Each test scenario will be run twice: once with, and once without intercession to compare the convergence936

properties of both every time.937

• The speed of all agents will be set to 0. This is done to ensure that the bids do not change as the agents evolve938

in the environment.939

• The message rate is set to 1 per time step in order to create a correspondence between time steps and logical940

progress of the algorithm.941

• As explained earlier, the base agents bid using the Inverse Unweighted Manhattan formula as seen in Equation 5942

• The most extreme role is selected for the interceding agent. It is tasked with interceding on behalf of all943

other agents (One-to-Many, see Figure 12). Additionally, the interceding agent also uses the Inverse Weighted944

Manhattan bid estimation (Equation 6), which is more computationally costly.945

• For each run, a single task will be declared in the network. Agents will then exchange a single message at every946

time step and follow the task allocation protocol as expected.947

• Upon completion of the run, the number of timesteps necessary to reach a consensus will be determined. Con-948

sensus is considered as reached once a single agent has been established as winner across all agents locally.949

• The di↵erence in time steps necessary is then computed to determine whether the introduction of intercession950

led to variations in the consensus process951

The above experiment was run following a Monte-Carlo approach with the settings as shown in Table 1 in order to952

measure the convergence across a range of variables and configurations. The results were as follows:953
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Over a total of 93 runs, the average convergence rate for the consensus process without intercession was determined to954

be 1.75 time steps, whereas the average convergence rate for the same consensus rate with intercession was determined955

to be 2.13, leading to a di↵erence of 0.38.956

The results are as expected, with the small divergence being explained as follows. The number of steps necessary957

to reach consensus for this simulation are in the range of 1 to 2 (and occasionally 3) steps. This is a direct result958

of the stochastic nature of the message exchange process. To best explain this the process can be broken down as959

follows:960

1. Initially, the agent which has discovered the task shares it with its neighbours.961

2. Upon reception of the first message containing a reference to the new tasks, agents in turn compute their bid,962

which is then sent out in their next message963

The process of sending out a message and receiving one are however not related, with agents sending out messages at964

a fixed rate, but processing the ones received upon reception. They are therefore performed asynchronously, and the965

ordering of the messages stochastic in nature (a desired dynamic in the simulator to best capture reality), which leads966

to variations in time step count to convergence.967

It is possible to achieve convergence in a single time step if the message sent out by the agent (at time step t) is968

received and processed by all other agents before themselves sending out their own message for the same time step t.969

This is unlikely, resulting in our average being closest to the 2 time steps convergence. 2 time steps being required for970

convergence is, therefore, the most likely outcome (the agents only sending out their bids at time step t + 1. 3 time971

steps is the result of a flaw in the communication framework used. There is no way of ensuring that all messages sent972

out are received, and the publisher subscriber model used leads to messages being occasionally missed by an agent.973

A 3 step convergence is therefore an example of a case where an agent missed the initial announcement message, and974

was only made aware of the task at the second time step (leading it to possibly only sharing its bid at the 3rd step).975

This is however quite infrequent.976

Finally, the slight bias in the average time step necessary for convergence between runs with and without intercession977

is a result of the extra computation time needed by the interceding agents. Unlike the base agents, the interceding978

agent computes bids for all other agents with a more complex path-finding logic, resulting in a larger delay before979

those may be computed upon reception of the message announcing the task. This makes the 1 step convergence980

practically impossible, as all agents (including the interceding agent) practically always send out their message before981

the interceding agent is done computing its bids.982

It can therefore be noted that while the number of logical steps are una↵ected by the introduction of intercession, the983

heavier bidding logic may lead to a slower convergence time. It is however solely a result of the heavier algorithms and984

not the mechanism itself. Assuming an ideal world where all bidding phases took the exact same amount of time to985

compute, the convergence rate would be the same for consensus-based auction processes with and without intercession986

(equal logical steps count).987

8.4 Results: Exp. 2 - Allocation centralisation experiment (subsection 5.1, hypothesis988

4)989

This experiment was designed to verify whether it was possible to completely centralise a task allocation process which990

operated using consensus-based auction protocols. It is then proposed to perform a task allocation with a centralising991

interceding agent present and verify whether the final allocation corresponds to the one determined by said agent.992

The details of the simulator configuration can be found in Table 1. The centralising agent was given a priority level993

of 1, whereas all the base agents were given one with a value of 0.994

The results were as expected, with the final allocation corresponding to the central interceding agent allocation every995

single time across the 201 runs performed.996

8.5 Results: Exp. 3 - Allocation performance experiment (subsection 5.2)997

The allocation performance experiment thrived to demonstrate the possibility of influencing the outcome of the auction998

process through the introduction of an interceding agent with a slightly more e↵ective bid mechanism when considering999

the allocation evaluation metric. This experimental setup and its results are explained extensively in section 5, and1000

as such will not be detailed here further to avoid repetition. The exact simulator configuration used can however be1001

found in Table 1.1002
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1
Introduction

The use of heterogeneous robots fleets has been growing in popularity in recent years across a variety
of sectors, including warehouse management [1], logistics [6], and agriculture [15][38]. Although these
systems are still in their early stages of implementation, they begin to gain momentum and exhibit
promising potential across a wide variety of applications.

These fleets rely on effective communication and coordination to achieve robust and reliable task allo-
cation, leveraging as efficiently as possible the knowledge and resources available to them. Additionally,
robotic systems need to be built to function in cooperation with people [35] as human involvement
is often important for activities that need on-site decision-making, complicated problem-solving, and
adaptability. The challenge of coordinating and allocating tasks among multiple robots with varying
abilities, also known as the Multi-Robot Task Allocation (MRTA) problem [18], is especially difficult
and calls for effective communication and cooperation. In particular, the dynamic nature of the en-
vironments in which these fleets operate, the heterogeneous nature of the team member’s individual
skills, and the mission requirements pose considerable difficulty.

A notable application field for such systems is search and rescue [44] during a disaster. The search and
rescue problem refers to the task of navigating, locating, and rescuing victims in a disaster-stricken area
with an unreliable infrastructure (the problem can also encompass reacting to other emergencies such
as fires and traffic obstructions). Multiple specialised actors must effectively coordinate to ensure the
most efficient use of available resources is achieved to maximise the impact of the response. The tasks
and goals are unknown initially, and evolve over time, making an initial planning phase impossible
or simply ineffective. To further complexify the problem, the environment is only partially known,
as the disaster may impact the infrastructure with various degrees of severity. This does not only
potentially hinder movement, but also communication. Additionally, the unpredictable nature of most
natural disasters makes them particularly hard to anticipate. This leads to the need for a system
capable of being deployed rapidly, and operating in real-time and on-demand. The search and rescue
problem is a difficult undertaking that calls for coordination and collaboration amongst numerous
agents, including first responders, rescue teams, and specialised equipment. These agents may be
mobile, sensing, or communicative, among other skills, and must constantly adapt to a changing and
unpredictable environment. The search and rescue problem also includes the need to collect and process
information about the affected area, effectively communicating information across the fleet given a
limited and unreliable communication network, as well as identifying and prioritising potential victims
for rescue. For those stranded in a disaster area, this is a crucial task that can mean the difference
between life and death. To prevent further loss of life and property, competent search and rescue efforts
are therefore essential.

Among the wide array of challenges presented by the search-and-rescue problem, task allocation proves
to be particularly crucial in enabling agents and resources to best be leveraged to enable an effective
response. The nature of the scenario however introduces a number of major constraints, which in
turn must be accounted for when designing the various systems in charge of tackling this operation.
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36 1. Introduction

Many various approaches have been put forth to address these difficulties. Among them, auction-based
strategies have had the most success (examples include [50][20][7]). Auction-based methods rely on
virtual bidding and auctioning mechanisms to enable a group of actors to reach an agreement on the
plan to be followed by the whole. These techniques particularly fall into one of two groups: distributed or
centralised. Distributed approaches are more resilient but typically produce less optimal task allocation,
whereas centralised methods typically produce better outcomes but are less resilient to communication
disruptions. A novel method is proposed in this document, aiming to combine the best of both worlds
to achieve a hybrid centralised-distributed method for task allocation in a dynamic environment for a
heterogeneous team through the introduction of bid intercession in the auction process.

The objective of this literature review is to become familiar with the difficulties that arise in a search-
and-rescue scenario as well as the cutting-edge tactics and methods that can be used to overcome those
difficulties. Chapter 2 focuses on presenting the Search and Rescue problem, the associated problems
and difficulties related to it, and the efforts that have been made so far to take on the challenge.
A taxonomy of the Multi-Robot Assignment problem is then exposed in chapter 3, along with an
analysis of the Search and Rescue problem using the provided prism. An introduction to the various
existing market-based methods for tackling this problem class and it’s variants is then provided in
chapter 4, along with an introduction to the concept of bid intercession, which will be the main focus
of this research. An overview of the concepts of Hierarchy And Reputation in multi-agent systems, a
consequence of the new method proposed in chapter 4 is then given in chapter 5. A research proposal
is then proposed in chapter 6, with the corresponding research methodology in chapter 7, and research
planning in chapter 8.



2
Search And Rescue

The Search and Rescue (SAR) Problem is a highly complex yet important problem faced by society
today. Search and Rescue situations can arise from a variety of causes, notably accidents, natural
disasters, and other natural or human-driven events. In such situations, a large number of agents must
coordinate in an attempt to locate any situations needing attention, overcome obstacles, and rescue lives
and infrastructure as efficiently as possible. This task is further complexified by the fact that failing
infrastructure may impact communication and movement capabilities, further hindering the ability of
the search and rescue crews to effectively respond to emergencies.

2.1. RoboCupRescue
In order to better understand and frame this problem, the RobotCupRescue challenge can be used as
a reference. The RoboCupRescue is part of the RoboCup organisation (Figure 2.1) created in 1996 [?
]. RobotCup is an annual international robotics competition with as primary goal to promote robotics
and AI research by offering appealing yet complex challenges for teams to take on [4].

Figure 2.1: The RoboCup was created in 1996 to promote robotics and AI

The competition involves more than 40 countries, and more than 3000 participants [2]. Their main goal
of raising awareness of the various challenges associated with the various aspects of robotics is tackled
by offering five different leagues:

• RobotCupSoccer: This league offers robotic soccer competitions, in which autonomous agents
compete as humans would. The primary goal of this league is to further research in the areas of
AI and multi-agent systems.

• RoboCupRescue: This league offers a framework for developing and testing systems to be used
in disaster response scenarios.

• RoboCup@Home: This competition focuses on robots designed to assist with tasks in a home
environment. Those can include cooking, cleaning, and more generally assisting humans when
and where possible.
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38 2. Search And Rescue

• RoboCupIndustrial: This league promotes research for industry-oriented applications. These
include packaging, assembly, sorting, and any other applicable scenarios.

• RoboCupJunior: This league aims at promoting the field of Robotics with younger students,
and promote learning and interest through providing a number of challenges to compete in.

2.2. SAR as Defined in RoboCupRescue
Focusing on the RoboCupRescue, the challenge offered by the league was designed to best reflect the
reality of an emergency response and rescue during a disaster scenario. The league describes a natural
disaster as a major adverse event. Those events impact the environment and infrastructure (notably
transport and communication), resulting in a loss of shelter, food and supply shortages, and the potential
spread of infectious diseases. Effectively responding to these events can ensure that economic losses and
fatalities are minimised, and in turn speed up the recovery of the disaster-struck area.

Accordingly, four main objectives are therefore defined [2] to guide the emergency response effort:

• Save lives

• Prevent new disasters

• Collect data

• Short-/Long term planning

Similarly, the following limitation and constraints can be observed:

• Limited resources

• Incomplete information

• Real-time decision making

• Large number of actors involved

• Heterogeneity (in actors and tasks/task requirements)

• Dynamic scenario state

As such, a few key challenges resulting from the above goal and constraints are derived:

• Victims detection: The first challenge is the detection of human presence and vital signs in the
disaster area, necessary to know what tasks need to be handled by the system. These then need
to be located and relayed back to the emergency response team. This can be handled solely by
the emergency response system, or/and can also leverage civilians on site to assist with relaying
information back (though this also introduces new complexity).

• Communication: Developing a resilient communication system is absolutely critical, as ensuring
stable communication is key to allowing for effective coordination and as a result an effective
emergency response. This resilience can be achieved through better equipment, along with more
resistant communication protocols and systems, capable of handling unreliable communication.

• Task allocation: Upon having established what tasks needed to be handled by the emergency
response system along with their respective requirements, the agents must then coordinate ef-
fectively to ensure that these tasks are delegated efficiently and as optimally as possible to best
leverage the resources present in the network (computational/manpower/equipment). This will
be one of the main focuses of this paper’s research.

• Autonomous navigation/operations: Upon having been assigned tasks, each agent must
possess the ability to autonomously navigate to the desired/necessary location, and perform the
necessary tasks related to its task (clearing up debris, extinguishing fires, delivering medical first
aid). While some tasks are significantly easier for humans to perform, others require mechanical
assistance. Limited manpower means that the more autonomous each robot will allow for a larger
response capacity within a response team.
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• Others: A number of other challenges can also be mentioned, such as the need for having quick-
to-assemble robots allowing for scaling the supply to the demand as quickly as possible, or creating
durable and resilient robots capable of surviving harsh environments resulting from the disaster.

2.3. Modelling SAR
The RoboCupRescue Simulator (RCRS) [2] shall be used as a reference frame to construct a model
of the SAR scenario used in this research. Although the simulator itself might not be used during
the experimental phase of this research (due to logistic reasons), it remains a solid reference of what a
simulation for modelling such situations requires. It will as such remain a main driver for the structuring
of the final framework used.

A number of key aspects are to be simulated to effectively represent the situation at hand. Those include
the environment, the agents, and the communication network. More details on the representation of
these different components is provided in the following sections.

2.3.1. Environment
Modelling the environment effectively is critical to ensure a representation of an emergency scenario is
realistic enough to capture the complexity of the situation. The environment used in the 2023 edition
of the competition can be seen below in Figure 2.2. It is an accurate representation of a part of Kobe,
Japan.

Figure 2.2: The environment used in the 2023 edition of the RoboCupRescue challenge

Figure 2.3: The RoboCup Rescue Simulator environment is capable of simulating the spreading of fire across buildings,

and the collapse of infrastructure
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The environment primarily acts as a baseline for agents described in subsection 2.3.2 to act on. It
provides a position and information leveraged in turn by the communication simulation module (more
on that in subsection 2.3.3).

It notably features buildings, roads, and various Points Of Interest (POIs) such as fire hydrants, gas
stations, shelters, ambulance centres, police stations, and fire stations. The environment is capable of
simulating the start and spread of fires of various intensities across buildings, along with the effect of
firefighters turning off fires. Additionally, the environment can simulate road blockages, requiring the
intervention of police forces to clear debris.

2.3.2. Agents
A total of eight classes of agents can be distinguished, each with its own set of properties and respon-
sibilities. They can be seen below in Figure 2.4:

Figure 2.4: A total of 8 different agent classes are established in the RoboCup Rescue Simulator

• Civilians: The civilians are the most critical agents of the simulation, and play the role of victims
in the disaster. They have varying attributes, such as age, health, size, etc. The civilians may
require assistance from the different rescue teams and have as main goal to reach a refuge location.

• Ambulance Team: The ambulance teams are responsible for providing assistance and trans-
porting injured civilians to refuges and shelters. The teams usually would comprise medical staff
capable of administrating first aid, and limited medical supply and equipment. Ambulance teams
rely on the ambulance centre to be dispatched and resupplied. Furthermore, ambulance teams
rely on gas stations to refill the vehicles when necessary.

• Fire Brigade: The fire brigades are responsible for extinguishing fires across the disaster area,
and rescuing civilians within burning and collapsed buildings. A fire brigade relies on water
hydrant POIs to access water and the fire station for dispatching and equipment. Similarly to the
ambulance teams, the fire brigades rely on gas stations to refill the vehicles when necessary.

• Police Force: The police forces’ main role is to guide civilians toward shelters, and clear road
debris. They rely on the police office for dispatching and equipment. They also rely on gas stations
to refill their vehicles when necessary.

While all the agents described so far are mobile and on the field, the rest do not fulfil the same
purpose. While the role of the above mobile agents is to intervene and operate on the field, the
remaining static agents are primarily responsible for other tasks such as maintaining communication
and coordination:

• Refuge/Shelter: The refuge is the safe haven for civilians and the end goal for each of them.

• Ambulance Center: The ambulance centre’s main role is to coordinate and resupply ambu-
lance teams. Information relevant to the various teams is gathered here and shared with the
various teams to ensure an effective organisation. The ambulance centre is also responsible for
coordinating with the fire station and the police office to orchestrate the emergency response.

• Fire Station: The fire station’s main role is to coordinate and resupply fire brigades. To guar-
antee a successful organization, information pertinent to the various teams is gathered here and
distributed to the teams. In order to coordinate the emergency response, the fire station centre
must also work with the ambulance centre and the police department.
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• Police Office: The primary responsibility of the police office is to coordinate and restock police
units. To guarantee a successful organization, information pertinent to the various teams is
gathered here and distributed to the teams. In order to coordinate the emergency response, the
police department must also work with the fire station and the ambulance centre.

The above-mentioned agent must effectively communicate and coordinate to ensure that an effective re-
sponse is provided when facing arbitrary scenarios. This is one of the reasons behind the RobotCupRes-
cue organisers only releasing the actual scenarios used in the competition close to the competition date.
This is done so to encourage the participants to develop systems either applicable to a wide range of
scenarios and/or capable of being adjusted quickly to fit the case at hand.

2.3.3. Communication Network
The last critical component is the simulation of the communication network. Two main modes of
communication are considered in the RCRS. Those are voice and radio communication. Agents
are able to communicate directly with other agents if within a small distance radius. Otherwise, radio
is available to the agents, at the cost of reliability (some messages could be lost/dropped, or simply
delayed) and certain restrictions (the communication channels operate on a limited bandwidth).

While the exact communication simulation process is not specifically explained in the simulator’s doc-
umentation, a number of possible implementations [14] and factors [47] are possible.

Those notably include ray tracing, which implies simulating the path radio waves would follow (bouncing
around and going through various materials) to account for the obstacles encountered. While a full ray
tracing simulation reflecting the physics of radio waves would prove most accurate, it is also the most
costly computationally. It is furthermore very complex to effectively simulate the reflectivity/absorption
of all the material present, making it a partially attractive solution for large-scale simulations. Lighter
alternatives involve tracing the direct path between the two agents communicating and assigning to all
obstacles on the said path a probability of impacting communication, along with properties such as how
the communication would be affected. While slightly less accurate, this method is significantly cheaper.
A final possible implementation is simply to couple (inversely proportional) the probability of messages
going through with the distance between the emitter and receiver. This is the least accurate method
but by far the cheapest one when computational power is a constraint. Many other factors can also be
accounted for (such as the strength of the signal emitter for example), and a viable trade-off between
computational cost and accuracy can therefore be achieved effectively for this component.

2.4. Optimising Task Allocation in Search and Rescue
The following research will focus specifically on the task-allocation aspect of the SAR problem. This
is chosen as the ONERA expressed a particular interest in this area. This specific problem is known
more generally as the Multi-Robot Task Assignment problem (MRTA) and will be discussed in more
detail in chapter 3. The research will aim at tackling the SAR problem with a particular focus on the
communication challenges present. This most notably include the existing communication constraints
and failures. Other aspects such as the difficulty associated with different tasks requiring different
agents to be effectively addressed will therefore be ignored.





3
Multi-Robot Assignment Problem

Task allocation in multi-agent robotics systems is a major challenge in unlocking more sophisticated
and autonomous transportation systems. The problem, known as the Multi-Robot Task Allocation [18]
(MRTA) problem, consists of assigning a set of tasks to the various members of a robotic team. Un-
derstanding the exact nature of the MRTA problem at hand is critical to understanding the underlying
complexities and limitations of the operating scenario. As such a reference taxonomy of the MRTA
problem is initially discussed in section 3.1 bellow. It is used in turn in section 3.2 to frame the Search
and Rescue MRTA problem and clarify the challenges associated with it.

3.1. MRTA Taxonomy
A number of attempts were made to establish a taxonomy of the possible problems at hand. Notable
taxonomies include the one presented in [18], which proposed a breakdown of the problem centred
around three key aspects with two modalities respectively. Those are (in no particular order):

1. Robots’ capabilities: Robots may be able to take on only a single task (ST), or multiple tasks
at once (MT)

2. Tasks types: Certain tasks can be achieved by a single robot (SR), while others allow for/require
multiple robots (MR) to cooperate/coordinate together

3. Assignment and Constraints: Some tasks must be taken on solely based on the instantaneous
knowledge available (IA). Others on the other hand allow for a time-extended knowledge (TA)
to be provided. This item was extended in [39] to also include a further distinction between tasks
with time-window constraints (TA:TW) and those with synchronisation constraints with other
tasks (TA:SP)

This definition was then extended a first time in [32] which added a distinction for the different depen-
dencies across tasks and robots:

4. Degree of inter-dependence: Problems in which the order of execution does not impact the
value of tasks are denoted as No Dependencies (ND). Tasks for which the order of execution
impacts the tasks’ values are referred to as In-schedule Dependencies (ID). If the order of execution
depends on other robots, the problem is qualified as Cross-schedule Dependent (XD). Finally, the
problem is categorised as Complex Dependencies (CD) if the specific decomposition selected to
take on a task affects the eventual value of the task.

The taxonomy was enriched once more in [45] to include a categorisation of the communication con-
straints present along with the level of uncertainty present in the environment and tasks:

5. Communications: The communication categorisation is made up of two elements:

• Connectivity Type: The communication is considered as Global (G) if all robots are
able to communicate directly with all other agents present. If this is not the case, the
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communication is then said to be Local (L).

• Uncertainty upon messages: The communication can be either certain (N for no uncer-
tainty), with no risk of message losses, or lossy (qualified as S for stochastic).

6. Environment and Tasks: This categorisation aims at specifying the dynamics (or lack thereof)
present in the problem environment. It is also made up of two elements, one for the A priori
Knowledge, and the other for the environment itself:

• A priori Knowledge: Tasks may be either known (K) before execution, or unknown (U)

• Dynamics: The environment and tasks present in said environment may be either static
(S), or dynamic (D) in nature.

The full taxonomy and possible categories are summarised in item 3.2.

3.2. The SAR MRTA Problem
With the MRTA taxonomy established, it is now possible to analyse the challenges of task allocation
applied to the Search and Rescue scenario. Looking at each element of the above-described taxonomy
one at a time, the following problem qualification can be established:

1. Robots’ capabilities - MT: The agents defined in our scenario are heterogeneous in nature.
While the ambulance teams, fire brigades, and police forces would most likely qualify as a single
task (ST), all the coordinating centres could have the ability to take on multiple communication
tasks simultaneously, making the problem multi-task (MT)

2. Tasks types - MR: The tasks possible in this scenario range from simply picking up an injured
civilian to coordinating multiple fire brigades to effectively control a fire (requiring or simply
allowing multiple agents to effectively contain and extinguish). The scenario tasks are as such
qualified as a combination of single (SR) and multi-robot (MR) tasks.

3. Assignment and Constraints - TA:TW and SP The taxonomy yet again highlights the
sheer complexity of the scenario as all assignment and constraint categories can be observed in
the various tasks. Tasks such as picking up a civilian who called (and then hung up) for help
would fall under the instantaneous knowledge available (IA). This is different from the scenario
where the person stays on the phone to keep the centre up to date on the progress of a fire for
example (which would in this case fall under TA). Additionally, a fire must be handled within a
specific time (the window starts when the fire is detected, and ends when the building reaches a
critical state) resulting in a time window constraint (TA:TW). Finally, rescuing a civilian may
only be possible once a specific road blockage has been cleared, resulting in a task synchronisation
constraint (TA:SP).

4. Degree of inter-dependence - CD: The scenario could yet again span a large number of
categories given the large variety and nature of tasks. To start off, the choice of orders for
which civilian to pick up or which fire to deal with first has an impact on the result of the other
civilian/firefighting tasks, leading to In-schedule Dependencies (ID). Simple tasks such as clearing
blockages are not time-sensitive, but they may be necessary for other tasks taken on by different
agent classes to be made achievable, resulting in Cross-schedule Dependencies (XD). Finally, the
chosen allocation and order of task completion will have a direct impact on the overall solution
quality (implying complex dependencies CD), making the problem CD overall.

5. Communications:

• Connectivity Type - L: For the case of a natural disaster, it is assumed that the commu-
nication network is unreliable, making the communication local (L)

• Uncertainty upon messages - S: For the same reasons as above, the communication is
assumed as lossy/stochastic (S)

6. Environment and Tasks:
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• A priori Knowledge - U: None of the tasks would be known before the actual event,
making this scenario a U (it can be noted that some areas may be known for being more
vulnerable, allowing for an "expectation" of where tasks might appear).

• Dynamics - D: The environment and tasks are dynamic (D) as a new task could appear at
any point (a fire starting somewhere), or disappear (residents managing to turn off a fire),
and the collapse of roads and buildings could change the environment at any point.

As can be seen in the above breakdown, the Search and Rescue scenario generally presents enough
complexity to fall into most categories simultaneously when it comes to attempting to classify the tasks
and tasks properties. Additionally, the communication is simply assumed to be unreliable, severely
limiting the potential methods employable. Finally, the dynamic nature of the environment and scenario
results in the need for a very resilient and dynamic protocol capable of re-organising itself efficiently in
real-time.
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Market-Based Allocation Methods

The actual task assignment mechanisms can differ significantly between implementations, and numer-
ous strategies have previously been theorised and tested in an attempt to tackle the MRTA problem
class. Among the different techniques developed, the Market-Based Approaches (MBAs) have proven
particularly successful and versatile (attempts targeted to the SAR specifically are described in sec-
tion 4.3).

Market-Based Approaches primarily consist of providing robots with a simulated economic market in
which to trade tasks and resources in an attempt to solve the Multi-Robot Task Allocation Problem [45].
Given a reward function and a cost function, robots calculate their own utility associated with each task
available, which is then utilised to carry out the actual task assignment process. MBAs have proven to
be very popular due to their efficiency, flexibility, and ease of implementation. Many variations have
been considered and tested, mostly striking a balance between a few crucial characteristics depending
on the application problem under consideration. They are the process’s degree of centralisation, the
task allocation rate, and the bid mechanisms. When attempting to categorise the approaches, two
broad groups may be found:

• Auction-based methods: Those methods are highly centralised and rely on an auctioneer to
perform the final allocation

• Consensus-based approaches: Those methods rely on a consensus mechanism to perform the
task allocation, avoiding a single point of failure at the expense of a potentially more optimal
solution.

They are further discussed in section 4.1 and section 4.2.

4.1. Auction Based Methods
The first and most often used MBA strategies are auction-based ones. In those plans, robots act selfishly
and generally coordinate using a greedy strategy. Such procedures are often centralised, with a single
auctioneer in charge of the process administration, supervision, and decision-making.

The Single-Item (SI) auction [31] is the most basic illustration of an auction-based MBA. In this method,
the auctioneer serves as the principal coordinator, and the process is centred around it. The fundamental
idea is shown bellow in Figure 4.1:

47
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Figure 4.1: The SI auction process [31], an example of Auction-based methods (figure from [45])

0. The auctioneer is given a list of tasks to be auctioned off at the start of a mission.
1. A task is then chosen by the auctioneer and declared to be "for sale," often via an announcement

message.
2. Each robot taking part in the auction computes a "bid" for the task that is being auctioned off

after receiving an announcement message. This "bid" is dependent on a number of properties.
Any combination of information, including the robot’s location in relation to the work, the amount
of battery life left, the robot’s aptitude for the task, etc., may be included in this.

3. The robots then relay their bid to the auctioneer.
4. The auctioneer evaluates all of the proposals and assigns the task to a robot in accordance with

them after receiving all of the bids or after waiting for a predetermined period of time.
5. If any tasks remain unsold, the procedure is then repeated.

A number of key sub-categories can be noted from the Auction-based MBAs. The main ones along with
their respective properties are explained in the subsections below.

4.1.1. Notable Variants
The Single Item Auctions [31] (SI) is the most elementary market-based allocation method, and is
the one described in the steps above. To further improve the allocation speed, Parallel Single Item
Auctions [51] (PSI) auction and distribute all tasks in a single round. This is however possible if
tasks are completely unrelated and do not influence each other. If that is not the case and the order
of tasks taken on is important, Sequential Single Item auctions [49] (SSI) operates in such a way
that agents take the set of tasks in their current plan into account when computing their bid. Finally,
a Combinatorial Auctions [52] gets agents to bid on all combinations of tasks possible to then
achieve the most effective bundle allocation. A few more alternatives revolving around this allocation
mechanism exist, but most simply introduce modifications to the core logic to better address a specific
scenario challenge or aspect listed in the MRTA taxonomy.

All the above-cited methods come with trade-offs, both in terms of optimally, communication loads,
and computational power requirements. It as such becomes necessary to match and pair allocation
algorithms with their corresponding MRTA problem presenting the right properties.

It should be noted that all the above methods rely on a central coordinating instance, making them all
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non-resilient to communication failure. As such they most likely would not prove effective in the SAR
given the scenario requirements.

4.2. Consensus-Based Approaches
The consensus-based approaches still leverage the same bid and auction mechanisms but distributed
the decision-making process to allow for a more resilient system. By coupling an auction phase with a
consensus phase, consensus-based approaches adopt a more decentralised strategy [11, 13]. By doing so,
the singular point of failure flaw found in auction-based methods can be avoided during the task alloca-
tion process. A process for the Consensus-Based Bundle Algorithm, a consensus-based task allocation
algorithm, is depicted below in Figure 4.2:

Figure 4.2: A simple consensus-based auction process: CBBA [11], more details below (figure from [45])

1. Each robot initialises a bundle of tasks during the auction phase, adding tasks to its bundle in
decreasing order of preference.

2. Each robot then transmits to the other robots its bundle with its corresponding preferences values
(representing the robot’s bids for each job).

3. After getting the bundle messages, robots look for conflicts, which are tasks in their bundles that
are also in a teammate bundle.

4. If there are any, they move on to the conflict resolution phase, where the bids are compared to
decide which robot should forego the contentious tasks. A robot will abandon a given task and
all tasks following it in its bundle if another robot successfully outbids it on the said task. The
robots then reconstruct their bundles without taking the tasks they were outbid on into account.

5. Robots then share their respective bundles once more (step(2 + 2k) with k=1), which could lead
to their peers entering a new phase of conflict resolution (step (3 + 2k) with k = 1). The consensus
loop continues (and k is incremented) until a conflict-free allocation is attained.

The Consensus-Based Auction Algorithm and Consensus-Based Bundle Algorithm serve as the founda-
tion for most adaptations of this strategy (both discussed in the subsections below). The fundamental
appeal of these classes of methods is the trade-off of some optimally (CBAA and CBBA guaranteeing
50% provided some specific assumptions; see [11][13]) for a substantially more resilient decentralised
process.
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4.2.1. Consensus Based Auction Algorithm (CBAA)
The Consensus-Based Auction Algorithm (CBAA)[13] is a simpler variant of the case described above.
The major difference being the fact that agents exchange individual tasks instead of bundles, and simply
compare the bid for tasks individually instead of within the context of a bundle.

It is worth noting that despite the tasks being allocated individually, the allocations themselves can (and
do) occur in parallel. While being comparably less performant than CBBA with respect to allocation
quality, CBAA therefore has the major advantage of requiring fewer message exchanges to reach a
consensus. This in turn allows for the algorithm to generally converge faster.

Going back to the MRTA taxonomy discussed in chapter 3, the main constraints of this method find
their roots in the task-by-task nature of the algorithm. It as such prevents the approach from covering
most of the Assignment and Constraints spectrum. Similarly, all of the possible categories of
Degree of inter-dependence are outside of the scope of this algorithm (with the exception of the
ND category).

4.2.2. Consensus-Based Bundle Algorithm (CBBA)
The Consensus-Based Bundle Algorithm (CBBA)[13] is the one depicted in Figure 4.2 and the corre-
sponding description. It operates similarly to CBAA but is expanded to the multi-assignment problem,
where each agent is given a sequence of tasks to complete.

This results in a consensus-based method capable of better incorporating constraints and relationships
present within a set of tasks in the allocation process, yet again covering a larger part of the MRTA
taxonomy spectrum.

It is important to note that CBBA is substantially different that the Combinatorial Auctions mentioned
earlier in subsection 4.1.1. While all task sequence combinations are evaluated in Combinatorial Auc-
tions, the auction process is performed at the task level in CBBA. This trade-off is chosen to balance
convergence speed and communication/computation loads. It will generally allow for a more effective
allocation to be found when compared to CBAA, but achieves this through a comparably higher overall
consensus cost. It however tends to remain the most common baseline for the creation of variants which
extend CBBA to cover a larger scope of the MRTA taxonomy mentioned in.

4.2.3. Other Variants
Most consensus-based approaches variants use the CBBA algorithm as foundation, with each variant fo-
cusing on a different property subset of the MRTA taxonomy. Notable ones include the Asynchronous
Consensus-Based Bundle Algorithm [25, 26] (ACBBA), which extends the base algorithm to al-
low for asynchronous operations, critical given modern communication protocols and their respective
drawbacks. Coupled-Constraint Consensus-Based Bundle Algorithm [55] (CCBBA) extends
CBBA to enable accounting for coupled constraints to address more complex characteristics. Team
Consensus-Based Bundle Algorithm [8] (TCBBA) nests CBBA coordination processes to enable
allocating tasks to multiple teams efficiently. The concept of relays and relay tasks are introduced
in CBBA with Relays [42] to help maintain a unified communication network topology. CBBA
with IRRT [43] aims at unifying a motion planning algorithm (Information-rich Rapidly-exploring
Random Trees) with a CBBA planning phase for an efficient data collection and fleet coordination pro-
cess. Additionally, [21] considers tasks requiring several agents, and [41] focuses on multi-mode tasks
(tasks which can be solved in multiple different ways) with also require multiple agents. Finally, the
Performance Impact Algorithm proposed in [54] is a modified version of CBBA, which uses a different
bid evaluation method referred to as "significance", and improves on a few of the consensus rules for
conflict resolution.

Many other variants have been proposed, each focusing on enhancing different aspects of the base
CBAA and CBBA algorithms. As of today, most of the research and interest seem to be focused on
consensus-based variants over auction-based approaches, with most recent papers published focusing
on CBBA enhancements and variants [45].

Finally, a number of other papers propose radically different approaches, which still leverage consensus
mechanisms without necessarily relying on auction methods. Notable examples include [24], which
proposes a distributed Hungarian algorithm, or [40], which leverages a distributed genetic algorithm to



4.3. MBA applied to the SAR MRTA problem 51

find effective solutions. Both methods cited here also produced a few variants such as [33], [36].

4.3. MBA applied to the SAR MRTA problem
MBA has proven to be a popular choice for tackling the MRTA aspect of the SAR problem. The
principles are leveraged by [50] to perform a local task allocation using centralised bidding mechanisms,
where upon discovering a task the agent respectively takes on the role of auctioneer, and auctions the
task off. A multi-step and responsibility method is described in [20], which proposes to delegate the
role of prioritising tasks, and selecting auctioneers to a central agent, therefore producing a multi-level
coordination structure with multiple central elements. A centralised approach for decision-making is
also considered in [7], [22], and [9] (the latter focusing on search and rescue scenarios in maritime
environments).

A few papers also investigate the use of distributed approaches, such as [56], which focuses on dynamic
task allocation, and [40].

While all the methods presented above have their merits, they clearly highlight a split of the various ap-
proaches into two categories; those that focus on performance (without worrying about communication
failure), and those that focus on reliability. A common pattern can be associated to this observation.
Methods aiming at maximising performances use centralised approaches, while those focused on re-
silience adopted more decentralised systems. The two are therefore analysed in the next section.

4.4. Centralised vs. Decentralised Communication Architectures
The reliance on a centralised versus a decentralised coordination architecture represents a critical distinc-
tion between the two market-based allocation categories mentioned above. The two costliest operations
in an auction-based method are the bid estimation, estimated for each agent bidding in a round, and
the winner determination process (WDP). While for both categories described above the agent bid esti-
mation is performed similarly by each respective agent, the WDP methodology is done differently. For
centralised systems, data is collected in a singular "location" by the auctioneer to compute a solution,
which is then dispatched back to the network. This is in stark contrast to the decentralised architecture,
which relies on local knowledge and rules for performing the allocation and achieving consensus. This
divergence in ethos has significant implications on the requirements and resulting use cases.

For centralised architectures, key notable advantages include the simplicity/convenience resulting from
having all data gathered in one place. This allows for well-established optimisation algorithms to be
leveraged (such as MILP and meta-heuristics), given the auctioneer performs the task allocation based
on a global view of the system. Examples of that include Cao et al’s approach, which leverages particle
swarm optimisation (PSO) algorithms to solve the MRTA problem [12]. This additionally makes it
possible to concentrate processing power around the actor requiring it, allowing for optimising the auc-
tioneer agent with better computing specs, at the expanse of other capabilities, such as displacement and
sensing. This in turn allows for more computationally expensive algorithms such as meta-heuristics or
MILP to be used, allowing for more optimal solutions to be found. Accordingly, the global view provided
by the centralisation of data makes it theoretically possible to find globally optimal solutions.

The main negative aspect of centralised architecture is the presence of a single point of failure. All agents
must be able to communicate with this central agent, and a failure to do so leads to an effective system
failure. This dependency on reliable communication introduces a significant number of constraints, such
as on range, reliability, and any other factors impacting communication performance. Additionally, a
centralised system scales as long as the central agent is capable of coping with the extra computational
load, which can be limiting.

Decentralised solutions specifically aim at addressing this issue by removing the central element charac-
teristic of centralised approaches. Consensus on task allocation is achieved solely through peer-to-peer
exchanges, ensuring resilience to an unreliable and heterogeneous communication network. Every agent
effectively takes on the role of bidder and auctioneer, and the overall auction is split into numerous
sub-auctions, allowing for a decentralised consensus to be achieved efficiently and reliably. The decen-
tralised nature of the algorithms also allows for much more effective and reliable scaling, as while the
eventual solutions found can be less optimal, the systems are still capable of reaching local consensuses,
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ensuring that the network keeps moving and does not fail.

These types of approaches however come at the significant cost of giving up the prospect of attaining
optimality in the allocation, as a global view of the system states is never considered.

4.5. Hybrid Approach, a Research gap?
While significant research has gone into investigating the above communication architecture, very little
can be found on hybrid architectures. A number of approaches split the allocation process into separate
steps, which are then done sequentially, partially centrally and partially decentralised [12]. No pa-
pers could be found however proposing methods that seamlessly combine centralised and decentralised
mechanisms, making it a clear research gap to investigate.

Each approach was designed for a specific MRTA subset of problems, and performs a tradeoff between
resilience and performance by design. This was done so to ensure the problems of applications’ various
properties could be tackled, ensuring a robust process when necessary. Robust however does not neces-
sarily imply optimality, and while a decentralised process for example allows for effectively withstanding
a dynamic communication network topology, a well-built network might not encounter those commu-
nication problems frequently. It might the majority of the time operate as a fully connected network,
with communication failure only occurring a small fraction of the time. In such a scenario, the edge case
of a failing network forces the adoption of a decentralised process, resulting in a sub-optimal process
the majority of the time. No solutions to this tradeoff exist currently in the current literature.

Upon careful analysis of the different existing approaches, both centralised and decentralised, a proposal
was devised which aims at blending the two ethos, and lets both architectures operate simultaneously
together, allowing for leveraging the advantages of both when relevant/applicable. This proposal,
referred to as bid intercession, is detailed in section 4.6 below.

4.6. Centralised Operations in a Decentralised Setting: Bid Intercession
While centralised and distributed processes tackle communication differently, both categories of ap-
proaches make the same assumption when it comes to the source of the bids. All methods and papers
reviewed for this literature study operated under the assumption that each agent was always responsible
to compute and emit a bid for themselves. Changing this assumption can be done through the intro-
duction of the bid intercession mechanism, the main contribution and focus of this research.

Bid intercession is defined as the capability of agents to compute and place bids for tasks on behalf of
other agents. This process has the advantage of integrating almost seamlessly within the CBAA and
CBBA mechanism, only requiring some logic to select which bid to keep when performing the auction
process. While less impactful for centralised processes, the introduction of this capability in distributed
processes opens up the systems to many new dynamics and network behaviours, which will be the main
subject of this research. Three features in particular will be focused on:

• Centralised processed emulation: The main advantage of the introduction of bid intercession
in a distributed approach is the resulting (theoretical) ability of a distributed network to effec-
tively operate as a centralised one when the communication network topology allows for it. One
such example would be through an agent bidding for all other agents, and its bids always being
considered as the main bid in the auction process (an initial bid estimation could still be per-
formed locally by all agents, which would in turn be considered by the "central" agent performing
the WDP before emitting a fresh set of bids reflecting the desired final task allocation). In such a
system, given a fully connected network, the above-mentioned agent would effectively act as the
centralised agent, resulting in a centralised decision-making process. This would in turn allow the
system to naturally transition from a more optimal centralised architecture to a distributed one
as the communication network evolves.

• Positive asymmetry augmentation: Another significant advantage of the introduction of bid
intercession is the possibility for a much more heterogeneous fleet to be assembled, presenting
significantly larger gaps in capabilities within a single network. This is mainly due to the fact
that bid intercession partially lifts the on-the-edge constraints and requirements, as agents do not
necessarily need to be deployed on the field and take on tasks to be able to participate in the task
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allocation process. This means that it now becomes possible to include in a fleet a data centre
for example, with as sole purpose to compute optimal bids based on the information relayed to
it. This in turn greatly increases the positive asymmetries possible in a given network (a positive
asymmetry (PA) is a statistical term describing a value distribution which is not symmetrical
around the mean).

• External/human control in the decision-making process: The introduction of bid interces-
sion opens up interesting avenues for allowing external control within an autonomous distributed
system. Human intervention through the placement of prioritised bids would allow for interfering
and "piloting" the decision-making process without impacting the fundamental mechanisms in
place.

Another important aspect of this concept is knowing when to intercede in a network. The answer to
this question may vary heavily based on the situation and desired behaviour. In a scenario where bid
intercession is used to enable humans to interfere in the task allocation process, the intercession would
be only occasional and used when intervention is desired. In contrast, a more systematic intercession
could be established (with a single central agent continuously bidding on behalf of all the other agents)
when centralised behaviours are desired. This would allow for the network to retain the ability to
remain functional and autonomous in the event of a loss of communication, while still making use of a
more optimal central planner when possible. Finally, a more dynamic approach could be considered,
where agents intercede on behalf of others when deemed necessary. This could be a result of agents
having a poor reputation when it comes to estimating bids, or simply because certain agents know that
their estimations are more accurate (better sensors, more up-to-date data, etc). The exact intercession
dynamics can as such be parameterised to obtain the desired allocation behaviours, further allowing for
"parameterising" the task allocation process.

4.6.1. Key Technical Challenge: Information Source Discrimination
Such systems however raise a number of important challenges, and most notably results in a need to
discriminate between different information sources when conflicts arise as a consequence of interces-
sion.

When an agent ↵ intercedes by placing a bid with value V on behalf of another agent � for a task w,
the fleet finds itself having to choose which bid to consider for agent � when performing the auction for
task w:

B�:�!w = V1 ! bid emitted by agent � for itself
B↵:�!w = V2 ! bid emitted by agent ↵ on behalf of agent � (intercession)

(4.1)

It is important to note that in the above case: B�:�!w 6= B↵:�!w

When such conflict arises, an extra data point becomes necessary to ensure that the whole fleet considers
the same bid (and consequently performs the same auction) despite the process operating in a distributed
fashion. This need to discriminate information sources can therefore be addressed by introducing some
elements of hierarchy and/or reputation. Finally, if all advanced discrimination methods fail, a fall-back
rule must be included, ensuring a tie-break is always provided. Such fallback rule or metric could be
as simple as comparing the IDs of the conflicting bid’s owners (and retaining the one with the highest
index), or the time of the bid emission (with the earliest bid getting priority).

These concepts are reviewed in chapter 5 before describing the proposed research and methodology for
investigating in detail the impact of intercession on a distributed auction process.





5
Hierarchy And Reputation In MAS

Hierarchy and reputation are the two main discriminatory elements that can be considered when eval-
uating the importance and reliability of an information. Those concepts prove particularly important
within the context of bid intercession, where agents find themselves having to select a source of informa-
tion to follow when multiple are available. The concept of hierarchy and its various possible declinations
are first discussed in section 5.1. The idea of reputation is then addressed in section 5.2.

5.1. Hierarchy
Hierarchy is a first possible approach to discriminating between different information sources in the
event of a conflict. It can also be seen as a form of hard trust, as the rules within the group are
fixed.

A hierarchy can be defined as a system or organisation in which individuals or things are ordered, ranked,
or classified according to their importance, authority, or responsibility. A hierarchy contains different
levels or tiers, and each level has its own set of properties, privileges, and responsibilities. The higher
levels of the hierarchy are usually more important and dominant than the lower levels. Additionally, a
hierarchy can also be implemented using a set of rules, allowing for more complex systems to be put
in place, distributing roles and liabilities in a less linear fashion. It is assumed here that the hierarchy
levels are known and observed globally, meaning all agents follow the same hierarchical structure.

Hierarchies are immutable, and their non-dynamic nature allows for easy scaling to large and complex
systems, along with the possibility of nesting various hierarchical structures etc. Implementations may
vary from simply ordering each agent in order of priority, to more advanced relative rankings accounting
for the agents’ various capabilities and performance. Such hierarchies must however be created with all
participating actors in mind to avoid conflicting definitions and conflict resolution.

5.1.1. Applicability and Limitations
Providing a level of "priority" for each data point (setting a hierarchy) can prove to be an effective and
simple solution to the challenge of information source selection. Given that the priority levels do not
collide, the prioritisation is unambiguous, ensuring an error-free convergence respecting the hierarchy
in place regardless of how distributed the network is. This approach proves applicable in the scenario
where the priority in the source of information is clear and easy to establish. Those include:

• Human intervention: In the event of human intervention, it could be necessary to treat the
instructions as absolute. This could easily be achieved by making the human-produced bid the
highest priority possible.

• Superior agents: It could be that an agent with superior sensing and computational power is
present in the network, with as main role to intercede and provide highly accurate bids without
taking on any tasks. In such cases, and assuming the agent is always capable of producing a
more accurate bid estimation, it could simply be provided with a higher hierarchy level, ensuring
prioritisation of its contribution.

55



56 5. Hierarchy And Reputation In MAS

Adopting a hierarchy, or priority-based system does however come with significant drawbacks. It is to
start with absolute in nature and does not account for the quality or confidence of the information. An
agent with a high hierarchy level will always be prioritised, no matter how incorrect (or how frequently
incorrect) its involvement is. This inability to evolve and self-adjust could prove detrimental to the
overall performance of the network over time, and introduce inefficiencies. Additionally, this could
prevent certain further developments, such as the introduction of mechanisms allowing the system to
optimise itself based on its own performance.

As such, while hierarchy-based conflict resolution proves invaluable and necessary in certain specific
cases, finding a more flexible and dynamic solution might be necessary to best leverage all information
available and produced in the network.

5.2. Reputation
Reputation is a key notion in a multi-agent system. It describes the general impression or perception
that one agent has about another agent or group of agents based on their previous encounters and
observations. One way to conceptualise reputation is as a type of "social capital" agents utilise to
make choices and choose which other agents to interact with [3]. Going back to the previous section,
reputation could be considered as a form of soft trust, or dynamic hierarchy.

An agent’s reputation in a multi-agent system is often expressed as a score or numerical value that
reflects the agent’s previous interactions and behaviour. Other agents frequently assess the agent’s
reliability or trustworthiness using this score. A high reputation score, for instance, increases the
likelihood that other agents would trust and work with that agent, whereas a poor reputation score
may make other agents wary or avoid interacting with that agent.

The kind of observation the agents will use to form a judgement about other agents can be divided into
two main categories:

1. Direct observations: Agents watch other agents in action and utilise what they learn to alter
how they perceive their reputations. The agents must have access to a lot of information about
one another in order for this strategy to be effective.

2. Indirect observations: Agents base their judgement of an agent’s reputation on the assessments
and opinions of other agents. For example, an agent may ask other agents for feedback on a
particular agent’s behaviour or use online rating systems to evaluate the reputation of other
agents.

It should be noted that the above two categories are not mutually exclusive, and an agent may estimate
the reputation of another agent on the basis of a combination of direct and indirect observations.

A number of motivating questions can therefore be considered when investigating reputation in multi-
agent systems:

• How can decision trust be represented?
• How can reputation be represented?
• How can evidence (observations) be connected to reputation/trust?
• How should uncertainty be handled (such as when an agent’s reputation is rarely met)?
• How should the transitivity of reputation be handled sensibly?

5.2.1. Formalisation
To better grasp the extent of the challenge, the following formalisation [3] can be considered to better
frame the problems and challenges at hand. A few definitions must first be established:

• Agents: The agents are the actors responsible for taking on the tasks, and rating each other. In
this example, the agents are referred to as ↵, �, and �.

• Predicate X: The predicate is the item or piece of data being considered in the evaluation

• Trust T�!X (in a predicate): The trust an agent � has in a given predicate X (Figure 5.1).
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Figure 5.1: Trust, also referred to as decision trust, as it measures the security of a given agent acting on a given

predicate [3].

• Reputation R↵ ! � [0, 1]: The reputation is the trust an agent ↵ has on another agent �
(Figure 5.2).

Figure 5.2: Reputation, also know as reliability trust, is a measure of the expectation a given agent (↵) has that another

agent (�) will interact reliably [3].

A simple example of the above would be the ↵ and � being the various actors in the SAR network, and
X is a predicate about the bid of an agent for a given task.

Finally, a distinction must be made between global and local reputation. In the event that R↵!� =
R�!� , 8� 6= �, the reputation is considered global. All agents share a common reputation space and
belief, then referred to as R� . If this does not hold, the reputation is then considered local. Within the
context of distributed task allocation systems (considered for this work), the reputation is categorised
as local, as the agents do not share a common global state.

5.2.2. Overview of State of the art
Four main reputation systems stand out from the literature. Those are:

• The Naive Binary Rating

• The Beta Reputation System

• The Dirichlet Reputation System

• Subjective logic

• Others (fuzzy logic, etc)

Naive Binary Rating (NBS) is the simplest of all systems mentioned above. It relies on prior binary
evaluations of a set of interactions to determine the maximum likelihood of an interaction being positive.
In such a system, the rating is modelled as a Bernoulli variable q#, representing the predisposition of
an agent # to behave in a desirable way. Given

ng(t) = ng is the number of positive ratings up to time t

nb(t) = nb is the number of negative ratings up to time t
(5.1)
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The likelihood (Equation 5.2) and maximum likelihood (Equation 5.3) are defined as

L (q#) = P (ng, nb | q#) =
✓

ng + nb

ng

◆
q
ng

# (1� q#)
nb (5.2)

bq# = argmax
q

(L(q)) = argmax
q

(ng log(q) + nb log(1� q)) =
ng

ng + nb
(5.3)

The Naive Binary Rating approach only depends on the observations, and therefore corresponds to the
naive intuition that "an agent that behaved correctly in the past will continue to behave well, and as
such deserves a higher reputation". While seemingly simple in principle, this rating system has proven
particularly important, notably given the fact that humans tend to binarize ratings [17] by mainly
considering the extremes when asked to rate on a scale. A number of different methods and variants
leveraging this approach have been proposed, including for example methods for distributed peer-to-
peer networks [46]. Research was also put into investigating the robustness of such systems [30] in an
attempt to gauge their objectiveness and reliability.

The Beta Reputation System (BRS) [23], while somewhat similar to NBR, is a model based on
Bayesian Network and beta probability function which attempts to go a step further by also integrating
an a priori (Figure 5.3) in the reputation estimation process. This a priori is defined per application,
ensuring an initial tailoring of the reputation system fitting a given application/scenario.

Similarly to NBR, the rating is modelled as a Bernoulli variable q#, representing the binary set of
interaction outcomes {good, bad}. The Bernoulli parameter is defined as a random variable itself.
From there, two probability density functions (PDFs) are obtained, the a priori, and the a posteriori.
Both belong to the Beta probability density functions family, with hyperparameters ↵0 and �0 encoding
the prior knowledge of the a priori PDF (how likely an agent is for being right/wrong at the beginning),
and ↵(t) and �(t) the information of the a posteriori PDF.

The a priori PDF is defined as follows (Equation 5.4):

fq#|↵0,�0
(q) =

� (↵0 + �0)

� (↵0)� (�0)
q(↵0�1)(1� q)(�0�1) (5.4)

0  q  1, ↵0 > 0,�0 > 0

The same convention as NBR (seen in Equation 5.1) is adopted here for the observations annotation,
ng(t) for the good interaction count, and nb(t) for the bad interaction count. From there, given the
posterior hyperparameters ↵(t) = ↵0 + ng(t) and �(t) = �0 + nb(t), the a posteriori PDF is defined
using Equation 5.5:

fq# (q | ng, nb) =
�(↵(t) + �(t))

�(↵(t))�(�(t))
q↵(t)(1� q)�(t) = fq#|↵(t),�(t)(q) (5.5)

The reputation of an agent at an instant t is then represented using the a posteriori PDF of q#, which
expresses the likelihood of agent # behaving honestly. To obtain a scalar to use in various algorithms,
the expectation of q# is often used (Equation 5.6)

R↵!#(t) = Eq#|↵(t),�(t)[q] =
↵(t)

↵(t) + �(t)
=

↵0 + ng(t)

↵0 + �0 + ng(t) + nb(t)
(5.6)

While still relatively simple, this approach allows for incorporating more information into the repu-
tation mechanism, allowing for a pre-calibrated state to be included. The model was later extended
by the original authors to support partial satisfaction, forgetting factor, and two extra operators for
combining and discounting opinions [10] (see the Dirichlet Reputation System below). The BRS forms
the basis of a large number of reputation-based systems nowadays, such as sensor-integrity management
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Figure 5.3: The a priori PDF [3] is used to encode in the distribution how likely an agent is of being right or wrong. It

ensures a correct initial calibration of the rating system when known initially

[16], reputation-based protection schemes for distributed networks [53], and other possible applications
[37].

The third reputation system considered is the Dirichlet Reputation System (DRS) [27]. DRS
operates based on similar principles to the Beta Reputation System, but uses Dirichlet distributions (a
multivariate generalisation of the beta distribution, see Figure 5.4). This in turn allows these systems
to incorporate an element of how good (or how bad) an interaction was, enabling more nuance in the
observations by modelling multivariate probability. Similarly to the BRS, an a priori PDF is used to
"prime" the reputation state, and an a posteriori PDF is used to obtain the reputation of a given agent
at a given instant in time.

For this model, the rating is characterised by K parameters q#i , such that
PK

i=1 q#i = 1. The vector
q# is therefore as a K-variate random vector. From there, the a posteriori PDF is obtained using
Equation 5.7:

fq#|↵0
(q) =

PK
i=1 � (↵0i)QK
i=1 � (↵0i)

q(↵0i�1)
i (5.7)

0  qi  1,
KX

i=1

qi = 1, ↵0i > 0

The observation vectors are then made of K elements all equal to 0, with the exception of the one
corresponding to the rating, which is set to 1. The ratings can then simply be collected by adding up
all the vectors. Ponderation with respect to time (ageing) may also be included through performing a
weighted addition. This is done so using a longevity factor � 2 [0, 1], which controls how discounted an
observation is based on its age (the more outdated an observation is, the less impact it has on the final
reputation rating).

From there, a number of possible representations can be considered. Those include:

1. Evidence representation: This is the most straightforward representation and simply involves
expressing the aggregate evidence vector ~Ry. The amount of ratings of level i for agent y is then
denoted by Ry(i).
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Figure 5.4: The Dirichlet distribution [5] is a generalisation of the beta distribution, and allows for modelling continuous

multi-variate probability

2. Density representation: This is the PDF obtained using Equation 5.7.

3. Multinomial representation: This representation involves defining the reputation score as a
function of the probability expectation value of each element in the state space for an agent y.
The expectation value corresponding to each rating value can be determined using Equation 5.8,
resulting in a vector ~S:

~Sy :

 
Sy(i) =

Ry(i) + Ca(i)

C +
Pk

j=1 Ry(j)
; | j = 1 . . . l

!
(5.8)

The reputation score ~S can then be interpreted as a multinomial probability measure of how a
particular agent would be expected to behave in a future interaction.

4. Point estimate representation: The reputation score can also be summarised as a single data
point. This can be achieved by for example assigning a point value v to each individual rating
level i, and solving for the normalised weighted point estimate score � (Equation 5.9).

⌫(I) =
i� 1

k � 1

� =
kX

i=1

⌫(i)S(i)
(5.9)

While a single point of comparison can prove particularly convenient for certain applications, this
representation however leads to significant losses in information, such as the polarisation of the
ratings.

DRS is an effective rating system, which significantly improves on BRS while retaining most of what
makes BRS effective. It should be noted that the algorithm is sensitive to the initial base rates (a
priori) provided, and while enough observation could eventually compensate for an incorrectly calibrated
baseline, the algorithm would take longer to correctly converge.
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The last major approach is the Subjective Logic system [29] [28]. The key principle behind subjective
logic is to separate and explicitly express probability estimates and uncertainty. The key unit of infor-
mation in subjective logic is the Opinion, a mathematics object representing belief and uncertainty. An
opinion is made up of four key components:

Opinion: !x = (b, d, u, a) (5.10)

1. Belief - b: The belief mass supporting x as being True (direct result of evidence)
2. Disbelief - d: The belief mass supporting x as being False (direct result of evidence)
3. Uncertainty - u: The belief mass uncommitted
4. Base rate - a: The a priori belief, used when no committed belief mass is present

b 2 [0, 1] d 2 [0, 1] u 2 [0, 1] a 2 [0, 1]

b+ d+ u = 1
(5.11)

Opinions can be derived using the previous reputation methods described, such as BRS and DRS PDFs.
The formalism for manipulating opinion objects is referred to as Subjective logic (see Table 5.1).

Table 5.1: A correspondence between probability, set, and logic operators [3]

Opinions once derived can therefore be manipulated and chained up to determine reputations within
and across a multi-agent network, leveraging the beliefs of all agents and their confidence levels. This
proves particularly useful within the context of distributed multi-agent networks but also introduces
significant complexity. The flow of reputation within a multi-node network was studied in a number
of papers [48], [34], yet it remains a complex field possibly worth investigating further, particularly for
task allocation processes.

A large number of other reputation methods have been proposed, and are valid possible solutions for
the problem at hand. A lot of them are recapped in [19], which proposes an overview of the various
methods and paradigms up to 2015. The literature review also breaks down in more detail the various
elements that may be considered when determining the reputation within a multi-agent system, and
the various categories of cooperation possible within a single network.
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5.2.3. Applicability and Limitations
The above-described reputation estimation approaches may prove effective to deal with the novel com-
plexity introduced by bid intercession, but could in turn also have a significant impact on the underlying
task allocation mechanisms. A stand-alone reputation system does not necessarily result in a global
consensus on the reputation of every agent in a network, which proves to be problematic within the
context of consensus-based task allocation.

Consensus-based systems are capable of reaching an equilibrium given that all agents follow the same
rules. While potentially more optimal, the introduction of a reputation system effectively introduces a
second consensus process, which turns into a dependency/constraint for the overarching task allocation
process. It is impossible to ensure a consensus is reached on task allocation as long as a consensus on
the source of truth (which bid to consider, a.k.a the reputation/hierarchy of the information) is not
found within a given network.

Being able to set up a mechanism ensuring that consensus can effectively be reached on the reputation
would however allow for a network to self-moderate and optimise at run time, potentially significantly
improving its own performance in light of the data collected during operations.
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A preliminary literature study suggests that while a number of methods solving Multi-Robot Task
Allocation Problems exist, each is very tailored to a given scenario, and performs a tradeoff between
resilience and performance by design. Furthermore, all market-based methods considered until now
operate under the premise that each agent is responsible for placing their own bids, irrespective of the
task allocation process.

A literature gap is found on what could be referred to as "bid intercession", and its impact on distributed
consensus-based task allocation methods. Bid intercession enables agents in a market-based allocation
system to place bids on specific tasks for other agents, a concept never explored before from what was
observed in existing literature. This would potentially open up new dynamics within a distributed
coordination system, allowing for hybrids of centralised and distributed coordination algorithms to
be developed. Bid intercession has the potential to allow for the creation of fail-safe decision-making
systems, capable of leveraging all available resources while ensuring that the process remains robust
to communication failures, allowing for a reliable and flexible system in uncertain dynamic environ-
ments.

As such, a research objective is first presented in section 6.1, with a corresponding research question
and sub-questions in section 6.2.

6.1. Research Objective
Upon having investigated the topic extensively, and in light of the literature survey presented earlier,
the following research objective is proposed:

"To investigate the implications of introducing bid intercessions in a multi-hop, peer-to-peer
communication network for distributed task allocations through simulations and real-world

experimentation."

The research is therefore practice-oriented, and aims at investigating the impact of an alteration to
the current state of the art, in an attempt to improve over existing methods. The driving goal of
this research will be to make an attempt to propose a "one-solution-fits-all" method for tackling the
MRTA challenge, capable of performing well over a wide range of network configuration and allocation
objectives/constraints while retaining fail-safe properties. The research will focus specifically on the
distributed class of task-allocation algorithms described in section 4.2 earlier, which will act as the
baseline for the development and testing of bid intercession.

6.2. Research Questions
To effectively tackle the research objective proposed in section 6.1, the following research question is
formulated:

"How is a consensus-based distributed task allocation process in a dynamic uncertain
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scenario impacted by the introduction of bid intercession in the multi-hop, peer-to-peer,
dynamic communication network of a distributed heterogeneous agent fleet"

To best tackle the main research question, a number of key questions were established, each aimed
at addressing a specific major component of the research. Three key areas of investigation were de-
fined:

1. The impact of the introduction of intercession on the dynamics/mechanisms
2. The impact of the introduction of intercession on the allocation performance/quality/optimality
3. The level of external control on the allocation process enabled by the introduction of intercession

Three questions were constructed to address those, which are in turn further broken down into sub-
questions, each addressing a particular hypothesis on each aspect of the topic. Finally, an approach is
devised for investigating each hypothesis:

SQ-1: What are the functional properties of a consensus-based task allocation method
with bid intercession
This question addresses the need to understand the impact of the introduction of bid intercession in
the task allocation processes and mechanisms. Two main aspects are considered, notably the impact on
the underlying supporting algorithms, and the resulting novel flexibility in distributed decision-making
process architectures. Three driving sub-questions are established here:

SQ-1.1: Does bid intercession have any convergence impact on the underlying distributed
methods?

Convergence is possibly the most elementary requirement for consensus-based protocols. It is
fundamental to ensuring networks eventually reach an agreement over any decision process. As
such it is the first aspect investigated in this research. Bid intercession does not modify any
of the underlying mechanisms when introduced. It is simply an injection of information, with
some additional logic for establishing which source of information to consider. The choice of
coordination system adopted for information source selection (hierarchy/reputation) therefore
becomes the focal point here. To specifically address the impact of bid intercession of intercession
the following hypothesis is proposed:

H-1.1 The process of bid intercession does not have any impact on the convergence of the underlying
distributed method given that the source of truth is unambiguously defined at all
times. More specifically, the following are not impacted:

– Ability to converge
– Rate of convergence

The main rationale behind this hypothesis is that demonstrating that the introduction of bid inter-
cession does not impact the underlying algorithm mechanisms allows for inheriting the underlying
algorithm’s convergence guarantees.

Validating this hypothesis would therefore answer the sub-question. This would be demonstrated
first theoretically, and confirmed experimentally through the creation of a number of toy problems
to use as a baseline to help isolate the desired cases best proving (or disproving) the hypothesis
(more in chapter 7).

SQ-1.2: What are the keys aspects/challenges introduced by bid intercession

The goal of this question is to dive deeper into the fundamentals of the bid intercession logic and
focus on detailing the challenges and concepts resulting from its introduction in a decision-making
process. This question, which will be addressed theoretically, mainly focuses on the distributed
selection of a source of information to follow and the hierarchical/reputation-based rules that may
be introduced to further assist the process.

SQ-1.3: How well can the introduction of bid intercession enable a distributed decision-making
system to centralise the decision-making process?
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This last question investigates the potential resulting hybrid (centralised/distributed) behaviour
of the system (given an asymmetric configuration/spread of resources). Being able to demonstrate
the ability of the system to effectively emulate other decision-making architectures while being
based on a distributed architecture would then open up avenues for fail-safe decision-making
architectures with various degrees of centralisation. Furthermore, the performance of centralised
and distributed MBA approaches is well understood and documented. As such, proving that the
system is capable of effectively emulating a centralised system could allow for approximating its
corresponding centralised performances through the transitive/equivalence property.

The corresponding hypothesis is therefore proposed below:

H-1.3 In a fully connected static network and a heterogeneous fleet with a single high-performance
agent bidding for everyone with a higher priority, the method is capable of producing the
same results as fully centralised methods (centred around a single high-performance agent).

This specific hypothesis was selected as it allows for verifying the fully centralised scenario, the
other extreme decision-making distribution (fully distributed) being already guaranteed by the
underlying consensus-based algorithm mechanism in conjunction with H-1.1.

This approach would also be investigated analytically and supported using a toy problem and
scenario, specifically aimed at demonstrating the distributed/centralised behaviour (more in chap-
ter 7).

SQ-2: How does the introduction of bid intercession impact task allocation perfor-
mance?
This question addresses the need to understand the performance implications of being able to introduce
further positive asymmetry in properties of the agents taking part in the decision-making process.
This requires understanding the types and scale of PAs made possible, along with the performance
implications of these. Two sub-questions are proposed:

SQ-2.1: What are the various positive asymmetries in agent properties enabled/impacted by
bid intercession?

A large number of agent properties are constrained by on-the-edge requirements. The introduction
of bid intercession allows for bypassing those, potentially introducing much larger capabilities
in the decision-making process, and larger PAs in agent properties as a result. Establishing
what those are is a critical first step in understanding the potential performance impact of bid
intercession on a distributed decision-making process. This question therefore aims at investigating
the various agent property PA enabled or impacted by intercession. Those notably include:

– Computational capability PA

– Information/cognitive PA

– Algorithm/bid evaluation method PA

The following driving hypothesis is hence proposed:

H-2.1 The introduction of bid intercession allows for greater positive asymmetry in a number of
agent properties, which are not as easily achievable otherwise.

This question would be addressed theoretically.

SQ-2.2: How do the various agent property positive asymmetries impacted by bid intercession
relate to task allocation performance?

Upon having established what agent property PAs are made possible by the introduction of bid
intercession, understanding their impact on the decision-making process itself allows for better
grasping of the potential decision-making process performance and quality implications. This
question therefore focuses on understanding the relationship between the different PAs possible
and their influence on the potential optimality and decision-making capabilities of a distributed
network. The following driving hypothesis is proposed:
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H-2.2 The scale of the various positive asymmetries in agent properties has a direct impact on the
quality of the task allocation process. Larger positive asymmetries can in turn allow for a
more effective decision-making process.

This would be again investigated using toy problems, further described in chapter 7.

SQ-3: How effective is bid intercession in providing external control over the decision-
making process?
This question aims at investigating the potential of bid intercession in controlling the outcome of a
distributed decision-making process. This is critical in helping to establish the potential use cases of
such decision-making processes in a human-machine collaboration for example. Two main sub-questions
were established:

SQ-3.1: How effective is bid intercession in injecting an external decision in the distributed
decision-making process?

This question aims at investigating the ability of distributed decisions-processes to integrate exter-
nal instructions. Given the nature of bid intercession, external inputs become potentially particu-
larly easy to inject. Coupling that with the correct rule for which information source to prioritise
could allow for an effective "piloting" of the decision-making process. This would prove critical in
allowing for human input, a fundamental aspect of modern robotic systems. Demonstrating the
ability to inject instructions in the decision-making process and having the fleet re-organise itself
around that would enable advanced application and collaboration while retaining and enabling a
significant level of autonomy. The corresponding hypothesis is therefore:

H-3.1 Given a fully connected network, the task-allocation process is capable of integrating an
externally set task allocation within its broader plan and reorganising the task allocation
around it effectively.

This hypothesis would be investigated experimentally using toy problems, also described in chap-
ter 7.
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Research Methodology

Having established the existing state-of-the-art methods and the research goals, it now becomes possible
to establish a modelling approach. This chapter then focuses on the modelling techniques and tools
adopted in section 7.1, along with the currently available tools used. More information is then provided
on the experiments that shall be conducted and the data collection and subsequent analysis method
adopted (section 7.3).

As discussed briefly in chapter 6, a number of experiment needs to be conducted to verify a number of
hypotheses. The necessary experiments fall into two categories:

• Toy problems: Toy problems are heavily simplified, highly controlled scenarios, purposely de-
signed to focus on gaining insight into specific aspects of a given problem. While not necessarily
realistic, those experiments aim at investigating edge cases and boundaries of the solution space,
in an attempt to effectively understand the dynamics of a given algorithm or approach.

• Test scenarios: Test scenarios aim to verify an approach’s validity by running tests in a context
as realistic as possible. Those allow for ensuring that the final systems would transfer well to
real-world applications. To prove effective, the accent is put on creating a system which closely
resembles the final one deployed, while substituting the environment and platforms it operates on
using simulations.

To ensure consistent and reliable results are produced across all experiments, a modelling approach en-
abling both toy problems and test scenarios must be devised. A number of existing tools and frameworks
can be leveraged to achieve this, with tools such as ROS2 for example ensuring broader compatibility
with the rest of the robotics ecosystem and allowing for easy deployments on real robotics platforms.
The modelling approach and architecture are therefore discussed in the next section.

7.1. Modelling Approach: ROS2 and MAF/CAF
To ensure an efficient and scalable modelling solution, the approach devised aims at building on top of
existing and well-established tools and leveraging experience gathered from similar ventures previously.
A common Agent-Based Modelling (ABM) approach methodology shall be adopted, which includes as
main steps:

1. Definition of the environment
2. Definition of the agents
3. Definition of the agents’ properties and internal processes
4. Definition of the agents’ interactions. Two variants are considered here, namely CBAA and CBBA,

with and without bid intercession. The intercession logic will also include the possibility of various
hierarchical and reputation protocols.

5. Development of an event timeline generation. This will include the timestamp of each task, the
location of the task, and the skill-set requirement for taking on said task (skills are derived from
application/sensing capability).
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6. Development of the various test environments used in toy problems (graph-based), and test sce-
narios (raster-based).

7. Development of the rest of the framework, including the ROS2 communication layer, the binding
MBA framework, and the data collection, visualisation, and analysis.

8. Development of verification and validation strategies at both the local and global levels of the
model.

To effectively simulate the various mechanisms at play, a time-step-based simulation is proposed. This
has the double advantage of best representing reality, while also being easiest to port to non-simulated
robotic platforms when necessary for further real-world testing. Additionally, the simulation framework
is to be modular and flexible (avoiding having as many hard-coded elements as possible). This is done so
to enable re-organising and adjusting simulation configurations as required by the various experimental
setups. Consequentially, and to ensure the created framework scales well, the following requirements
were established:

SIM- The simulation framework must operate in a time-step fashion The simulation framework must al-
low for any arbitrary agent dynamics (following a predefined template) with no further changes required
to the rest of the simulation The simulation framework must allow for using any arbitrary consensus
protocols (following a predefined template) with no further changes required to the rest of the simu-
lation The simulation framework must allow for arbitrary fleet configurations with no further changes
required to the rest of the simulation Arbitrary agent combination Arbitrary agent class The simulation
framework must allow for using any arbitrary environments (following a predefined template) with no
further changes required to the rest of the simulation The simulation framework must support dynamic
environments

Based on the above-mentioned requirements and the availability of pre-existing tools and resources, a
simulator architecture can be theorised. Four key components can be identified:

1. The communication layer - ROS2: ROS 2 is proposed as the main binding and communication
layer. ROS 2, being the current standard in robotics, ensures a verified and validated foundation
for the simulation and exchange of messages, and ensures compatibility of the created systems
with other robotics systems and frameworks. It as such present itself as the natural choice for
this application.

2. Multi-agent Framework - MAF: The multi-agent framework is the highest layer of abstraction
in the simulation architecture and is responsible for the orchestration of the whole simulation,
the exchange of messages, and the management of the interactions between the agents and the
environment. It is an abstract software layer that may be used as a baseline by any application-
specific experiments seeking to run multi-agent simulations. Abstracting away the base simulation
layer has the advantage of allowing for the swapping of environments while keeping the ABM logic
untouched, enabling a great level of re-usability.

3. Common Auction Framework - CAF: This layer inherits from the MAF layer to specifically
focus on auction-based task allocation processes. This layer acts as a plug-and-play layer, allowing
for various auction-based systems to be tested and hot-swapped, without needing to re-configure
any other part of a given simulation setup.

4. Thesis-specific modules: Those modules are designed specifically for this research. They
include the various environments used in the different experiments necessary to investigate all
the hypotheses formulated. It also includes the different bid estimation logics, task allocation
mechanisms (CBAA/CBBA), agents classes, and all other relevant blocks necessary for the various
simulations.

A graphical representation of the above-described simulation architecture can be seen below in Fig-
ure 7.1. This architecture was devised and established based on a previous attempt made at the
ONERA research to create a generalised and reusable MBA framework specifically for experimenting
with auction-based processes. The first attempt was only partially successful but allowed for gaining
insight into the various challenges faced when attempting to create such tools.
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Figure 7.1: The three-layer architecture proposed for this research. The ROS@-based communication layer is not refer-

enced here as it integrates across many modules.

7.2. Research Scope
To help frame the research well, the following areas of focus, simplifications, and assumptions are
proposed:

• The study will restrain itself to static hierarchy systems. Demonstrating their stability and effec-
tiveness would demonstrate the validity of the underlying principles, and in turn, open up the field
to future research on dynamic hierarchy approaches and their interaction with consensus-based
task allocation mechanisms.

• Uncertainty related to hardware will not be modelled. This notably includes sensor inaccuracies
(sensors are assumed to always perform optimally)

• The tasks undertaken are assumed to be performed instantaneously once an agent with the correct
skill-set reaches its location

• Dependencies constraints are ignored for this research. Each task is assumed to be independent
of every other (ND scenarios)

• All agents are assumed to be cooperative. No agent will try to actively disrupt the network and
act maliciously

• Agents will never get assigned a task they are not capable of undertaking
• Movement will be set to a fixed float value for the different agent classes, acceleration is not

modelled
• Exploration is considered outside of the scope of this research. It is therefore assumed that

exploration is performed by some other means, and the tasks are detected and issued to certain
agents

• Communication is assumed to be instantaneous when available
• To obtain result sets allowing for verifying the various hypotheses investigated effectively, the

experiments would have to be repeated for various environments and fleet configurations. Given
the limited time and resources available for this research, the experimental data generated might
have to be limited in scope. If this is the case, it will be specified in the results.

Additionally, all assumptions relevant to the CBAA and CBBA mechanisms are also maintained. This
notably includes the Diminishing Marginal Gain assumption [11].
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7.3. Data Collection and Analysis Methods
Upon having successfully set up the simulation framework discussed above, a number of different ex-
periments will be conducted to investigate the various aspect of the research question. A Montecarlo
method will be applied given the nature of the tests to ensure that the final results and conclusions
drawn incorporate as much information and cover as many possible scenarios as possible.

As mentioned earlier, two categories of experiments will be performed. The first one, the toy problems,
will aim at tackling specific aspects of the problem in an attempt to properly understand and frame
the proposed algorithm’s behaviours. The second (more complex) test will be to run the algorithm on
a more realistic version of the search and rescue scenario, in an attempt to benchmark and compare
the method’s performance with other existing solutions. The two different experiment categories are
discussed below.

7.3.1. Toy Problems
As discussed earlier in chapter 6, a number of hypotheses need to be investigated in order to fully
address the various research questions. The hypotheses formulated are compiled below (the reference
numbers match the research questions they correspond to):

H-1.1 The process of bid intercession does not have any impact on the convergence of the underlying
distributed method given that the source of truth is unambiguously defined at all times.
More specifically, the following are not impacted:

– Ability to converge
– Rate of convergence

H-1.3 In a fully connected static network and a heterogeneous fleet with a single high-performance agent
bidding for everyone with a higher priority, the method is capable of producing the same results
as fully centralised methods (centred around a single high-performance agent).

H-2.1 The introduction of bid intercession allows for greater positive asymmetry in a number of agent
properties, which are not as easily achievable otherwise.

H-2.2 The scale of the various positive asymmetries in agent properties has a direct impact on the quality
of the task allocation process. Larger positive asymmetries can in turn allow for a more effective
decision-making process.

H-3.1 Given a fully connected network, the task-allocation process is capable of integrating an externally
set task allocation within its broader plan and planning around it effectively.

Note that H-2.1 on this list will be addressed theoretically, and as such does not require an experi-
ment.

To best isolate the desired problem aspects, the experimental setup will be kept as simple as possible. A
graph-based environment will be used as the basis of all tests, with different configurations and layouts
as per the experiment’s needs. The bid estimation process will also be kept as elementary as possible,
with two main methods considered, aimed at representing two different cost estimation processes:

• Manhattan Distance: Bids are estimated on the basis of the inverse of the length of the shortest
path between an agent and a given task

• Weighted Manhattan Distance Bids are estimated on the basis of the inverse of the length of
the shortest path between an agent and a given task accounting for the weights of the edges.

While not significantly different, those two approaches allow for simulating a difference in knowledge,
the first one only requiring information about the current position and task position, and the other also
requiring knowledge of the graph itself. This in turn allows for introducing a difference in quality in
the bid estimation process, which can in turn be leveraged to generate "conflicting" allocations.

Accordingly, four different toy experiments are proposed, each corresponding to a specific sub-research
question hypothesis (the toy problem references matching the hypothesis addressed). A recap of the
questions to hypothesis to toy problems references correspondences is provided below in Table 7.1.
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Table 7.1: Overview of the research question to hypothesis to toy problem reference correspondence

Research
question
reference

Sub-research
question
reference

Hypothesis
reference

Toy problem
reference

3*SQ-1 SQ-1.1 H-1.1 T-1.1
SQ-1.2 - -
SQ-1.3 H-1.3 T-1.3

2*SQ-2 SQ-2.1 H-2.1 -
SQ-2.2 H-2.2 T-2.2

SQ-3 SQ-3.1 H-3.1 T-3.1

Toy problem T-1.1: Testing convergence
The goal of this first toy problem is to investigate the convergence and convergence rate properties
of distributed consensus-based task allocation algorithms with intercession. As such, the experiment
will be designed to specifically track the level and evolution of consensus within a network upon the
discovery of a task by a given agent. The number of messages exchanged necessary to reach a consensus
for various fleet and communication network configurations will be looked at in particular. Those tests
will be run both for CBAA with and without intercession. Following the research scope limits set for
this work, a hard hierarchy will be adopted here, and dynamic hierarchies will be left out of this study.
If the hypothesis is correct, the results should indicate that no notable difference can be observed given
that the consensus complexity (the number of agents participating in the consensus process) remains
constant in both tests.

Toy problem T-1.3: Testing centralised emulation from distributed
The goal of the second toy problem is to investigate the ability of a distributed network to operate
in a centralised fashion. Accordingly, the hierarchy within the network will be designed to reflect a
centralised system, with all agents but one place at the same priority level, and a single one being
placed higher. No constraints will be placed on the communication network, meaning all agents will
be able to exchange messages freely and reliably. The aim of the experiment will then be to verify
whether, in such conditions, the network converges towards the solutions set by the higher priority
agent consistently. If this hypothesis is correct (and given the scenario defined in the hypothesis), the
experiments should demonstrate that all bids considered in the auctions were emitted by the central
agent responsible for the centralised coordination.

Toy problem T-2.2: Testing positive asymmetries
This experiment is the most complex one to design, as it requires coming up with experimental setups
reflecting all the positive asymmetries investigated. The exact configuration of each test will therefore
not only depend on the results of SQ-2.1, which will dictate what PA are worth investigating, but
also on the technical and computational capabilities available for this research. The general approach
however will be as follows. A reference experiment will be set up and run to obtain a baseline to
compare other results to. This base experimental setup will then be maintained, but the various agents’
capabilities will be adjusted to reflect the desired PA respectively. The results will then be collected
and compared to determine the relative impact of the various PA on the system’s performance.

Toy problem T-3.1: Testing external intervention capabilities
The goal of this final toy problem is to investigate the ability of the system to accept external instruc-
tions, and seamlessly integrate them within its own plan. To demonstrate this, a specific agent/task
combination will be selected, and a bid will be injected mid-run. The goal will then be to verify the
instruction is respected, and how well the network re-organises itself around it. It should be noted that
this experiment, while seemingly similar to T-1.2, diverges in the fact that only a single instruction is
injected, whereas in T-1.2 an entire plan is imposed.

7.3.2. Search and Rescue case study
Upon having performed and investigated all the toy problems described earlier, a final test need to be
run, with the goal of evaluating the algorithm’s performance within a more realistic context. Following
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the simulation methodology described in chapter 2, the following experimental setup is proposed.

Environment
The environment proposed for this case study is reconstructed based on a satellite image of one of
ONERA’s test sites (Figure 7.2). This particular area was selected for a number of reasons. First,
the site presents a large variety of features relevant to the desired scenario. Those include a blend of
dense and light vegetation, which can be used to help stimulate communication. Furthermore, this site
belonging to the ONERA could eventually allow for performing on-site experiments, which would in
turn be used to validate the results obtained in this research.

Figure 7.2: The Caylus military field, used as reference scenario for this research

The goal of this feature collection was to be able to distinguish between various map features and provide
each category with a unique set of characteristics. This process was done manually and produced a set
of svg masks. A total of four different feature sets were extracted:

1. Hard obstacles: Those notably include all buildings, hard infrastructure, and containers present
on the site

2. Dense vegetation: Those include the trees and all dense forest areas
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3. Light vegetation: Those include the small bushes, and tall grass areas
4. Paths: Those includes all roads and dirt paths indiscriminately

These were aggregated and are displayed below in Figure 7.3 according to the list order above from
darkest to lightest:

Figure 7.3: The final feature maps extracted from the Caylus satellite image agregated

The map created will therefore allow for simulating the movement of agents on the map, and the
communication constraints experienced (each obstacle category being provided with different levels of
communication permeability).
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Agents
The agents shall be simulated as described in chapter 2, and will endorse the responsibilities as laid out
in the RoboCupRescue challenge.

Coordination protocols
A total of four coordination protocols will be tested. Those include CBAA and CBBA without inter-
cession, to obtain baseline performances to use as a point of comparison, and CBAA and CBBA with
intercession.

Coordination architecture
Upon having decided on the coordination protocols, it is necessary to define the overall communication
and coordination structure adopted between the various agent categories. This notably includes which
agents will take part in which census processes, which agents are responsible for which task categories,
and ultimately which tasks to analyse during the consensus process. Although not absolutely necessary
for the correct functioning of the underlying algorithms, this ensures agents only perform computations
on the subset of tasks they need for their own work, reducing the computational load where possible.
In such architectures, all agents still relay all tasks and bids but only perform the consensus process on
the tasks relevant to them. An example of such optimisation would be to have the "pick up a victim"
tasks and bids only be evaluated by the ambulance agents, and have them in turn not take part in
the consensus on the "go extinguish a fire" tasks, which are only relevant to the firefighter agents. For
the later tasks and bids, the ambulance agents simply act as proxies, ensuring the effective flow of
information without interfering in the consensus process.

This allows for maintaining a robust and fully-populated communication network leveraging all possible
agents to support the flow of information while only performing the necessary calculations where rele-
vant. Additionally, this results in the consensus process only being performed among relevant subgroups
of agents, in turn confining each consensus processes complexities to the minimum possible (it being
directly related to the size of each relevant agent subgroup). This in turn allows for faster convergence
to a decision as fewer agents take part in it.

Finally, the structuring of the various consensus processes allows for controlling the coordination process
and assigning responsibility to various agent subgroups, further structuring the coordination process as
needed. For this specific research, and given that it was stated that none of the tasks had any depen-
dencies on each other, it is sufficient to simply constrain each task and bid categories to their relevant
agent subgroups, as no additional structure is needed. It should be noted that if the no-dependency
assumption was not made, it could be possible to further optimise the network architecture, by for
example introducing "coordination hierarchies". For instance, we could have each agent group "cen-
tres" (ambulance centre, police station, fire station) communicating among themselves and developing
strategies for addressing the above-mentioned dependencies in the task allocation before passing those
on to the agent network through intercession for example, leveraging the centralisation capability of the
system for the decision-making process.

Explain the intercession architecture
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Research Planning

This chapter provides an overview of the logistics for this research project. A breakdown of the timeline
and major milestones is first provided in section 8.1. The resource and budget allocation is then
presented in section 8.2, and finally, the potential risks and corresponding mitigation strategies are
discussed in section 8.3.

8.1. Timeline and Milestones for the Research Project
To help structure and guide the work undertaken for this research, five major project phases have been
established:

1. Literature Study: The first phase of the research project is the literature study. Its main
purpose is to provide an overview of the current state of the art, identify a research gap, research
questions, and a corresponding research methodology. The final result of this phase of the project
is the literature review paper (this document).

2. Research and Development: The research and development phase will be done following the
conclusions and methodology established during the literature study. The main goals of this
phase will be to setup all the digital infrastructure and frameworks necessary for running the
experiments during the testing phase. It should be noted that no particular date was planned for
the various sub-components of the development process, it was decided instead to follow an agile
methodology for this part of the work.

3. Testing: Upon having completed all necessary tools and simulation frameworks, the experiments
defined in the literature study will be conducted, and data will be collected for subsequent analysis.

This phase is notably broken down into two major sub-phases:

(a) Toy problems: A number of toy problems will first be researched, verifying and validating a
number of specific hypotheses made on various aspects of the research problem

(b) Case study: A main experiment, focusing on testing the novel method on the SAR problem
will then be conducted

4. Data Analysis: The data collected during the testing phase will then be analysed, and used to
attempt at verifying the hypotheses made to address the main research question.

5. Reporting: The final phase of this project will be to report all results, findings, and conclusions
in a final thesis paper.

A breakdown table of the above phases is provided bellow in Table 8.1:
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Table 8.1: Breakdown of the research phases

Accompanying the project phases, a number of key milestones have been defined for this research. Their
main goal is to serve as yardsticks, aimed at evaluating the progress of the project as the research is
conducted. Those milestones are:

1. Kick-off meeting: The kick-off meeting is the first major milestone for this project. The goal
of the kick-off meeting will be to perform an evaluation of the literature study performed. The
meeting will notably focus on the research proposal, the research methodology developed around
it, and the questions and objectives of the project. It will officially mark the start of the thesis
project. Additionally, tentative goals for the mid-term meeting will be set.

2. Literature study submission: The submission of the final literature study paper is the next
major milestone. The submission should take place roughly one week after the kick-off meet-
ing, which will be used to update the first draft of the paper to account for the comments and
conclusions reached during the meeting.

3. Mid-term meeting: The mid-term meeting will occur three months after the kick-off meeting. A
presentation will be given, summarising the approach, and providing details on the methodological
steps and results obtained so far. Additionally, the next steps of the work will be identified in
detail to ensure the successful completion of the project. A small report summarising the work
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achieved so far will also be provided here.

4. Thesis first draft: The completion of the first draft of the thesis will then be the next major
goal. This is necessary for the initiation of the green light review. It will allow for obtaining
feedback on the work and results obtained, and allow for starting the final correction process.

5. Green light review: The purpose of the green light review will be to review the state of the
research and evaluate whether the work achieved so far is sufficient for starting the submission
and review process.

6. Thesis submission: The final draft of the thesis, taking into account all the feedback received
will then be submitted for review and defence.

7. Defence: The thesis defence is the final step of the process. The research will be presented, and a
board of examiners will be given the opportunity to ask all necessary questions and doubts before
performing a final evaluation of the overall project.

Table 8.2: Recap of the research project milestones

A Gantt chart recapping the phases and milestones can be seen below.
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8.2. Resource Allocation and Budget
The research project is performed in cooperation with the Office National d’Etude et de Recherche
Aerospatial (ONERA, a.k.a the French Aerospace Labs) research centre. They will provide the necessary
computing resources along with financing for a duration of six months. If the research timeline allows
for it, the ONERA may furthermore provide the opportunity to conduct a number of real-life tests in
their Voliere multi-agent research lab.

8.3. Potential Risks and Mitigation Strategies
The main risk is the potential for delays related to the development cycle of the tools and framework
necessary for conducting the various experiments. This was however accounted for by performing
a large majority of the baseline development while writing the literature study. This in turn not
only allowed to obtain a number of preliminary confirmations with respect to the topic itself but also
allowed for obtaining a good understanding of what would be realistic given the limited timeline and
resources.
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