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Preface

This thesis, “Auralisation of modelled wind turbine noise for psychoacoustic listening experiments”, con-
cludes my time in the European Wind Energy master and as a university student. This work combined my
interests in wind energy and engineering acoustics to investigate a new methodology for generating wind
turbine noise signals for psychoacoustic experiments. During this project, I implemented a fully modelled
auralisation toolchain. This research report targets readers interested in the socio-technical investigation
of wind turbine noise. I hope that this project sparks efforts to understand better and communicate about
the noise of future wind farm projects.
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great pleasure that I will continue this work into a four-year PhD.

I want to thank my supervision team for assisting me in delivering the best work I could produce. In particu-
lar, I want to thank my daily supervisor, Roberto Merino-Martinez, for his unwavering support and endless
encouragement throughout the project. He was instrumental in setting up the listening experiment and in
providing me with valuable feedback during our weekly meetings. His attitude and passion have continu-
ously fuelled my enjoyment of academic research. I also want to thank my DTU co-supervisors, Franck
Bertagnolio and Andreas Fischer, for assisting me with setting up the validation and helping me under-
stand HAWC2 so I could get this project on rails. And lastly, I want to thank Daniele Ragni for his great
feedback and insights at all project stages.

I also want to take time to thank my friends and family. Starting with Benno Riha for the fun Mondays
working together at the faculty. His endless humour and sarcasm made me look forward to every visit
to Delft and made coffee breaks much more enjoyable. A great thanks also goes to Kimberly van den
Bogaard for the lengthy late-night calls where she supported and encouraged me through my hard times.
The funny reels she sent were always well-timed to cheer me up and get me going again. My brothers,
Ewout and Jorben, made me feel right back at home in Belgium. I thank them both for allowing me the
enjoyment of annoying them from time to time. Our mutual venting about our days provided great relief
after a stressful day.

This research would not have been feasible if it weren’t for these people, and I am endlessly grateful for
their contributions.

I hope you enjoy reading this thesis as much as I enjoyed writing it.

Josephine Siebert Pockelé
Antwerpen, October 2023
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Summary

Wind turbine noise is one of the grand challenges in the public acceptance of onshore wind farm projects.
The field of psychoacoustics identifies the auralisation of wind turbine noise as a link between technical
design and annoyance estimation. There is currently limited work on the auralisation of wind turbine noise,
and none targets an application in psychoacoustic research.

This work investigates the auralisation of the aeroacoustics output of DTU’s HAWC2 for use in annoyance
estimation. A Gaussian beam tracing approach propagates the frequency domain output to observer lo-
cations. The resulting spectrograms are converted into sound signals by applying random phase and the
inverse short-time Fourier transform. This work includes a binaural rendering module to enable future VR
applications. The methodology’s implementation results in the Wind Turbine Auralisation tool, WinTAur.

The noise signal output of WinTAur is validated using the HAWC2 model of a stall-controlled NTK 500/41
wind turbine and corresponding acoustic field measurements. Psychoacoustic sound quality metrics show
significant differences between the auralised and measured noise. In the overall psychoacoustic annoy-
ance metric, these differences mainly depend on the observer’s position around the turbine. All metrics
show this directionality dependence, while the loudness, sharpness and tonality metrics also indicate a de-
pendence on wind speed. Differences in fluctuation strength show a minor dependence on the simulation
case but are difficult to relate to a specific simulation parameter.
Spectral analysis of the simulation output samples reflects the limitations of HAWC2, demonstrating that
it is the primary source of discrepancy. The analysis especially highlights the inaccurate prediction of the
directionality and stall noise of the HAWC2 code. The choice of ground type is another probable source
of discrepancy, as it does not accurately represent the measurement setup.
A subjective listening experiment demonstrates the significance of these discrepancies in human percep-
tion with generally high difference ratings between the simulated and recorded noise. The results illustrate
a dependence on wind speed and the position around the turbine. These dependencies match well with
the findings from the numerical validation.

Future work should focus on a sensitivity analysis of WinTAur since the case-independent parameters
may be additional sources of discrepancy. Another recommendation is to investigate the unveiled errors
in the underlying methodology. Lastly, better propagation modelling concerning the wind turbine wake and
turbulence should be part of future wind turbine noise modelling.

Overall, using modelled wind turbine noise for the auralisation in psychoacoustic research has shown
promising results. Validation with sound quality metrics provides good insights into the discrepancies
found in subjective listening experiments. Eliminating the existing discrepancies through modelling im-
provements will allow this work to be applied in a fully modelled approach to estimate wind turbine noise
annoyance.
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1
Introduction

To meet 2030 climate and energy goals, large amounts of wind turbines are being installed yearly. While
the offshore wind energy sector is growing, onshore wind is still responsible for most of the growth in
installed capacity [1], [2]. The biggest challenge facing the public acceptance of onshore wind turbine
installations is noise [3]–[6]. While levels are typically lower than those of other sources of noise, such as
aircraft [7], [8] or traffic noise [9], the number of annoyed people is found to be higher for similar exposure
dosage [10]–[13]. While McCunney et al. [14] found no indications of health risks related to low-frequency
sound, studies show a risk to sleep and cognitive performance caused by wind turbine noise [15]–[18].

In recent studies related to the annoyance and health risks of wind turbine noise, use is made of virtual
reality setups [17], [19] or listening rooms [20], [21]. For these studies, sound obtained through recordings
is used and sometimes combined with an auralisation toolchain. Despite the clear results of these studies,
there are indications of specific situations where annoyance and health risks are higher [22]. Bolders
Reedijk and Kamp [18] further indicate that their study regarding health risks is limited due to the limited
number of people living close to wind turbines, highlighting the need for experiments in simulated settings.
Public engagement regarding new wind farm projects using auralised wind turbine noise has been demon-
strated by Butera et al. [23]. Their study shows a desire in the public for a more significant number of
simulated situations. Public engagement regarding noise impact is shown to be very important in the
acceptance of projects [22].
Kirkegaard et al. [24] indicate that a socio-technical lens is critical when solving the grand challenges
of wind energy development. When it comes to noise, the field of psychoacoustics [25] provides such
a socio-technical lens. Within psychoacoustics, there are indications that current parameters cannot ex-
plain differences in annoyance [26]. In an attempt to alleviate this limitation, Merino-Martinez et al. [20]
propose the framework in Figure 1.1, which involves auralisation to allow for the modelling of turbine noise
annoyance.

Sound 
auralization

(Audio-visual) 
Listening 

experiments

Sound Quality 
Metrics 
(SQM) 

evaluation

Sound 
propagation 

model

Wind turbine 
type and 

conditions
ANNOYANCE 
ESTIMATION

Observer 
location

Parametric wind 
turbine noise 
synthesis tool 

Wind turbine 
noise field 

measurements

Blade design 
(geometry and 

material)

Wind-tunnel 
measurements 

and CFD Visualization 
via virtual 

reality (VR)

Wind farm 
design

HAWC 2

WinTAur

Figure 1.1: Concept framework for the estimation of wind turbine noise annoyance. The Wind Turbine Auralisation tool from this
thesis (WinTAur) is highlighted. (Adapted from Merino-Martinez, Pieren and Schäffer [3, Fig. 1].)
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2 Chapter 1. Introduction

The above information identifies a need for an auralisation tool for wind turbine noise. These tools exist
[27]–[29], but are targeted at different fields of application and levels of fidelity. They implement their own
noise source modelling, while there are wind turbine simulation codes with aeroacoustic modules avail-
able, such as SILANT [30], HAWC2 [31], and openFAST [32].

Considering all the above, the research objective statement for this work is formulated:

The objective of this Master Thesis is to investigate the use of the aeroacoustics module of
HAWC2 in the auralisation of wind turbine noise. Specifically, this work focuses on auralisation
for applications in psychoacoustics. This work aims to implement a fully modelled approach to
close the wind turbine noise annoyance estimation framework.

This work’s specific place in estimating wind turbine noise annoyance is highlighted in Figure 1.1. Within
the research objective, the following additional questions are posed:

1. What sources of discrepancy exist between the auralised wind turbine noise and experimental record-
ings?

2. In terms of psychoacoustic sound quality metrics, how large are the discrepancies between the
auralised wind turbine noise and experimental recordings?

3. Which trends in the numerical discrepancies between auralised wind turbine noise and experimental
recordings are reflected in subjective perception?

Chapter 2 first covers essential topics in the field of wind turbine noise, which forms the basis of this work.
Then, chapters 3, 4, 5 and 6 cover both literature and the chosen methodologies for the different parts
of the auralisation toolchain. Chapter 7 discusses the overall implementation of these methodologies into
one coherent code. This code is then validated numerically in chapter 8 and through a subjective listening
experiment in chapter 9.



2
Wind Turbine Noise Auralisation

Vorländer [33, p. 100] defines auralisation as “the technique to create audible sound files from numerical
(simulated, measured, synthesised) data.” The principle steps involved in auralisation are shown in Fig-
ure 2.1. Three distinct parts are present: sound generation, transmission or propagation, and processing
and reproduction. Sound generation describes the sound emitted by either a sound power and directivity
of extended or distributed sources, a blocked force output, or the free velocity of a vibrating source. The
propagation contains all elements that describe the path from source to observer and how this path affects
the source input. Lastly, processing and reproduction is the step where the received signal is made into a
sound file that can be played to a listener.

Figure 2.1: ”Principle of auralization” [33, Fig. 7.1]

The physics behind the first two steps, when applied to wind turbine noise, are explored in this chapter.
The noise generation is described in section 2.1 and the propagation in section 2.2. The signal processing
methods used in this report are covered in section 2.3, so results may be more easily reproduced. Lastly,
existing methods of auralising wind turbine noise are reported in section 2.4 to illustrate the current state-
of-the-art.

2.1. Aerodynamic Noise Generation
Glegg and Devenport [34, p. 5] describe the underlying phenomenon causing aerodynamic noise as fol-
lows: “When convected turbulence encounters a solid body, it generates rapid changes of pressure on
the surface of the body that radiate as sound waves through the fluid.” The flow phenomena over a wind
turbine blade, relevant to aerodynamic noise generation, are illustrated in Figure 2.2.

Since the shape of wind turbine blades is dominated by airfoils, the mechanisms of aerodynamic noise
are all related to airfoil self-noise. Bertagnolio and Fischer [35] further describe that the complexity of the
turbulent flow around wind turbines makes the prediction of these phenomena quite tricky. Nonetheless,
the dominant airfoil self-noise mechanisms relevant to wind turbines are clearly defined. The four most
relevant mechanisms and the current state of their prediction methods are summarised in this section,
after the work by Brooks, Pope and Marcolini [36], and by Bertagnolio and Fischer [35].

3



4 Chapter 2. Wind Turbine Noise Auralisation

Figure 2.2: “Schematic of the flow around the outer part of the rotor blade” [37, Fig. 4.4].

2.1.1. Turbulent Inflow Noise
The first self-noise mechanism relevant to the turbulent flow around wind turbine blades is turbulent inflow
noise. This noise source is evident when considering the above quote from Glegg and Devenport [34, p.
5]. The noise from this mechanism is caused by the impingement of a turbulent flow on an airfoil, which
generates pressure fluctuations on the leading edge.

The analysis of this noise source is mainly inherited from the study of propeller and helicopter blade noise.
The work by Amiet [38], which uses the Schwarzschild technique to solve the Helmholtz wave equation,
is widely used as a prediction tool in the wind turbine industry and research communities, as it is heavily
validated against experimental data. This theory has a few limitations, as it assumes the airfoil is a flat plate
with zero angle of attack in turbulence described by the isotropic Von Kármán spectrum [39]. However,
Bertagnolio, Madsen and Fischer [31] did not find substantial discrepancies when using Mann’s model
[40] for turbulence. Discrepancies between the model and measurements are driven by angle of attack
[41] and airfoil leading edge thickness [42]. Moriarty, Guidati and Migliore [43] have developed empirical
corrections for thick leading edges.

2.1.2. Turbulent Boundary Layer Trailing Edge Noise
The interaction of the top and bottom turbulent boundary layers with the airfoil’s trailing edge is the basis
for the second source of self-noise: turbulent boundary layer trailing edge noise. The physical mechanism
is the sound emissions of turbulent eddies, amplified by scattering effects at the airfoil’s trailing edge.
This source is most dominant close to the blade’s tip, as the inflow velocity and turbulence intensity are
the largest. It is currently the dominant noise source in the audible range, enhancing its importance in
analysing wind turbine noise.

Figure 2.3: Aerodynamic flow responsible for turbulent trailing edge noise.
Adapted from Brooks, Pope and Marcolini [36, Fig. 1]

Due to its importance, many models exist for turbulent trailing edge noise prediction. Chase [44] proposes
the first framework, which relates the surface pressure spectrum to the far field sound radiation through
experimental results. Chandiramani[45] further developed this model, which Howe [46] then generalised.
Amiet [47] proposes a similar model, which Roger and Moreau have improved [48], [49]. These models
require expensive experimental pressure fluctuation measurements to predict trailing edge noise. Hence-
forth, Parchen [50] proposed a method to close the modelling loop, now known as the TNO model. The
latter method related the pressure field to the velocity profile in the boundary layer through the work by
Kraichnan [51], where the boundary layer could be simulated in XFOIL [52]. Kamruzzaman [53], and Fis-
cher, Bertagnolio and Madsen [54] have made further developments of the TNO model as well. Similar to
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Kamruzzaman, Goody [55], Rozenberg [56] and Lee [57] have also developedmodels for the wall pressure
spectra, based on boundary layer parameters, which can be used in the Amiet or Chase models.
Brooks, Pope and Marcolini take a second modelling approach [36], now known as the BPM model. It
is based on experimental work with a symmetric NACA 0012 airfoil at Reynolds numbers up to 1.5 × 106.
Noise emissions are related to the Reynolds number and the airfoil’s angle of attack. An important parame-
ter of the BPMmodel is the trailing edge boundary layer thickness, originally obtained from experiments on
the NACA 0012 airfoil. Moriarty, Guidati and Migliore [42] generalised the BPM model by introducing the
boundary layer thickness as a modelling parameter, which in turn can be modelled with tools like XFOIL
[52].
Recent developments in computational capabilities have enabled the use of Direct Numerical Simulations
(DNS) for predicting trailing edge noise. Sandberg, Sandham and Jones [58]–[60] conducted DNS com-
putations of a flat plate, NACA 0006 and NACA 0012 airfoils at Reynolds number in the order of 104 to 105.
These low Reynolds numbers pose the current limitation of DNS due to the computational demands of
higher Reynolds numbers. Since the Reynolds number close to the tip of a wind turbine blade is multiple
orders of magnitude larger and due to its computational cost, DNS is not yet widely adopted in industry.
Wang and Moin [61], and Wolf and Lele [62] have illustrated Large Eddy Simulations (LES) in combination
with acoustic analogies. These studies are limited to Reynolds numbers in the order 4× 105.

On modern turbines, trailing edge serrations are frequently applied to minimise the turbulent noise close
to the tip. Accurate attenuation prediction is currently only possible with high-fidelity CFD/CAA (Computa-
tional Fluid Dynamics, combined with Computational Acoustic Analogies) methods, limiting industrial noise
analysis applications. Howe [63], and Lyu, Azarpeyvand and Sinayoko [64] have proposed analytical en-
gineering models of noise attenuation by serrations. A recent development in reducing trailing edge noise
is porous trailing edges [65], [66]. This technology and its associated numerical prediction methods are in
the early stages of development and adaptation.

2.1.3. Separation and Stall Noise
Stall noise is an important source of airfoil noise at high angles of attack, as the flow over the airfoil is
separated. Since the turbulent vortices in the separated flow region are large and convect slowly, stall
noise is expected to generate low-frequency noise for dimensional reasons. According to measurements
and modelling by Søndergaard [67] and Bertagnolio et al. [68], this is not necessarily true. Stall noise
can be considered a combination of the previous two mechanisms, as it is dominated by large eddies
interacting with the airfoil surface, combined with trailing edge scattering.

Figure 2.4: Aerodynamic flow responsible for separation and stall noise.
Adapted from Brooks, Pope and Marcolini [36, Fig. 1]

There are two approaches in literature to predict stall noise over an airfoil. As a first approach, CFD/CAA
methods have been attempted by Christophe, Anthoine and Moreau [69], Nagarajan, Hahn and Lele [70],
and Kocheemoolayil, Wolf and Lele [71], but remain too computationally expensive for use in industry.
The second approach consists of experiments in wind tunnels to determine the stall characteristics and
associated noise. Brooks, Pope and Marcolini [36] considered stall noise during their experiments and
derived a parametric model applicable to various airfoil profiles. Moreau, Roger and Christophe [72] derive
a model from wind tunnel data of NACA 0012 and 65-1210 airfoils through the Curle acoustic analogy.
Christophe, Anthoine and Moreau [69] further ran a wind tunnel campaign with a controlled diffusion airfoil
to propose an LES-based model. Schuele and Rossignol [73], and Suryadi and Herr [74] propose a
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model based on trailing edge theory, tuned for separated flow conditions. Bertagnolio and Fischer [68]
propose a self-contained model based on Amiet’s theory [47], scaled and fitted to data from wind tunnel
and wind turbine measurement campaigns. The modelled prediction of stall noise heavily depends on the
computational prediction of stall, which is a challenging task in itself. For this study, the modelling of stall
noise can be considered the largest limiting factor in the final results.

2.1.4. Tip Noise
Large vortices are induced at the tip of a blade, which interact with the blade surfaces. This is the cause
of the last relevant aerodynamic noise mechanism. The flow around a blade tip is very complex due to its
three-dimensional nature, sharp velocity gradients, and the significant effect of the local blade geometry
on the flow. The most accurate way to model this noise is thus by a CFD/CAA method, demonstrated
by Arakawa et al. [75], and Schneider and Lucius [76]. Similar to the CFD-related methods above, tip
noise prediction with CFD/CAA is limited in Reynolds number due to the computational cost. For industrial
applications, engineering models, such as the one by George, Najjar and Kim [77], and the BPM model
[36] with modifications by Moreau et al. [78] are widely applied.

Figure 2.5: Aerodynamic flow responsible for tip noise. Adapted from Brooks, Pope and Marcolini [36, Fig. 1]

Outside of these four mechanisms, other airfoil self-noise mechanisms exist but are irrelevant for wind
turbines due to the flow conditions on a blade. Blunt trailing edge noise may become more relevant with
the emergence of flat back airfoils applied on the inboard section of large turbine blades for structural
reasons [79]. Mechanical noise caused by the vibrations in the turbine structures and mechanics are
usually dealt with by wind turbine designers by appropriate design and eigenfrequency analysis. These
sources may become more relevant when rotor noise is reduced.

2.2. Physics of Outdoor Sound Propagation
The propagation of sound through the atmosphere is well described in literature. Typically, sound propa-
gation is affected by the atmosphere, ground conditions, and obstacles. There are five phenomena at play
when it comes to the effect on sound waves: reflection, absorption, refraction, diffraction and scattering.
The different forms of these phenomena, as they occur in outdoor propagation, are illustrated in Figure 2.6
[80].

Reflections occur when sound waves encounter an acoustically solid boundary, such as the ground or
obstacles, like buildings, vegetation, etc. The amount of energy that is reflected depends on the material
and structure of the ground or obstacle and is measured by the acoustical impedance characterised by
flow resistivity [81]. The energy that is not reflected is absorbed by the boundary. Sound reflections have
been extensively studied and can be determined with models such as that of Embleton, Piercy and Daigle
[81].

Two main absorption mechanisms occur in outdoor sound propagation: absorption at boundaries and
absorption in the medium. In essence, sound waves are particles of a medium in cyclic motion. This
motion, in turn, causes heat conduction, shear viscosity and molecular relaxation to occur, resulting in
sound energy losses. The absorption at boundaries is usually covered by models of the reflection at such
boundaries, as the two effects are intertwined. Empirical models of sound absorption in the atmosphere
involve using the atmospheric conditions and models of the resonance frequencies of the most common
elements in the atmosphere. Such a model of atmospheric losses is found in the work by Bass et al. [82],
[83], which is integrated in the ISO 9613-1 standard [84].
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Figure 2.6: “An illustration of outdoor sound propagation.” [85, Fig. 2.1]

Sound refraction is the deflection of the propagation path due to gradients in the properties of the medium.
In the atmosphere, refraction is caused by gradients of wind speed and temperature [80], [86], which are
well described in meteorological literature [87]. Depending on the nature of these gradients, sound can be
refracted upwards or downwards, as illustrated in Figure 2.6. Refraction can also cause shadow zones
and ducting in combination with topology and obstacles.

Diffraction is the spreading of waves away from the dominant propagation direction caused by the pres-
ence of acoustically sharp edges. In outdoor propagation, these edges occur at obstacles of which the
characteristic length is comparable to or shorter than the sound wavelength. Diffraction can raise noise
levels in the shadow zones [80].

When waves interact with local non-uniformities, the waves are deflected, which is a process called scat-
tering. In the atmosphere, this scattering is usually caused by random fluctuations of wind speed and
temperature in turbulence. Sound energy can be spread to shadow zones during scattering, which is
called insonification. Usually, a loss of coherence in the propagated sound also occurs [85], [88].

One last phenomenon that occurs during the propagation of sound is the spreading of sound waves. This
spreading causes the amplitude of the sound waves to decrease as energy is spread over a larger area.
While often described as a loss, no energy is dissipated or lost to the environment in this process. Depend-
ing on the source’s nature, the spreading pattern results in a specific sound attenuation, which is illustrated
in Figure 2.7.

In this work; ground reflections, absorption, and refraction are accounted for, as well as spreading. Other
effects are omitted as they either do not apply to the considered validation cases or their models are too
complex for the scope of this thesis.

Figure 2.7: Spreading losses for point (spherical spreading), infinite line (cylindrical spreading)
and finite line sources. [88, Fig. 4.1].
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2.3. Signal Processing
This section establishes the conventions for signal processing used in this report. Firstly, the following
symbolic convention is used to describe the short-time Fourier transform [89] of a sound pressure signal.

Xf,t = STFT {pt} = Af,t exp(j · ϕf,t) (2.1)

Sound spectra and spectrograms in aeroacoustic models are usually reported as pressure spectral den-
sities (Pf,t in Pa2/Hz), while most attenuation models are defined in terms of spectral amplitude, the con-
version is established as

Af,t =
√
Pf,t (2.2)

It is common practice for the analysis of sound to express sound spectra as logarithmic levels in decibels
(dB). This report expresses sound spectra as Pressure Band Level (PBL) spectra in one-third octave bands.
These are determined as follows:

PBLfc (dB) = 10 log10

(∑fu
f=fl

Pf (fu − fl)
(2× 10−5)2

)
(2.3)

where the central, lower and upper frequencies (fc, fl, fu; respectively) of the one-third octave bands are:

fc = 103 · 2i/3 ∀i ∈ [−18, 13]
fl = fc · 2−1/6

fu = fc · 21/6

In the case of power spectral densities, it may be desired to express the density as a Pressure Spectral
Level (PSL) in decibels per Hertz (dB/Hz), which is determined as:

PSLf = 10 log10
(

Pf

(2× 10−5)2

)
(2.4)

For expressing attenuation spectra, such as those of atmospheric absorption, the ratios A/A0 are ex-
pressed in decibels as well and determined as:

Att = 10 log10
(
A

A0

)
(2.5)

To determine the pressure spectral density of sound samples, this work uses Welch’s method [90], as
implemented in the Python SciPy module [91]. The inverse short-time Fourier transform implementation
from the same module is used for the inversion of spectrograms. It should be noted that this implementa-
tion uses the methods described by Griffin and Lim [92], meaning they are not pure inverse fast Fourier
transforms.

2.4. Current Auralisation Methods
A few auralisation methods for wind turbine noise are currently described in literature. An overview is
provided in this section. Two fundamental paths are taken: a sample-based one or a simulation-based
one. This thesis is based on aeroacoustic model outputs, so it falls somewhere between the two.

2.4.1. Sample-Based Methods
Sample-based auralisation is quite common in other fields of study and is frequently proposed for wind
turbine noise [23], [93]–[95].
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Pieren et al. [93], [94] have worked on a technique to auralise existing wind turbines in the context of
research on the auralisation of environmental sound. Their technique synthesises the sound by spectral
shaping to match the provided sound samples. They use several fixed monopole sources in the rotor disk
to emit this synthesised sound with atmospheric absorption and ground effects as a filter. Source motion
is also compensated for by appropriate frequency domain filtering.

Butera et al. [23] use a technique where the sound is measured at multiple stations and then played back
from speakers in an identical configuration with necessary filtering to compensate for the microphone and
speaker arrays. This technique is limited to reproducing what has been measured and is an edge case of
the definition of auralisation.

Finne and Thysell [95] used a technique where sound is recorded at a known location from the source. This
recording is then backpropagated to the source location through the propagation filter. The resulting virtual
sound source is then propagated to the observer location through the same filter with different parameters.

These auralisation techniques are limited to representing wind turbine noise in the operational conditions
at the time of recording the noise samples. Extensive measurement campaigns are required to study
turbine noise in multiple conditions. The study by Butera et al. [23] indicates the desire from the public
to be presented with wind turbine noise in various situations, which can be expensive in a sample-based
approach.

2.4.2. Simulation-Based Methods
In simulation-based wind turbine auralisation, the number of current projects is limited. Two distinct types
of simulation are under consideration.

The first type involves a blade element approach to the problem. Mascarenhas, Cotté and Duaré [27], [96]
propose a method where a wind turbine blade is discretised. On these discrete elements, flow conditions
are determined to be plugged into the models by Amiet [38], [47] with extensions by Roger and Moreau
[97]. The method does not model any of the above-described effects on sound propagation.
Bresciani, Maillard and Santana [28] propose another blade-element-based method that uses Amiet’s
theory [38], [47] with Corcos’ turbulence correlation length model [98] and Goody’s wall pressure spectrum
model [55]. The input parameters for the noise model are obtained through 2D incompressible RANS
simulations, with STAR-CCM+ software [99], of the airfoils at each blade section. Propagation is done
through the Harmonoise model for predicting environmental noise [100].
In the presented blade-element-based methods, the rotor aerodynamics to determine the local flow con-
ditions are highly simplified and identified as a potential point of improvement. Applying auralisation to
industry tools, such as the Horizontal Axis Wind turbine simulation Code (HAWC2) [101], SILANT [30]
or OpenFAST [32], may increase the inherent consideration of wind turbine noise annoyance in the rotor
design while improving the flow modelling.

Van der Velden and Casalino [29], [102] propose a more computationally expensive, full CFD-CAAmethod
for auralising wind turbine sound. Flow around the wind turbine is resolved using SIMULIA PowerFLOW ’s
Lattice Boltzmann Method [103]. A frequency-domain Ffowcs-Williams and Hawking calculation [104] is
used to compute the wall pressure fluctuations. Ground effects are taken into account through a source
mirroring technique. This method is targeted at certification, and its high computational cost is identified
as a limiting factor for application in a wind turbine rotors’ highly iterative design process.

The current work aims to improve the current wind turbine noise auralisation methods by using HAWC2 as
the basis tool to determine the source noise while applying amore complete sound propagation model than
most other methods. This allows the quick simulation of multiple operational conditions without requiring an
extensive noise measurement campaign. This method can also limit the computational cost, encouraging
broader industrial and research applications. This work is also targeted specifically at psychoacoustic
research of wind turbine noise annoyance and is to be validated as such. Different ways of achieving
audible sound signals and the binaural rendering of these signals are also explored.





3
Source Model

The first principle step described by Vorländer [33] is the source description. This chapter mainly consists
of a description of the aeroacoustic model attached to DTU’s aeroelastic code HAWC2 [31], [101] and the
methodology to implement it into the toolchain, since this is the focus of the current work.

3.1. HAWC2 Aeroacoustics Model
This section aims to describe the aeroacoustic model in HAWC2 in the detail needed for this project. First,
the aerodynamic source models are covered. Next, the coupling with the HAWC2 aeroelastic code is
described, after which some additional considerations are noted.

3.1.1. Aerodynamic Source Models
This section briefly overviews the noise source models used in the HAWC2 aeroacoustics module as
presented by Bertagnolio, Madsen and Fischer [31]. While more models are available in the code than
described here [101], they are not described in the literature and thus not in this section.

First is the turbulent inflow model, which is based on Amiet’s theory [38], [105]. This model makes use of
a frozen turbulence hypothesis for the impinging flow on an airfoil. The shape of a flat plate is used to rep-
resent the airfoil, which is a good approximation so long the thickness is smaller than the noise-generating
vortices. A model by Moriarty, Guidati, and Migliore [43] is implemented to account for discrepancies in
experimental data caused by a thick leading edge [41], [106]. Amiet’s theory uses the Van Kármán model
for the turbulence spectral tensor. This model uses the assumption of isotropic turbulence, which does
not hold for the anisotropic turbulence encountered in the atmosphere. Therefore, the Mann turbulence
model [40] is implemented in the TI model as a substitute for isotropic turbulence.

The second modelled source is turbulent boundary layer trailing edge noise. A variant of the TNOmodel is
used [50], which combines the boundary layer turbulence anisotropy approach by Bertagnolio et al. [107]
with the trailing edge noise scattering model by Howe [46]. Directivity effects are modelled with the method
described by Brooks, Pope and Marcolini [36] . The models require parameters describing the boundary
layer under the simulated conditions, which are obtained through software such as XFoil [52] or CFD tools
such as EllipSys2D [108]–[110]. Different hypotheses can be used to investigate these parameters [43],
[107], [111].

Lastly, a stall noise model is included in the form described by Bertagnolio et al. [68]. The methodology is
based on Amiet’s theory, where the separation and stall noise are modelled from a set of standard input
parameters and a separation location determined with tools like XFoil or a CFD solver. Due to the known
inaccuracy of the latter tools in predicting the separation angle of attack, the resulting separation location
is also assumed to be inaccurate. Bertagnolio and Fischer (F. Bertagnolio and A. W. Fischer, private
communication, Oct. 6, 2023) consider the stall noise to be the biggest limitation in the noise predictions
at high inflow velocities, especially for stall-controlled wind turbines.

11
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3.1.2. Coupling with HAWC2 Aeroelastic Code
All the above models require a set of standard input parameters, which describe the local flow conditions
over the blade elements. These are obtained from the standard outputs of the HAWC2 aeroelastic simula-
tions. The local boundary layer parameters are also required for some of the noise models. The procedure
in HAWC2 is to compute a table with these parameters per angle of attack and boundary layer beforehand,
which the noise models can call on-the-fly. The data for these tables can be generated with airfoil flow
simulations [31].

It is important to note that the above models are formulated in the frequency domain, while the HAWC2
aeroelastic simulations take place in the time domain. The time scales involved in aerodynamic and aeroa-
coustic processes are considered large enough to assume the noise evaluation can be done under a
steady-state assumption at each time step. This assumption holds as long as the time step is small enough
compared to the lowest desired resolved sound frequency. A more in-depth explanation is provided by
Bertagnolio et al. [31].

3.1.3. Other Considerations
The propagation in the HAWC2 aeroacoustic predictions is limited to include only spherical spreading
[101]. In a meeting with Bertagnolio (F. Bertagnolio, private communication, Mar. 14, 2023), it is clarified
that the effects of source movements (such as Doppler frequency and time shifts, and convective ampli-
fication) are also included in the model, as this is considered inherent to moving source modelling. Only
direct propagation to a list of given receiver locations is considered. No ground reflection or atmospheric
diffraction is considered.

The output to be expected from HAWC2 are sound spectra at set time steps (spectrogram). The spectra
are given for each aerodynamic source and a combination of all sources. All these spectra are also given
per individual blade and summed over all blades [31]. This opens up the possibility to consider each noise
type separately in the auralisation and thus investigate the effect of reductions in each category. It also
allows for source modelling per blade instead of considering the turbine as a single large sound source.

It is noted that other codes similar to the aeroacoustic module of HAWC2 are available. These include
SILANT by Boorsma and Schepers [30], and the module for openFAST by Bortolotti et al. [32]. The in-
and outputs of both tools are similar enough to HAWC2, making it possible to adapt the current work to
these tools rather easily.

3.2. Sound Source Model
There are a few ways to go about implementing the HAWC2 code into an auralisation sound source.
Ultimately, a method requiring more computations by HAWC2 is chosen, which limits the number of as-
sumptions imposed on the sound source directivity. It involves running HAWC2 with a sphere of receiver
points and propagating the sound from those. It does require an assumption of the location of a singular
representative source on the wind turbine blade, which is based on acoustic imaging of a wind turbine.
The full sound source model is presented in Figure 3.1.

Source Model

Generate uniform
spherical grids

Run HAWC2
simulation HAWC2

Output

HAWC2
Grid

Generate initial rays Interpolate HAWC2
Output

Source
Grid

Sound
Rays

Figure 3.1: Flowchart of the sound source model. Solid arrows represent logical flow, dashed lines represent data flow.
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The result from this source model is a large list of sound rays: one per blade, one per simulation time step,
and one per point on the spherical grid. Hence, the compute time of the auralisation tool will scale linearly
with both simulation time resolution and spatial resolution of the sound source model. The propagation of
these sound rays is described in chapter 4. The details of the steps in the flowchart are described in the
following subsections.

3.2.1. Generation of Uniformly Spaced Spherical Grid
As shown in Figure 3.1, uniformly spaced spherical grids are used at multiple points in the source model.
The process for generating the grid points is based on a method by Deserno [112] and described in algo-
rithm 1. The grid resulting from the algorithm represents a unit sphere around the origin of the coordinate
systems. This sphere is thus to be scaled and offset for use in the different parts of the source model.

For the simulations in HAWC2, this unit sphere is adjusted to encompass the entire turbine rotor, as
illustrated in Figure 3.2. It is then input as the observer points where the turbine noise is calculated. In
order to ensure the rotor does not intersect with this sphere, the grid radius should always be larger than
the rotor radius.

Algorithm 1: Deserno algorithm for generating a uniformly spaced spherical grid [112], rewritten with
current nomenclature.

1 Set Nray = 0;
2 Set ad = 4π/N and dd =

√
a;

3 SetMpolar = round(π/d);
4 Set dpolar = π/Mpolar and dazimuth = a/dpolar;
5 for each m in 0, 1, ...,Mpolar − 1 do
6 Set ϕd = π(m+ 0.5)/Mpolar;
7 SetMazimuth = round(2π sinϕd/dazimuth);
8 for each n in 0, 1, ...,Mazimuth − 1 do
9 Set θd = 2πn/Mazimuth;
10 Create point with polar coordinate S⃗(1, θd, ϕd);
11 Set Nray ← Nray + 1

12 end
13 end
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Figure 3.2: Uniform spherical grid, used as observer points in HAWC2. Illustrated with a representation of a wind turbine.
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3.2.2. Sound Ray Initialisation
In order to give the sound rays an initial propagation velocity and wavefront direction, it is assumed to
originate at a single point source per blade. This singular source is located at the location of most sound
energy, as found through acoustic imaging. The studies by Oerlemans, Méndez López, and Sijtsma [113],
[114] show an approximate location of most sound energy at approximately r = 0.85R in Figure 3.3, which
is also consistent when considering different surface treatments. Technically speaking, this location is
turbine-specific. However, it works as a first estimation for validating the auralisation tool. It is left as an
input parameter so it can be adjusted later.

Figure 3.3: “Typical acoustic source plots showing the noise sources on the individual blades.
The black line indicates the blade contour (leading edge on lower side). The range of the

colour scale is 12 dB and the colour scale is the same for each row” [113, Fig. 7].

A secondary uniform spherical grid is set around the point at 85% of the blade radius, which is illustrated in
Figure 3.4a. Lines are then determined through the source point ξ⃗ and each point on the secondary grid
x⃗

SG
, as shown in Figure 3.4b. These lines are then extended towards the sphere of HAWC2 results, with

centre point x⃗
H2

and radius r
H2
. This is shown in Figure 3.4c. The intersection of the initial lines and the

sphere of HAWC2 results is determined by solving Equation 3.1a and 3.1b:

||x⃗− x⃗
H2
||2 = r2

H2
(3.1a)

x⃗− ξ⃗ = d
x⃗

SG
− ξ⃗∣∣∣∣∣∣x⃗SG
− ξ⃗
∣∣∣∣∣∣ (3.1b)

This results in a determinant ∇ and distance d, as given in Equation 3.2, considering the sphere around
the source point is of unit radius. Due to the design of the source model, ∇ > 0 which indicates two
intersection points. Only the intersection in the direction from source point ξ⃗ through unit sphere point x⃗

SG

is used, which corresponds to the distance equation with the positive square root of the determinant in
Equation 3.2b.

∇ =
[(
x⃗

SG
− ξ⃗
)
◦
(
ξ⃗ − x⃗

H2

)]2
−
(∣∣∣∣∣∣ξ⃗ − x⃗H2

∣∣∣∣∣∣2 − r2
H2

)
(3.2a)

d = −
[(
x⃗

SG
− ξ⃗
)
◦
(
ξ⃗ − x⃗

H2

)]
±
√
∇ (3.2b)

After determining the initial lines and intersection, the initial sound rays are given a sound amplitude spec-
trum. This process is described in the following subsection.
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(a) Secondary grids around source points.
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(b) Lines from source to secondary grid points.
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(c) Initial rays from source to HAWC2 result
sphere.

Figure 3.4: Visualisation of the initialisation of the sound rays in the source model.

3.2.3. Interpolation of HAWC2 results
Since the HAWC2 aeroacoustic model is currently limited to 255 sound observer points [101, p. 68], a
method is implemented to interpolate this limited number of points to the intersection points. Under the
assumption that these points are approximately located in a plane defined by the three closest points of
the HAWC2 observations, a 2D triangular interpolation is done. This is described in Equation 3.3, where
the numbered points x⃗i are the locations of the HAWC2 output vi, as illustrated in Figure 3.5. v is the
interpolated output at point x⃗.

v(x⃗) =
v1
d1

+ v2
d2

+ v3
d3

1
d1

+ 1
d2

+ 1
d3

di = ||x⃗− x⃗i|| (3.3)

Figure 3.5: Visual representation of the interpolation triangle.

The HAWC2 aeroacoustic simulations are run on larger time steps than the auralisation itself. For this
reason, the HAWC2 results are linearly interpolated to the smaller simulation time step of the propagation
model. Since the sound spectra are expressed in Pa2/Hz, corresponding to the sound energy content, the
HAWC2 spectrograms are interpolated linearly to achieve continuous energy rather than pressure levels.





4
Propagation Model

The second large component of auralisation is propagation. Many numerical methods exist to describe
the propagation of sound signals. These will be shortly presented based on the work by Vorländer [33]
and Yunus [85]. The selected method for this work is further worked out in section 4.2.

4.1. Existing Numerical Methods
In order to simulate the physics of sound propagation, as described in section 2.2, an appropriate mod-
elling approach is to be selected. There are two classes of methods that can be considered for outdoor
propagation of sound: wave-based and geometrical acoustics [33], [85].

Wave-based methods solve the discretised wave equations on a spatial grid. Some of these methods are
the finite-element method, boundary element method, and finite-difference time-domain method, which
deal with the full wave equations. More simplified methods include the pseudo-spectral time domain meth-
ods, transmission line matrix, parabolic equation and the fast field program. Because these methods
directly deal with the wave equations, they can provide insight into wave propagation behaviour. Most of
these methods are described to have high computational costs [33], [85]. The complexity of implementing
a meshing tool and differential equation solver and the fact that no solvers are available to the author at
the time of writing rule out the use of these methods in this thesis.

The methods under consideration for this work fall under the geometrical acoustics methods. These meth-
ods hypothesise that the travel of sound and the associated energy flow can be depicted by lines called
rays. Geometrical acoustics (ray acoustic methods) have been applied to many indoor and outdoor prop-
agation problems. The most common methods are image source, ray tracing, and beam tracing [33], [85].

The simplest of these methods is the image source method, which is illustrated by Figure 4.1. In this
method, one direct ray is considered, which is a straight line from source to receiver (‘r1’ in the Figure 4.1).
Surface reflections are considered by mirroring the source around a surface and determining a second
straight line from the mirror source to the receiver (‘r2’ in the Figure 4.1). The process of determining
reflections is repeated for all combinations of sources and surfaces, where the following condition is met:
“If we run a specular ray tracing process and find a receiver hit by a ray, the corresponding image source
must be audible” [33, p. 204]. While the computational cost and complexity of the image source method
are low, it cannot easily account for refraction and scattering of sound. Its computational cost increases
exponentially with the number of polygonal surfaces, which is the biggest downside of themethod [33], [85].

In complex environments, ray tracing is a popular approach. It was originally developed for geometrical
optics. In this method, rays are considered as the propagation paths perpendicular to the wavefronts and
are described by the eikonal equation [85], [86]. While the method is very popular in outdoor propagation,
it is known to suffer from singularities at caustics and shadow boundaries [86], [115]. Ray tracing requires
the computation of eigenrays connecting the source(s) and receiver(s), for which many methods exist [85].

17
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Figure 4.1: Illustration of the image source model .

Beam tracing is an extension of ray tracing, where the rays are considered as beams with a width. When
considering multiple receivers over a vast area, which is a use case considered for the code in this thesis,
beam tracing is preferred as it does not require the identification of eigenrays [116], [117]. Different variants
of beam tracing exist, one of which is Gaussian Beam Tracing. This is the method chosen in this work for
its relative robustness compared to other beam tracing methods[85].

4.2. Beam Tracing Methodology
The Gaussian beam tracing methodology in this work is presented in Figure 4.2. I can be roughly divided
in three parts: the tracing of the central rays, the propagation effects and the Gaussian reception. Each
part of the propagation model is discussed in a dedicated subsection. The generation of the ray geome-
try is described in subsection 4.2.1. The propagation effects, among which atmospheric absorption, are
described in subsection 4.2.2 and the Gaussian reception is covered in subsection 4.2.3.

Propagation model

Update ray velocity

ISA

Determine local
speed of sound

Log. wind
profile

Propagate ray Add propagation
effects

Receive ray through
Gaussian beam

method

No

   

Yes

At receiver?
Sound
Rays

Incoming
Sounds

Figure 4.2: Flowchart of the sound propagation model.

4.2.1. Central ray tracing
For tracing the central ray of the Gaussian beams, the method described by Arntzen is followed, where two
differential equations are solved: a ray position equation [86, Eq. 3.30], and a wavefront direction equation
[86, Eq. 3.31]. For this work, these equations are solved numerically with a forward Euler scheme [118],
[119]. The reference system used for the following ray tracing methodology is presented in Figure 4.3.
Unless otherwise specified, all vectors are defined in the Cartesian coordinate system (see Figure A.1),
where the turbine rotor is aligned with the x-axis.
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Wavefront
at time t

Figure 4.3: Reference system used for the ray tracing method in this work.

Equation 4.1a describes the change in wavefront direction at time t, where the forward Euler scheme
to solve the wavefront direction is expressed in Equation 4.1b. Since only a stratified atmosphere is
considered, the divergence of wind speed (∇⃗ ◦ U⃗(t)) is zero, and the speed of sound gradient only has a
z-component.

dN⃗

dt

∣∣∣∣∣
t

= −
∣∣∣∣∣∣N⃗(t−∆t)

∣∣∣∣∣∣ · ∇⃗c (x⃗(t)) + ∇⃗ ◦ U⃗ (x⃗(t)) (4.1a)

N⃗(t) = N⃗(t−∆t) +
dN⃗

dt

∣∣∣∣∣
t

∆t (4.1b)

When the wavefront direction is solved, the ray velocity vector can be updated according to Equation 4.2a
to solve the ray position with Equation 4.2b.

V⃗ (t) = U⃗ (x⃗(t)) + c (x⃗(t)) · N⃗(t)∣∣∣∣∣∣N⃗(t)
∣∣∣∣∣∣ (4.2a)

x⃗(t+∆t) = x⃗(t) + V⃗ (t)∆t (4.2b)

A logarithmic wind profile is used, where the wind speed magnitude U = |U⃗ | is defined by Equation 4.3a
and 4.3b, based on a reference wind U(zref ) at height zref . The reference for the wind speed profile is
shown in Figure 4.4. The magnitude is applied to the unit vector in y-direction, C⃗(0, 1, 0), to match the
definition of the wind direction of HAWC2.

U(z) = U(z0) ln
(
z

z0

)
(4.3a)

U(z0) =
U(zref )

ln
(

zref
z0

) (4.3b)

The sound speed profile is based on its defining equation [120, Eq. 8.25] with an atmospheric temper-
ature profile applied in Equation 4.4. This temperature profile is to be obtained from the ISO Standard
Atmosphere (ISA) [121].

c(t) =
√
γR0T (z(t)) (4.4)

For the propagation effects described in the next section, it is important to track the propagation distance
s, which is done through Equation 4.5a and 4.5b.

∆s(t) =
∣∣∣V⃗ (t)∆t

∣∣∣ (4.5a)

s(t+∆t) = s(t) + ∆s(t) (4.5b)
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Figure 4.4: Reference frame for the logarithmic wind profile. Note the height is in negative z-direction
to match the coordinate systems used in this thesis (see Appendix A).

4.2.2. Sound propagation effects
With the basic ray tracing method set out, propagation effects can be added. Since the equations and
physics allow, this is done at each propagation time step, as they all require the use of properties that
change along the path. The logic of applying the effects at the end of the propagation process is shown
in Figure 4.5.

Spherical spreading

Atmospheric
absorption Reflection? No

Yes

Ground effects

Propagation effects

Figure 4.5: Flowchart of the sound propagation model.

Since the output of HAWC2 is narrowband spectra at the central frequencies of fraction octave bands, it
is decided to interpolate these results to an evenly spaced narrowband spectrum. This is mainly done to
increase the accuracy of the propagation effects, as they have narrowband peaks and lows that would
not be captured with limited frequencies. Interpolation is executed with the piece-wise linear NumPy [122]
interp function.

Spherical spreading
First is spherical spreading, which is well described for ray tracing by Arntzen [86, Eq. 3.43] in the form of
Equation 4.6:

Af (t+∆t) = Af (t)

√
c(t+∆t) · S(t)
c(t) · S(t+∆t)

(4.6)

This equation can easily be applied at each time step as all the necessary properties are tracked over time
or can be recomputed. When ray cones with an angular width of δα are considered, the surface area St

at time step t can be determined by Equation 4.7:

S(t) = π

(
s(t) · 1

2
δα

)2

(4.7)

Hence, Equation 4.6 can be rewritten as Equation 4.8, which is consistent with the standard spherical
spreading equation:

Af (t+∆t)

Af (t)
=

s(t)

s(t+∆t)

√
c(t+∆t)

c(t)
(4.8)
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Atmospheric absorption
The effect of atmospheric absorption or attenuation is described by Bass et al. [82], [83], which is also
used by the ISO 9613-1 standard for sound propagation [84]. They describe an absorption coefficient
dependent on the temperature, pressure and humidity, with Equation 4.9 [82, Eq. 1]. The atmospheric
conditions are again determined from the ISA described in [121].

α(f) = f2

1.84× 10−11(
T0

T

) 1
2 ps

ps0

+

(
T0
T

)2.5
(
0.10680e−3352/T fr,N

f2 + f2r,N
+

0.01278e−2239.1/T fr,O
f2 + f2r,O

) (4.9)

where the reference temperature is T0 = 293.15K and the reference atmospheric pressure is ps0 = 101, 325
Pa. The resonance frequencies of Nitrogen and Oxygen are defined in terms of the atmospheric conditions
by Equation 4.10a and Equation 4.10b, respectively [82, Eq. 2, 3]:

fr,N =
ps
ps0

(
T0
T

) 1
2

(
9 + 280 ·H · exp

(
−4.17

[(
T0
T

)1/3

− 1

]))
(4.10a)

fr,O =
ps
ps0

(
24 + 4.04× 104 ·H · 0.02 +H

0.391 +H

)
(4.10b)

where the absolute humidity H can be determined from the relative humidity h through Equation 4.11 [82,
Eq. 4]:

H = h · psat
ps

(4.11)

where the water vapour saturation pressure psat is given by Bass et al. [83, Eq. 2] as Equation 4.12:

log10
(
psat
ps0

)
= −6.8346

(
T01
T

)1.261

+ 4.6151 (4.12)

The atmospheric absorption is applied with Equation 4.13 [88, Eq. 4.5]:

Af (t+∆t)

Af (t)
= e−α∆s(t)/2 (4.13)

Ground effects
An important part of outdoor sound propagation is ground reflection and its associated effects. These are
accounted for with the method described by Embleton, Piercy and Daigle [81] and by Arntzen [86]. With
each reflection on the ground, a ground reflection coefficient Q is applied to the reflected sound ray. This
coefficient Q is described by Equation 4.14 [86, Eq. 3.16]:

Q = Rp + (1−Rp)Fs (4.14)

Where Rp is a wave reflection coefficient, and Fs is a spherical wave correction factor. The reflection
coefficient is related to the sound impedance Z and the grazing angle θgrazing by Equation 4.15 [86, Eq.
3.17]:

Rp =
Z sin θgrazing − 1

Z sin θgrazing + 1
(4.15)

While the spherical wave correction factor is related to a numerical distance w by Equation 4.16 [86, Eq.
3.18]:

Fs = 1 + jw
√
πe−w2

erfc(−iw) (4.16)
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The numerical distance w is based on work by Ingard [123], Chessell [124] and Hubbard [125], and given
by Arntzen [86, Eq. 3.19] in the form of Equation 4.17, where k = 2πf/c:

w2 = j
2πf

c

r2
2

(sin θgrazing + 1/Z)2

1 + sin θgrazing/Z
(4.17)

The complex complementary error function in Equation 4.16 is approximated through the method imple-
mented in Python’s [126] SciPy module [91].

Arntzen [86, Eq. 3.20] gives the ground impedance, from the work by Delany and Bazley [127] as Equa-
tion 4.18:

Z = 1 + 0.0511

(
f

σe

)−0.75

+ 0.0768j

(
f

σe

)−0.73

(4.18)

where typical values of the flow resistivity factor σe are given by Sutherland and Daigle [128, Tab. 2], as
presented in Table 4.1:

Table 4.1: Ranges of typical flow resistivity [kPa s/m2][128, Tab. 2]

Soil Lower σe Higher σe Used σe
Concrete 30,000 100,000 50,000
New asphalt 5,000 15,000 10,000
Dirt, wet 4,000 8,000 5,000
Dirt, roadside 300 800 500
Grass lawn 125 300 250
Forest floor 20 80 50
Snow 1.3 50 25

4.2.3. Gaussian beam reception
As described above, Gaussian beam tracing is used in this work, which requires setting up a reception
method for these beams. It consists of two steps: detecting the reception and the determination of the
received amplitude.

Since the only necessary requirement for reception is a ray passing a receiver point, a method to check
this is implemented. It determines planes perpendicular to the ray at the last two positions. The geometry
is shown in Figure 4.6. Each plane is defined by a point and normal vector, as defined in Equation 4.19.

Plane 1: p⃗1 = x⃗(t) n⃗1 =
x⃗(t+∆t)− x⃗(t)
||x⃗(t+∆t)− x⃗(t)||

(4.19a)

Plane 2: p⃗2 = x⃗(t+∆t) n⃗2 =
x⃗(t)− x⃗(t+∆t)

||x⃗(t)− x⃗(t+∆t)||
(4.19b)

Figure 4.6: Geometry used to check the reception of a sound ray.
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When the perpendicular distance (d1 and d2) from either plane to the receiver point is less than the last
∆st, the ray has passed the receiver point. This condition is expressed in Equation 4.20.

d1 =
∣∣∣n⃗1 ◦ (ζ⃗ − p⃗1)∣∣∣ ≤ ∆s(t) and d2 =

∣∣∣n⃗2 ◦ (ζ⃗ − p⃗2)∣∣∣ ≤ ∆s(t) (4.20)

If this condition is met, a ray is marked as received and propagation is stopped. Then, the received sound
amplitude is to be determined. Portner and Bucker [116] describe the bell curve for the attenuation with
Equation 4.21a [116, Eqs. 13]. The reference frame of this bell curve is shown in Figure 4.7.

Figure 4.7: Reference frame for the bell curve in Equation 4.21c

For a uniformly spaced spherical grid with separation angle δα between the rays, the ray cones cover
enough space when ϵ is defined by Equation 4.21b [116, Eqs. 14], which results in the Gaussian curve in
Equation 4.21c. It should be noted that the amplitude spectrum at the central ray Af (t, 0) is the same as
the spectrum presented previously as Af (t).

Af (t, n) = Af (t, 0) exp
[
−1

2
ωϵn2/(c2s2 + ϵ2)

]
(4.21a)

ϵ =
2c2

ω(δα)2
(4.21b)

Af (t, n) = Af (t, 0) exp
[
−n2/

(
(δα)2s2 +

1

πf

)]
(4.21c)

The beam width δα is found from the secondary source grids of the source model, as described in sub-
section 3.2.2. Figure 4.8 shows the geometry used to determine the beam width, where the distance d is
taken from algorithm 1. Since the grid is a unit sphere, the initial distance is s0 = 1 m.

Figure 4.8: Geometry to determine the Gaussian beam width.
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Trigonometry defines the beam width as Equation 4.22.

sin
(
δα

2

)
=

dd
2s0

=
dd
2 · 1

⇒ δα = 2 arcsin
(
dd
2

)
(4.22)

The required normal distance for the Gaussian bell curve can be approximated with Equation 4.23, illus-
trated in Figure 4.9.

n =

√∣∣∣∣∣∣ζ⃗ − p⃗1∣∣∣∣∣∣2 − d21 (4.23)

Figure 4.9: Geometry used to determine the normal distance used in the Gaussian beam model.

Since a receiver can now receive a ray without direct interception, the number of rays guaranteeing sound
reception can be severely limited. This method also solves the issue of caustics and dark zones commonly
found in classical ray tracing.
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Binaural Rendering

An important part of human sound perception is our ability to localise sound [129]. Since the propagation
of wind turbine noise involves ground and obstacle reflections, as well as atmospheric refraction; sound
will be received from a multitude of directions. Since the setup of this thesis is to provide a tool for noise
perception, rendering the sound in a directional way is very important [130].

Our ability to localise sound is made possible by our recognition of the difference in sound received by both
ears. In sound research, two methods are generally applied: convolution of the sound signal with a head-
related impulse response (HRIR) function; or the application of a head-related transfer function (HRTF)
to the sound spectrum of the incoming signal. For a time domain analysis, it is also accepted to split the
analysis into a spectral component with the HRTF and a time component in the form of an interaural time
difference (ITD) function. Since this thesis focuses on spectral content in the time domain in the form of a
spectrogram, the focus is on combining an HRTF with an ITD functions to achieve the binaural effect.

5.1. Head-Related Transfer Functions
HRTFs use a head-centered spherical coordinate system, shown in Figure A.1. An azimuth angle between
0 and 360 degrees in the horizontal plane and a polar angle between 0 and 90 degrees upwards from the
horizontal plane are typically used. The polar angle can also be adjusted downward for sound incidence
from the lower hemisphere.

It is well known that these HRTFs are very dependent on the individual, with tests showing large differences
in perception through a standardised HRTF. Therefore, two methods of determining these HRTFs are
generally used. These involve either artificial heads and torsos or those of individuals. Measurements are
done with in-ear microphones that measure the sound response from a directional speaker system. The
accepted standard dataset for an HRTF is the measurements by Gardner and Martin [131], [132] of the
KEMAR artificial head and torso simulator (HATS), designed by Burkhard and Sachs [133].

5.1.1. HRTF of a HATS
Pioneered by Burkhard and Sachs [133] and Shaw [134] in the 1960s, the creation of an average head
and torso simulator for the human population was studied. Databases containing these HRTFs, created
with artificial heads, are well available online [131], [135]–[137].

These artificial heads are based on the dimensions of the average person in a population sample. The
largest issue that is encountered is the strong dependency on the sampling method used to obtain these
average dimensions. The most comprehensive study in this regard is the study by Burkhard and Sachs
[133]. It can be argued, however, that in the time since that study, the average population has changed.
Thus, the KEMAR torso might not be fully representative of the current population. In listening tests, it
is found that dummy heads infer consistent error when it comes to sound localisation [138]. Dummies
created from an individual human head are found to be almost as good as the real one [139].

25
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Figure 5.1: Picture of the head and torso simulator KEMAR, presented by Burkhard and Sachs [133, Fig. 5].

5.1.2. Individual HRTF
The limitations of artificial heads are well known; therefore, researchers have created databases with
measurements of the HRTF of individual human heads. The main constraint in these measurements is
the large time requirement to capture enough data of good quality. Centring a test subject within the
loudspeaker array is also a challenge, especially due to the long duration of a measurement campaign.
New signal processing techniques have been explored to create faster methods of obtaining individual
HRTFs [140]–[142].

5.1.3. Head movement HRTF
If head movement is of significant concern to the listening experiment, one should account for the rotation
of the head relative to the torso. Moldrzyk [143] has presented a procedure and preliminary results. This
involves measuring the HRTF of a torso at multiple head movement angles and applying a head-tracking
device. Databases of HRTFs that take into account head orientation are not well available. No further
discussion is given since head movement is considered out of the scope of this thesis.

5.2. Interaural Time Difference
Lord Rayleigh recognised the difference in sound reception time between both ears as a significant factor in
sound localisation of humans [144]. Therefore, an ITD function is researched to achieve the most realistic
auralisation result possible. Analytical equations are available and well-accepted in sound localisation
research. Experimental determination of the ITD is also used and researched extensively.

5.2.1. Analytical methods
Equations describing the ITD appeared in the textbook on experimental psychology by Woodworth in 1938
[145]. While no derivation or qualification is given in the original work, Feddersen [146] found it to agree
well with the delay for clicks. The functions are still used in binaural acoustics and synthesis [147]–[150].

Limitations of this simple model come from the underlying assumptions: simple ray-tracing paths and a
spherical head with perfectly spaced ears. Aaronson and Hartmann [151] address these limitations by
developing a more thorough method based on the exact diffraction equation by Lord Rayleigh [152]. This
study found that their method performs best for tones below 0.8 kHz, but the Woodworth formula provides
better estimates above 1.5 kHz. For broadband sources, the Woodworth model is still found to be valuable.
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5.2.2. Experimental determination
The delay time can also be determined experimentally when determining the HRTF of a test subject. Katz
and Noisternig [153] recognise three families of methods to determine the ITD experimentally. Their study
also extensively compares these methods, where it is concluded there are large variations in their results.
These variations exceed the just-noticeable-difference by up to multiple multiples. A short summary of
these methods is given for completeness.

The first family is described as thresholds methods, which determine the time of first arrival of incident
sound based on a detection threshold. Examples are found in Abbagnaro et al. [154], Kuhn [155], and
Begault and Trejo [156]. This method has been utilised by Algazi et al. [157] with certain pretreatments.

Another family of methods considers the time difference associated with the cross-correlation between
the two ears. Examples are found in Kistler and Wightman [158], Middlebrooks [159], Macpherson and
Middlebrooks [160], and Langendijk and Bronkhorst [161]. These methods are supported by the neural
link to the correlation of binaural cues [162]. Instead of the absolute level of the arrival time difference, the
time delay with maximum coherence of the signals in both ears is used.

Lastly, methods have been created that employ phase components of the signal to determine the group
delay, which can be translated into a time delay. Jot et al. [163] and Minnaar et al. [164] have presented
such methods. Methods in this family mostly differ in their selection of analysis parameters [153].

While very promising, more comparative studies are to be done with these methods in order to determine
their applicability and accuracy [153]. Due to time constraints, experimental methods are not used in the
current work.

5.3. Methodology
Figure 5.2 shows the process in which the binaural rendering is to be applied to the incoming sound. Firstly,
the incoming direction is determined. Then, the signal is split into left and right signals in order to apply the
HRTF. Based on the direction of the incoming sound, the left or right signal should be delayed to account
for the reception delay. Each of these steps is described in the following subsections.

Binaural rendering

Determine incoming
direction

L

R

Apply HRTFs

Apply ITD:

Apply ITD:

Yes
Far ear?

No

Yes

No

Far ear?

HRTF
L and R

Incoming
Sounds

Sound
spectra

Figure 5.2: Flowchart of the reception model.

5.3.1. Determination of Incoming Direction
An important part of creating directional audio is determining the direction of the incoming sound. Each
sound ray is set to store its source position ξ⃗, which is converted to a Head-Related Spherical coordinate,
as described in Appendix A. The origin point of the coordinate is set as the receiver point ζ⃗ in question. A
head rotation θ0 can be included in the input of the auralisation, which can also be added at this stage of
the process. This results in the conversion described by Equation 5.1:

ξ⃗ → H⃗ (r, θ, ϕ, θ0) + ζ⃗ (5.1)
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5.3.2. HRTF database
The MIT measurements of the KEMAR HATS by Gardner and Martin [131], [132] are used for the binaural
attenuation. These are obtained through the SOFA conventions data repository [137] and implemented
through the pysofaconventions python module [165]. From the campaign by Gardener and Martin, the
data set obtained with the small pinna is selected.

The data from the SOFA conventions repository is given as HRIR functions. The HRTF is the Fourier
transform of the HRIR, which is obtained computationally through the SciPy [91] Fast Fourier Transform
(FFT). The resulting amplitude on the horizontal plane (polar angle of 0◦) is presented in Figure 5.3.

Figure 5.3: HRTF plots from the measurements by Gardner and Martin, as obtained through the SOFA convention repository [131],
[132], [137], [165].

The HRIR for the left ear would be applied to a sound signal through a convolution:

[p(t)]left = p(t) ∗ [HRIR(t)]left (5.2)

And since the HRTF is the FFT of the HRIR, the spectral application is a simple multiplication:[
Af,t · ej∆ϕf,t

]
left = Af · ej∆ϕf,t · [HRTFf ]left (5.3)

HAWC2 is limited to outputting the wind turbine noise at the central frequencies of fractional octave bands.
Since the HRTF above is in a narrowband spectrum, interpolation has to be applied. It is decided to use
piece-wise linear interpolation with NumPy’s [122] interp function.

5.3.3. ITD functions
While the literature describes improved interaural time difference functions, theWoodworthmodel is favourable
for broadband signals [151]. The equations for ears located at 90◦ from the front and a sound source on
the right side of the head read [151, Eqs. 1a, 1b]:

ITD = (a/c)(θ + sin θ) [0 ≤ θ ≤ π/2] (5.4a)
ITD = (a/c)(π − θ + sin θ) [π/2 ≤ θ ≤ π] (5.4b)

The ITD is then applied to spectra that travel towards the ”far” ear, as follows:[
Af,t+ITD · ej∆ϕf,t+ITD

]
far ←

[
Af,t · ej∆ϕf,t

]
far (5.5)

Based on the work by Hartley and Fry [166], and Algazi, Avendano and Duda [157]; the head radius a
is set at 87.5 × 10−3 m. It should be noted that, in most cases, the simulation timestep is much larger
than the resulting interaural time delay. For this reason, the application of the ITD is left until after sound
reconstruction. Otherwise, the ITD would not affect the spectrogram, which is only stored at the simula-
tion timesteps. Adding extra timesteps to apply the ITD before reconstruction would result in significant
complications in obtaining the final spectrogram.
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Sound Reception and Signal

Reconstruction

The previous chapters in this thesis are all focused on sound spectra, which require some form of spectral
inversion to achieve a sound signal. In current methodologies of wind turbine auralisation, this is done
by applying random phase to the spectral magnitude and applying an inverse Fourier transform. While
this seems to give adequate results, different methods of achieving the final signal are explored in this
thesis. These methods all apply some form of phase recovery or phase reconstruction. In section 6.1, the
methods found in literature are summarised, after which the methodology for the signal reconstruction in
this thesis is set out in section 6.2.

6.1. Phase Reconstruction Methods
In this first section, different phase reconstruction algorithms are summarised. The most common is the
algorithm developed by Griffin and Lim (GLA) [92], described in subsection 6.1.1, along with a fast variant.
Many algorithms have been derived, based on the work by Griffin and Lim, such as Real-Time Iterative
Spectrogram Inversion (RTISI) in subsection 6.1.2, RTISI with look-ahead capability (RTISI-LA), a variant
on RTISI by Abdelmalek, Mnasri and Benzarti [167] in subsection 6.1.3. In subsection 6.1.4, an algorithm
based on a relation between spectrogram phase and magnitude is presented along with a variant for real-
time reconstruction. Optimisation-based and non-iterative algorithms are summarised in subsection 6.1.5
and subsection 6.1.6. Lastly, arguments are presented for using random phase without any recovery
algorithm in subsection 6.1.7.

6.1.1. Iterative Griffin and Lim Algorithm (GLA)
One of the most common algorithms for signal reconstruction from the STFT magnitude is developed by
Griffin and Lim [92]. Their iterative approach, named the Griffin-Lim Algorithm, applies the inverse STFT
(iSTFT) to obtain an estimate of the signal. The phase of the STFT of this signal estimate is then combined
with the original STFT magnitude (A0

f,t) to obtain the next iteration’s signal estimate, pi+1
t . An initial guess

of the phase, ϕ0f,t, is required, commonly set to zero or random phase.

Xi
f,t = STFT

{
pit
}

(6.1a)

pi+1
t = iSTFT

A0
f,t

Xi
f,t∣∣∣Xi
f,t

∣∣∣
 (6.1b)

Many improvements to, variations of, and implementations of this algorithm exist, some of which are
presented below. No literature proves the convergence of the GLA or any of its modifications. Care
should thus be taken to monitor this.
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Fast Griffin-Lim Algorithm (FGLA)
In 2013, Perraudin et al. suggested the addition of an acceleration parameter αg to the GLA [168]. This
parameter allows for faster convergence of the GLA. Still, care should be taken in selecting the magnitude
of the acceleration, as too large values are known to result in divergence. Their modification of Equation 6.1
is shown in Equation 6.2:

Xi
f,t = STFT

{
pit
}

(6.2a)
Xi−1

f,t = STFT
{
pi−1
t

}
(6.2b)

pi+1
t = iSTFT

A0
f,t

Xi
f,t + αg

(
Xi

f,t −X
i−1
f,t

)
∣∣∣Xi

f,t + αg

(
Xi

f,t −X
i−1
f,t

)∣∣∣
 (6.2c)

6.1.2. Real-Time Iterative Spectrogram Inversion (RTISI)
Inspired by GLA, Beauregard et al. proposed an efficient algorithm for application to real-time signal
reconstruction [169]. Per frame of the magnitude spectrogram, part of the time signal is reconstructed
similarly to GLA. The complete algorithm is presented in Figure 6.1. In the reconstruction of a frame m,
one or more previous frames m− n are overlap-added to the current frame estimation to account for the
overlap between STFT frames.

Figure 6.1: ”Frame-by-frame iterative phase estimation process” [169, Fig. 2].

The authors recognise that the frame-by-frame approach inherently imposes errors in the reconstructed
signal. The main issue is that the overlap-add of future frames m + 1, m + 2, ... potentially affect the
spectral energy in frame m. The nature of the algorithm compensates for this additional energy in the
recovery of the future frames, however. Combined with maintaining phase consistency between frames,
the authors find any common source of degradation to be prevented. While fast, the algorithm is limited
in achievable signal-to-noise ratio (SNR) [170].

Real-Time Iterative Spectrogram Inversion with Look-Ahead (RTISI-LA)
In recognising the above-described issues with RTISI, Zhu et al. modified the algorithm to utilise informa-
tion of future frames to create the current frame [170]. To achieve this, a frame buffer is used as presented
in Figure 6.2b. The buffer contains all frames overlapping with frame m, frame m itself, and K future
frames (with K = 0, RTISI-LA equals RTISI). While processing is still done frame-by-frame, the whole
frame buffer is used in the overlap-add step of the original RTISI algorithm, enabling the current frame m
to be generated with partial information about future frames m+ n.
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Figure 6.2: ”RTISI with Look-Ahead after committing frame m. (a) Constructed signal with the indication of the contour (solid line)
and overlapped windows (dashed line). (b) The frames are processed in the frame buffer. There are three types of frames in the

buffer: frames committed in the previous process, the newly- committed frame m and the uncommitted frames. (c)The overlap-add
result of the frames in the buffer. The shaded part is the ‘overlap completed’ signal” [170, Fig. 3].

The framework of the algorithm is presented in Figure 6.3. Notably, during each iteration of frame m, all
future frames up to and includingm+K are also individually updated. To initialise framem+K, the phase
from frame m before iteration is used.
In evaluating the algorithm, it is found that with few iterations, the performance is similar to the original
RTISI. It differentiates itself after more iterations with a continued growth of the SNR. The SNR is also
generally larger than the results of GLA.

Figure 6.3: Flowchart of the RTISI-LA algorithm [170, Fig. 4].

6.1.3. Abdelmalek, Mnasri and Benzarti Iterative Algorithm
In an attempt to improve upon RTISI, Abdelmalek, Mnasri and Benzarti [167] employ the knowledge about
the phase-magnitude relation of the STFT found by Portnoff [171]. They use the results from Shimauchi et
al. [172] to estimate the initial phase for use in the RTISI algorithm instead of the originally used arbitrary
phase. The algorithm for the time signal reconstruction is shown in Figure 6.4 [167, Fig. 4].

Most objective metrics used to compare with other signal reconstruction methods are worse for this new
algorithm. In a subjective comparison, however, the authors found that the result from the proposed
algorithm is preferred over RTISI and SPSI [167, Fig. 10].

6.1.4. Phase Gradient Heap Integration algorithm (PGHI)
Due to the iterative nature of the above algorithms, combined with their unknown convergence character-
istics, non-iterative methods have been sought for signal reconstruction. Průša and Søndergaard [173]
propose one prevalent algorithm based on the STFT phase-magnitude relationship, first introduced by
Portnoff [171].
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Figure 6.4: The algorithm proposed by Abdelmalek, Mnasri and Benzarti [167, Fig. 4]

This gradient is then integrated over the most prominent contours based on the magnitude of the spec-
trogram. A heap data structure (originally designed for the heapsort algorithm [174]) is used to efficiently
keep the STFT points sorted as they are popped and added over the integration process. When some
phase information is known, [173, Algorithm 2] can initialise the algorithm, increasing accuracy and compu-
tational cost. The authors suggest running the PGHI algorithm with a high tolerance tol and then rerunning
with a low tol and the initialisation algorithm.

As a standalone algorithm, PGHI shows good convergence compared to the Single Pass Spectrogram
Inversion algorithm (SPSI), introduced later. When used as the initial phase for the iterative methods
presented above, PGHI provides a better initial estimate and, hence, better results than SPSI. Especially
combined with l-BFGS and FGLA, the performance is very good. No comparison against the iterative
methods without initialisation is presented.

Real-Time Phase Gradient Heap Integration algorithm (RTPGHI)
A downside of PGHI is that it cannot be used for real-time applications as it requires look-ahead capability.
Průša and Søndergaard thus proposed RTPGHI to relieve this look-ahead requirement [175]. The phase
gradient is determined similarly as above ([175, Eq. 13-14]) and used as an input. Most of the principles
of PGHI are reused, but the part that requires a look-ahead in time is revised.

With a large enough window overlap, RTPGHI outperforms other state-of-the-art algorithms, with the com-
promise in larger compute times compared to SPSI. Compared to the iterative methods, compute time is
reasonable for the favourable characteristics of the results.

6.1.5. Optimisation based algorithms
Some research groups consider signal reconstruction as an optimisation problem. Expanding on their 2011
findings, Decorsière et al. [176] identified a similar equation to the distance function of the Griffin and Lim
algorithm [92, Eq. 4] as an objective function in the signal reconstruction problem [177, Eq. 4]. They then
developed a method based on the limited memory Broyden-Fletcher-Gold-farb-Shanno (l-BFGS) [178]
optimisation algorithm. One issue Decorsière et al. [177] recognise is the optimisation problem’s size,
with each point in the reconstructed signal being a dimension. This implies a quadratic scaling with signal
length, which limits this algorithm to short signals or signals with sparse spectrograms.
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Others, such as Waldspurger et al. [179], Candès et al. [180], Sun and Smith [181] and Balan [182]
have developed similar methods that employ convex optimisation of the problem in matrix form. All of
these encounter the same limitations as Decorsière’s method in terms of computational cost due to their
quadratic scaling.

6.1.6. Other algorithms
Outside of the previously presented algorithms, others have been described in literature. These are pre-
sented in this section for completeness but are deemed not to apply to the auralisation in this thesis.

Bouvrie and Ezzat designed an algorithm that treats signal reconstruction as solving a non-linear system
of equations for each time frame [183]. An iterative solution strategy is suggested that initialises with sam-
ples from previous frames. The algorithm is only designed to work with rectangular windows, which cannot
be guaranteed in this thesis. Hence, a more thorough discussion is omitted.

In 2015, Beauregard et al. proposed the Single Pass Spectrogram Inversion (SPSI) algorithm [184] as a
low-resource alternative to the GLA and its variants. It is primarily inspired by phase vocoders with phase-
locking around magnitude peaks, as presented by Laroche [185] and Puckette [186]. The phase rate at
peak bins is estimated by interpolating the magnitude spectrum, as shown by Abe and Smith [187]. The
SPSI algorithm is shown in Figure 6.5:

Figure 6.5: Single Pass Spectrogram Inversion (SPSI) [167, Fig. 2], adapted from [184, Fig. 2].

Similarly, Magron et al. [188] proposed an algorithm based on phase unwrapping. While following the
same ideas as SPSI, it treats impulse-like components separately [167]. Since SPSI relies on using mag-
nitude peaks for its phase estimation, which is not present in the spectra generated by HAWC2, these
algorithms are not discussed further.

Lastly, Eldar et al. [189] presented a method to reconstruct a signal under the assumption that it is sparse
in the original domain. In audio signal processing, this is found to be unrealistic [167], and this algorithm
is thus not further elaborated on.

6.1.7. Random phase
While phase is recognised as an important component of sound in the spectral form [190], which is sup-
ported by the large variety of phase recovery methods presented above, an argument could be made that
for specific sound signals, phase reconstruction is not of importance for the sound quality. Auralisation
methods presented by Rizzi et al. [191]–[193] have limited the signal reconstruction to a random applied
phase and a simple inverse Fourier transform. No literature is found that quantifies the difference in terms
of psychoacoustics. Thus, a baseline case of random phase application is considered in the following
methodology as a low-resource alternative.
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6.2. Reconstruction Methodology
The process of reconstructing the sound signal is relatively simple, given the above algorithms. At this
stage of the auralisation, the multiple sound spectra from the individual sound rays are to be summed first.
Then, the signal can be reconstructed. This process is shown in Figure 6.6 and described below.

Reconstruction model

Sum spectra received
at time 

Apply reconstruction
from spectrogram:

   

Yes?
Sound
spectra

Figure 6.6: Flowchart of the reconstruction model.

A singular spectrogram must be established per receiver ear before applying the above methodologies.
This is done by summing all received sound rays at equal time steps. Since interference can occur due to
the ground reflections, incoherent summation of the sound spectra of the different rays is done. At each
time step, a list of incoming sound spectra from the sound rays is stored per ear, each with a magnitude
Ai

t and a relative phase ∆ϕit spectrum. The total magnitude of all incoming sound is then determined as
follows:

At =

∣∣∣∣∣∑
i

Ai
te

j∆ϕi
t

∣∣∣∣∣ (6.3)

Since the use of phase reconstruction in wind turbine auralisation has not been described in literature, a
baseline is created with random phase reconstruction. This is done by applying a random phase to the
above sound amplitude spectrogram, where the random phase is determined with the Scipy [91] function
for random sampling on a uniform distribution. The limits of this uniform distribution are set to −π < ϕ ≤ π.
Initially, the Griffin-Lim algorithm establishes if phase reconstruction positively influences the final sound
signal. Further phase reconstruction algorithms can be considered based on the GLA results.

Since the reconstruction algorithms are purely mathematical, there is no assurance that the energy from
the spectrogram is maintained in the final signal. Therefore, after reconstruction, conservation of signal
energy is ensured, using Parseval’s theorem, as described by Equation 6.4. No further corrections are
needed, as the spectra from HAWC2 are pressure spectral densities. Hence, no conversion from power
spectral density is to be considered.

1

N

N−1∑
i=0

|Xi|2 =

N−1∑
i=0

|pi|2 (6.4)

In reconstructing, the inverse Fourier transform is used per spectrogram timestep. High levels of over-
lap and windowing are applied to these time segments to achieve a smooth signal. With more than 50%
overlap, one has to scale the window, as they only allow for overlap of two signal segments when recon-
structing. This is illustrated in Figure 6.7.

With the large amounts of overlap, this project applies a different system to quantify this overlap. Instead
of defining the percentage of overlap over the next and previous frames, the overlap, o, is defined by the
number of points in the Fourier transform NFFT compared to the number required for the given ∆t and
sampling frequency. This new overlap parameterisation is defined in Equation 6.5:

Nrequired = fs ·∆t (6.5a)
NFFT = o ·Nrequired (6.5b)
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Figure 6.7: Illustration of window correction for overlap-addition with large overlap amounts.

To illustrate how this overlap parameter works, some examples of converting the conventional overlap
amount to the new parameter o are given:

50%→ o = 2

100%→ o = 3

750%→ o = 16

Coming back to Figure 6.7, the scaling sw is easily defined in terms of this overlap factor by Equation 6.6:

sw = max
(
1,

o

2

)−1

→Wscaled = sw ·W (6.6)
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Implementation of WinTAur

In the previous chapters, individual parts of the auralisation toolchain have been discussed, and method-
ologies for each of them have been presented. This chapter focuses on implementing and integrating the
partial methodologies to achieve the research objective.
The toolchain is implemented in the Python programming language [126], version 3.11.3. Multiple external
modules are used, of which the most relevant are: NumPy [122], SciPy [91], Pandas [194], wetb [195],
compress-pickle [196]. The resulting code is called theWind Turbine Auralisation tool(chain), abbreviated
to WinTAur.

7.1. Software Implementation
This section covers the code implementation of the auralisation methodology. This work applies an object-
oriented programming approach. The tool is summarised in the diagram in Figure 7.1. The starting point
of the tool is the project directory containing a set of input files and a HAWC2 model.

The input files are Unicode text files with ‘.aur ’ file extension. These files are structured similarly to a
HAWC2 ‘.htc’ input file. This file contains the necessary parameters to run both the HAWC2 simulations,
the propagation model and the reconstruction model. Details of the input file structure can be found in the
README file of the GitHub repository1 of WinTAur. The HAWC2model should contain everything needed
to run a simulation. A ‘.htc’ file containing everything except the wind and noise blocks should also be
in the model directory. It should be ensured the model works outside of the auralisation toolchain before
running the noise simulations.

The tool starts with a prompt to enter the name of a project directory. The Project class reads this directory
and initialises a Case class instance for each ‘.aur ’ file. The Project instance then starts by running the
cases. The toolchain’s first part is running a HAWC2 simulation. This is the most computationally expen-
sive part, depending on the demanded resolution of the sphere input in the simulation. After the HAWC2
simulation, the classes for the different models are initialised. Then, per reception point, the models are
run in the order shown in the diagram. The logic underlying these models is explained in the following
subsections. They are presented in order of implementation, and notes about challenges encountered
during this implementation are made.

7.1.1. Propagation Model
The first part of the auralisation toolchain implemented is the propagation model described in chapter 4.
The diagram in Figure 7.2 shows the workflow of running the propagation model. Firstly, a time limit for
propagating the rays is determined to limit the compute time. This is set at three times the sound travel
time from the turbine hub to the receiver point. Then, all sound rays are propagated according to the logic
described in subsection 4.2.1.

1Available on: https://github.com/spockele/thesis_code
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Figure 7.1: Diagram summarising the flow of information in WinTAur.
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Figure 7.2: Diagram summarising the flow of information in the propagation model implementation.

The propagation effects are calculated according to the description in subsection 4.2.2. The ground effect
is calculated after the ray is fully propagated due to the reliance on information about the full propaga-
tion path. The remainder of the propagation effects is calculated at each time step, as established in the
methodology. The speed of sound used in Equation 4.17 of the ground effects calculations is the speed
of sound at 20◦C, c = 343 m/s.

After implementing the frequency-dependent sound propagation effects, i.e. ground reflections and at-
mospheric absorption, it is found that applying these effects to an octave band spectrum results in audio
subjectively very different from experimental recordings. This can be explained by the fact that, especially
for ground interference, the interference pattern only affects narrow frequency bands. This means some
effects are not captured in the octave bands, while others are applied to a full octave band. To avoid
artefacts resulting from this mismatch in frequency resolution, the spectra from the HAWC2 results are
interpolated linearly to the frequency resolution of the HRTF function used in the binaural rendering. While
this resolution is still relatively low, it is deemed adequate for the desired sound quality. The effect of
the interpolation resolution should be investigated further to ensure it does not affect the objective sound
quality metrics.

At the initial implementation stage of the ground reflection model, the phase spectrum of the sound rays
is initialised as zero for all frequencies and timesteps. This zero-phase initialisation inherently assumes
that the phase of the noise from all sources is coherent at emission, which does not make sense for
aerodynamic noise caused by turbulence. This phase coherence causes a significant ground interference
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pattern in the generated spectrograms. This interference pattern is not observed in the spectrograms of the
validation recordings of an actual turbine. This discrepancy confirms the assumption that noise caused by
turbulence can be considered incoherent with a randomised phase at emission. For this reason, the phase
spectra of the sound rays are initialised with a random spectrum sampled from a uniform distribution with
limits −π < ϕ ≤ π, through Scipy [91]. This random phase added at the source level significantly reduces
the severe interference pattern. Regarding the subjective experience with the sound, the noise could be
described as ‘tinny’ and ‘plastic cuppy’ when the phase was initialised as zero. Adding the random phase
initialisation removed these sounds, and the noise is subjectively much closer to the recordings.

7.1.2. Source Model
The second part of the implementation involves the source model. The overall logic of Figure 3.1 is fol-
lowed, with some details adapted to ease the implementation. The workflow of this model, shown in
Figure 7.3, starts with the HAWC2 simulation results. These are interpolated to the simulation time steps
to simplify the further processes. The calculated wind turbine noise is stored per simulation observer point
through the H2Sphere class into instances of H2Observer. An instance of the Source class is initialised
for each blade position in time. These source instances generate the initial sound rays according to the
methodology described in section 3.2. These rays are then stored in a list and passed on to the propagation
model.

H2Observer 
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   results at point on
   spherical grid
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> Reads + organises
   HAWC2 results
> Manages interpolation

Source

> Source point on blade
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Spectrograms
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SourceModel.run()
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Interpolate sound
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for every grid point

Initialise
SoundRay

List of:
SoundRays

Initialise
Source

Blade position

Interpolate to
simulation timestep

Figure 7.3: Diagram summarising the flow of information in the source model implementation.

The source model was originally implemented with a single spherical grid to draw the initial sound rays for
all three blades. This spherical grid was on the same sphere as the HAWC2 results but with the option
to have a larger resolution. While interpolation was required, the initial rays required less calculations. It
has a significantly less complex code implementation than what is finally used but results in undesired
amplitude fluctuations. These are caused by the Gaussian beam tracing relying on a grid with uniform an-
gular spacing. This is not the case in the originally conceived source model, where the uniform spacing on
the HAWC2 result sphere results in larger beam widths on the side where the blade source point is close.
This, in turn, results in certain sound rays being received at elevated levels in relation to their distance
from the receiver. Ultimately, this resulted in subjectively unrealistic results, with large fluctuations. The
source model, as proposed in this thesis, eliminates this issue.

To improve compute time, the number of rays generated is limited to those strictly necessary for the sim-
ulation. The filtering to generate the correct rays is based on the angle from the source point towards the
receiver point. Rays are only generated when their initial direction is within 25◦ of the direction towards
the receiver.

The simulation in HAWC2 is expected to be run with a larger timestep than the ray tracing and final spec-
trograms. To enable this discrepancy, linear time interpolation of the HAWC2 results is implemented with
the NumPy [122] interp function. This interpolation also involves the angular position of the turbine blades.
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These angular positions are limited in the range [0, 2π[ radians, with a numerical discontinuity going from
2π to 0 radians. During interpolation, this angular discrepancy results in one of the blades jumping a full
rotation between two HAWC2 time steps. For example, with a HAWC2 timestep ∆t

H2
= 0.04 s and a ray

tracing timestep ∆t
RT

= 0.01, the angular position would go as follows:

ψ(t→ t+∆t
H2

) : 2π − δ → 3π

2
− δ

2
→ π → π

2
+
δ

2
→ 0 + δ (7.1)

The effect of this discrepancy is sudden jumps in noise levels in the resulting spectrograms and sound
files. These jumps in level are so significant that the audio is unusable as wind turbine noise. The solution
to this issue is found in the NumPy [122] unwrap function, which can eliminate large value jumps in a time
series of angles. After this interpolation issue is fixed, no unexpected artefacts from the source model are
present in the auralised noise.

During the implementation of the coordinate systems, a misinterpretation occurred in creating the cylindri-
cal coordinate system. In its current form, the HAWC2 aerodynamic model azimuth angle is offset. The
zero azimuth direction, when looking at Figure A.1, is in the negative z-direction in the Cartesian system,
corresponding to ψ = +90◦. This misinterpretation is only found after implementing the complete toolchain
due to subjective errors in the audible output. Due to time constraints, the cylindrical coordinates are not
modified. Instead, the azimuth from HAWC2 is adjusted.

7.1.3. Reception and Reconstruction Model
The last required part to complete the auralisation tool is the reception and signal reconstruction, as de-
scribed in chapter 6. The reception model also contains the binaural rendering from chapter 5. The
implementation, shown in Figure 7.4, starts with the list of sound rays and the instance of the Receiver
class. Each sound ray is checked for reception, followed by the extraction of sound information at the
reception point. This information is fed into an instance of ReceivedSound, which stores the information
temporarily and applies the binaural rendering if selected. These received spectra are ordered per re-
ceived time step to be summed into the final spectrogram. The final spectrogram is stored in the Receiver
instance. The signal reconstruction implementation consists of inverting the spectrogram and storing the
signal as a WAV file.
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Extract Sound
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Store ReceivedSound
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   received from SoundRay
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> Applies HRTF in binaural mode

Receiver

> Contains receiver position
> Contains all ReceivedSound
> Contains final spectrograms
> Handles sound summation

Receiver

Receiver

Figure 7.4: Diagram summarising the flow of information in the reception model implementation.

With the established equations and parameters to calculate the interaural time delay, this delay is on the
order ITD ∼ 10−4 s. With an established simulation timestep ∆t = 10−2 s, also used for reception and the
final spectrograms, a lot of interpolation would be required to apply the interaural time delay to the individ-
ual received sound spectra. Due to time and computational constraints in the project, it is decided to apply
the ITD in a relatively simplified manner. Instead of determining the incoming angle of each sound ray
and applying the corresponding time delay before the signal reconstruction, the time delay is determined
based on the relative position of the wind turbine hub and applied to the reconstructed time signal of the
ear, which is furthest away from the turbine. This simplification might warp the directional experience of
the binaurally rendered sound, which is recognised as a limitation at this stage.
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While the tool should eventually auralise a full HAWC2 time series, the current implementation limits the
reconstruction to the periodic repetition of one rotor rotation. The main driver for this choice is the require-
ment for limited compute time due to the project duration. The signals per rotation are overlap-added with
a fitted Tukey window to achieve a smooth signal. While the validation analysis could be done with short
signals representing one rotor revolution, using longer signals averages the background noise to avoid
influences of short disturbances.

The results from signal reconstruction with an implementation of the GLA deteriorated in subjective quality
as more iterations of the algorithm were run. Unfortunately, the iSTFT function in SciPy [91] is not an
exact inverse Fourier transform, which the author did not know at the time of implementation. The function
is an implementation of the GLA, which explains the deterioration in quality after running it multiple times.
While this work technically does not apply the signal reconstruction algorithms from section 6.1, the GLA
is used through SciPy with random phase initialisation.

The discrete Fourier transform requires enough data points to reconstruct the signal to achieve the desired
sampling frequency. For this work, a sampling frequency fs = 51.2 kHz is selected with a simulation time
step of∆t = 0.01 s. By Equation 6.5a, at least 512 points are required in the DFT per time step. To achieve
an acceptable signal quality, an overlap o = 16 is needed, thus resulting in 16 ·512 = 8192 DFT data points
per time step. To achieve this requirement, interpolation is done during the signal reconstruction phase.
Initially, it was planned to fill the octave bands with white noise, but linear interpolation is deemed more
appropriate considering the results from Bertagnolio, Madsen and Fischer [31].

7.2. Verification
Throughout the implementation, individual parts of the code are verified. Since the proposed methodolo-
gies are based on well-established literature, models are verified against data available in their respective
literature sources. For some models, such as ray tracing, verification against literature data is too complex
for the scope of this work. These complex models are unit-tested with straightforward cases for which the
governing equations are solved exactly.

The models that are unit-tested are the following: the ray-tracing logic, the implementations of the coordi-
nate systems described in Appendix A, functions related to geometry and trigonometry, the implementation
of the ISO Standard Atmosphere [121], and all functions implementing singular equations.

One model implementation that is explicitly verified against data in literature is the atmospheric absorption
model by Bass et al. [83]. The equation used to replicate their plot is

ᾱ(f,∆s = 100 m) = 20 log10
(
e100·α(f)

)
(7.2)

Figure 7.5 displays minor discrepancies in areas where the graphs overlap significantly, but these are at-
tributed to errors in the digitisation of the figure in Bass et al. [83, Fig. 1] rather than implementation errors.

The ground reflection model implementation is compared against two sources: the original paper by Em-
bleton, Piercy and Daigle [81] and the implementation by Arntzen [86]. Figure 7.6shos minor discrepancies
between the current implementation and the original work. It is found, however, that the original figures
are severely deformed, and the digitisation is thus far from perfect. The current implementation matched
well with the comparison against the expected values from Arntzen [86] in Figure 7.7.
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Figure 7.5: Plot comparing the current implementation of the atmospheric absorption with expected values.
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Figure 7.6: Comparison of the current implementation of the ground reflection model with expected values.
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8
Numerical Validation

This chapter of the report covers the validation of WinTAur through numerical means. The first section
covers the setup of the validation cases. The experimental setup, data selection and simulation setup are
described. The second section describes the validation with sound quality metrics. This is done since
this thesis focuses on application in psychoacoustics. Lastly, a spectral analysis is performed to aid in
understanding possible sources of discrepancies.

8.1. Case Study Setup
This section describes the case study setup to validateWinTAur. The experimental setup used for obtaining
the noise measurements is described first, followed by the case selection for the validation. Lastly, the
execution of the simulations and data processing is covered.

8.1.1. Experimental Setup
The wind turbine used for validation is a Nordtank NTK 500/41 wind turbine located on foundation four
at the DTU Risø campus in Roskilde, Denmark. The turbine is a traditional Danish, three-bladed, stall-
regulated wind turbine with a capacity of 500 kW and a rotor diameter of 41 m, pictured in Figure 8.1a.
This wind turbine has been extensively studied and tested, making it ideal for validating the presented tool.
Most importantly, a validated model for HAWC2 simulations [31], [197], [198] is available for this study.

(a) The Nordtank NTK 500/41 wind turbine [198, Fig. 2]. (b) The microphone setup [199, Fig. 2].

Figure 8.1: Experimental setup for validation.
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Figure 8.2: Positions of the microphones around the wind turbine.
Left: absolute positioning, right: positioning relative to rotor plane.

The setup used to obtain the operational data consists of a 36mmeteorological mast at 2.5 rotor diameters
to the west of the turbine, instrumentation to monitor the turbine’s operating parameters, and a PC-based
data acquisition system to record the data in 16 bits at 35 Hz. Noise measurements are made with eight
microphones manufactured by BSWA Technology Co. (ref. MPA 261 combining a 1/2” microphone and a
pre-amplifier) set up around the turbine at a 45 m distance from the turbine. They are set up on plywood
boards with a primary windshield but no secondary windshield, as shown in Figure 8.1b. The positioning
around the turbine is displayed in Figure 8.2. In the left plot, the access road and a shed are shown in light
grey [31], [199].

One missing parameter in the dataset from Bertagnolio et al. [199] is the air humidity, which is required
as an input of the atmospheric absorption model in subsection 4.2.2. Hourly relative humidity measure-
ments by Danmarks Meteorologiske Institut (DMI) [200] are supplemented in the dataset through linear
interpolation.

8.1.2. Case Selection
In the first stage of case selection, the wind turbine operational data is looked at, which is summarised
in Tables B.2, B.4 and B.3. Cases where the wind turbine is changing operational state (ramping up or
down), no significant electrical power is produced during operation, or cases with significant yaw changes
are not used as they cannot be simulated with the current, steady-state version of the code.

In some of the remaining noise measurements, audible disturbances are noted. This is acceptable for
a time-averaged spectral analysis but would cause issues with sound quality metrics in the assessment.
Therefore, spectrograms of the pressure spectral level are objectively inspected, and samples with visible
disturbances are eliminated. A subjective listening inspection is done in cases where disturbances are
doubted.

During the subjective inspection, it was noted that the measurements on October 15th were dominated
by background noise. Therefore, the time-averaged, A-weighted signal-to-noise ratio (SNR) of the two-
minute simulations noise signal against the average background noise of the corresponding microphones
is determined and plotted in Figure 8.3.

The subjective impression is confirmed, and a minimum SNR limit of 3 dB is set to filter cases highlighted in
red. Based on this, all data from October 15th and most cases at microphone position five are eliminated.
The final case selection is shown in Table 8.1. There are eight cases with the turbine in operation and five
with the turbine turned off. The latter noise recordings are used as background.
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Figure 8.3: A-weighted signal-to-noise ratio (SNR) of the simulated cases.

Table 8.1: Summary of wind turbine data selected for validation [199], [200].
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23 Oct. 15:12 off 9.45 9.5 - 0 8 12.16 1017 74 285 252
23 Oct. 15:34 off 8.97 8.5 - 0 5 12.17 1017 76 288 305
23 Oct. 15:36 off 8.77 8.5 - 0 4 12.17 1017 77 289 305
23 Oct. 15:50 off 8.11 8.5 - 0 7 12.13 1018 78 283 295
23 Oct. 15:52 off 7.58 7.5 - 0 5 12.10 1018 79 282 295

23 Oct. 15:18 on 7.91 7.5 26.9 164 8 12.18 1017 75 288 298
23 Oct. 15:20 on 8.79 8.5 26.9 197 9 12.17 1017 75 287 298
23 Oct. 15:22 on 8.44 8.5 26.9 201 5 12.22 1018 75 289 298
23 Oct. 15:24 on 8.85 8.5 26.9 237 8 12.24 1018 75 289 298
23 Oct. 15:42 on 6.58 6.5 26.8 94 4 12.15 1018 77 289 295
23 Oct. 15:44 on 6.46 6.5 26.8 83 3 12.09 1018 78 291 295
23 Oct. 16:00 on 7.53 7.5 26.9 139 5 12.08 1018 80 286 295
23 Oct. 16:02 on 7.58 7.5 26.9 148 6 12.09 1018 80 287 295

8.1.3. Simulation Setup
The simulations use the operational parameters from Table 8.1. However, other parameters are required
that are independent of the case. Due to time constraints, a sensitivity analysis of these parameters is not
feasible within this study. The parameters are set according to Table 8.2, where the values are chosen
as a compromise between compute time and a subjective assessment of the results. The output duration
and sampling frequency are determined based on the description of the noise recordings by Bertagnolio
et al. [199]. All signals are created without the binaural rendering described in chapter 5 since the noise
measurements are not recorded binaurally. The ground type for the reflections is set to be grass, as it is
the most prevalent in the test area.
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Table 8.2: Case independent WinTAur simulation parameters selected for validation.

Number of
rays per source

Source location
on blade

Radius of
HAWC2 sphere

Source Model 1024 0.85R 1.1R

Output sampling
frequency Overlap o Output audio

duration

Reconstruction Model 51.2 kHz 16 120 s

After running the simulations, background noise is added to the noise signals to allow for a good com-
parison with sound quality metrics. It is found that the experimental recordings are not at the indicated
51.2 kHz, requiring resampling to match the simulation outputs. Background noise samples are matched
randomly to the simulation cases per microphone position.

Before the sound quality metric analysis, the SNR is revisited and plotted for the remaining cases in Fig-
ure 8.4. There is a slight dependence on the wind speed, which is expected as Bertagnolio et al. [31] show
a higher wind turbine noise level at higher wind speeds, thus increasing the SNR. There is no significant
dependence on the microphone position, except at position five. The source of this low SNR is not known,
but the presence of a shed right next to the microphone could be an explanation. This low SNR is kept in
mind throughout the analysis, as it may explain discrepancies.
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Figure 8.4: A-weighted signal-to-noise ratio (SNR) of the selected cases.

8.2. Sound Quality Assessment
The sound samples generated with the above setup are analysed with the Sound Quality Assessment
Toolbox for MATLAB [201], [202]. The toolbox determines the statistics of the sound quality metrics for
the full 120 second files. The following subsections cover the analysis of loudness, sharpness, roughness,
fluctuation strength, tonality and psychoacoustic annoyance. As established, the plots only present cases
with an SNR above 3 dBA, thus only the ones from October 23rd.

In the assessment, microphones three and seven are the reference directions for upstream and down-
stream, respectively. Similarly, microphones one and five are the respective references for left and right.
The just-noticeable-difference (JND) lines in the difference plots show the JND percentages presented by
Osses, Greco and Merino-Martinez [203, Tab. 1], multiplied by the mean metric value of the measured
noise at each microphone position. The complete analysis below is based on the mean values of the
sound quality metrics as representative values for the sound samples. In all cases and for all metrics, the
simulations have lower result values than the measurements. Thus, the positive values in the plots in this
section all represent the measurements having the higher values for the different metrics.
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8.2.1. Loudness
Loudness (N) is a metric to measure a sensation of intensity. While sound pressure levels are important
for this metric, the tonal content also significantly affects the human sensation of intensity. A loudness of
0 sone represents noise at the human threshold of hearing, and 64 sone represents a perceived intensity
equivalent to a 1000 Hz tone of 100 dB [25]. The typical loudness range is 0 through 120 sone [203].

Firstly, Figure 8.5 presents the loudness of the measured wind turbine noise of the selected cases. Given
the range between 7.5 and 15.0 sone, Fastl and Zwicker [25, Fig. 16.1] indicate the noise intensity is
between a bird twitter and normal conversation. Given the increasing sound pressure levels, the consistent
increase in loudness in Figure 8.5 with wind speed is expected.
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Figure 8.5: Loudness of the measured noise (NREAL ).

Figure 8.6 shows the difference in loudness between the simulation results from WinTAur and the mea-
surements. The differences are consistently outside the range of just noticeable. For the downstream
positions, microphones two through four show similar differences, whereas the cases at 8.5 m/s show
larger differences than at other wind speeds. The increasing dominance of stall noise with wind speed for
a stall-controlled turbine can explain this trend as it is a known limitation of HAWC2.

The upstream differences are generally more minor than the downstream ones. The results at position
seven stand out, as they show the most minor differences. This is not unexpected given that Bertagnolio
et al. [31] mainly validate the aeroacoustics model at this position. Looking at section 2.2, the difference
between the upstream and downstream results can be explained by the lack of turbulence scattering in
the propagation model, combined with the more considerable turbulence in the wake of the turbine. While
the propagation distance in this validation is relatively small, the lack of wake modelling in the wind speed
used in the ray tracing may also explain this upstream-downstream difference. The lower SNR at position
five does not significantly affect the results.
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Figure 8.6: Difference in loudness (∆N) between WinTAur simulations and measurements.
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8.2.2. Sharpness
Sharpness (S) measures a timbre sensation related to the spreading of the frequency content and the
comparative presence of high- to low-frequency components. The typical range of sharpness is 0 through
10 acum [203]. The sharpness of the measured noise, in Figure 8.7, is in a small range from 1.1 to 1.6
acum. The upstream values are closer to the bottom of this range, the downstream values are in the
middle, and the left and right-hand positions are in the upper part of the sharpness range. Based on
the directionality analysis by Bertagnolio et al. [31, Fig. 12], which shows a larger ratio of high- to low-
frequency components and narrower spectra on the left and right sides of the turbine, this is an expected
result. Otherwise, there is little difference in values between the presented wind speeds, which is also
expected from the validation of HAWC2 [31].
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Figure 8.7: Sharpness of the measured noise (SREAL ).

The upstream sharpness deltas in Figure 8.8 match well between simulations and measurements, as
they are inside the JND range for the lower wind speeds. At the other microphone positions, the deltas
are larger and significantly outside the JND range. Similar to the loudness, the results at 8.5 m/s show
generally larger differences between simulation and measurement, which can also be related to the stall
noise as it primarily affects the high-frequency range of the noise spectra [31].
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Figure 8.8: Difference in sharpness (∆S) between WinTAur simulations and measurements.
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8.2.3. Roughness
The roughness metric (R) characterises a timbre sensation related to rapid amplitude or frequency modu-
lations at a rate of order 15− 300 Hz. It is expressed in asper, with values ranging from 0 to 3.2. Figure 8.9
shows the roughness of the measured noise is very low with a maximum of 0.075 asper. The values
are least spread out on the upstream side and most on the turbine’s left side. Wind speed is related to
roughness, where the 8.5 m/s cases stand out again.
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Figure 8.9: Roughness of the measured noise (RREAL ).

The deltas in roughness are lowest up- and downstream of the turbine and largest on the left side of the
turbine. There is also a relation with wind speed, where the 8.5 m/s cases stick out again for having larger
differences than the others. When normalised with the corresponding values in Figure 8.9, the wind speed
relations in Figure 8.10 disappear, but the differences between microphone positions remain, showing the
difference in roughness is mostly related to the discrepancies in directivity from HAWC2.

Considering the overlap amount of o = 16 in the reconstruction, combined with the spectrogram timestep
of 0.01 s, modulations at a rate of 6.25 Hz are the fastest modulations unaffected by the overlap addition.
The amplitude and frequency modulation is only resolved at 25 Hz by the 0.04 s timestep in HAWC2,
adding to the possible explanation of the difference in roughness. The simulation results have a lower
roughness value than the recordings, which adds to the plausibility of this explanation. A solution should
be found to lower the overlap and simulation timesteps, but a sensitivity analysis should be done to prove
this hypothesis.

50
40
30
20
10
0

0
10
20
30
40
50

R 
(1

0
3  a

sp
er

)

U

1

2

3 4

5

6

78

6.5 m/s
7.5 m/s
8.5 m/s
JND

Figure 8.10: Difference in roughness (∆R) between WinTAur simulations and measurements.
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8.2.4. Fluctuation Strength
The fluctuation strength (FS) metric measures slow amplitude and frequency modulations with a rate below
20 Hz. This metric is critical in wind turbine noise, as slow modulations are a significant factor in public
perception [26], [204]–[207]. Considering the blade pass frequency (BPF) of the NTK 500/41 turbine is 1.4
Hz, the fluctuation strength is significant. Figure 8.11 shows the values for this metric are in the order of
0.1 vacil, which is relatively low in the typical range of 0 to 3 vacil, defined by Osses, Greco and Merino-
Martinez [203]. A significant difference is noted between the microphones on the left and right and the
microphones up- and downstream. Observers closer to the rotor plane are expected to experience more
significant modulations, as they are right underneath either the down- or upstroke of the blade. A relation
between wind speed and fluctuation strength is complex to establish.
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Figure 8.11: Fluctuation strength of the measured noise (FSREAL ).

The differences between simulation and measurements in Figure 8.12 show minimal relation with wind
speed. Variations at the different observer positions seem case-dependent, with no clear indication of
what plays a role. The most minor discrepancies are found up- and downstream, which does not come
unexpectedly with lower fluctuation strength at those positions. The downstream differences are more
significant than upstream, indicating the lack of wake modelling may again play a role. On the left side,
microphone one shows a significantly different behaviour from the other side position microphones, but no
clear explanation can be given.
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Figure 8.12: Difference in fluctuation strength (∆FS) between WinTAur simulations and measurements.
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8.2.5. Tonality
A measure of the amount of tonal content, the tonality (K), is expected to have insignificant values, given
the broadband nature of wind turbine noise. Figure 8.13 confirms this hypothesis, with the maximum value
of 0.035 tonality units (t.u.) significantly lower than the maximum possible value of 1 t.u. There is some
inverse relation with wind speed, where cases at 8.5 m/s are again outliers compared to the other speeds.
The directional effect is mainly a difference in the spread of tonality over the wind speeds.
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Figure 8.13: Tonality of the measured noise (KREAL ).

The differences between WinTAur and experimental recordings in Figure 8.14 show that the simulations
are accurate at generating the same tonality in some instances. Since HAWC2 does not predict tonal
components, this analysis is expected to primarily be affected by the background noise, thus not adding
much value to the discussion.
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Figure 8.14: Difference in tonality (∆K) between WinTAur simulations and measurements.
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8.2.6. Psychoacoustic Annoyance
Lastly, the overall psychoacoustic annoyance (PA) is a summarising metric for all the above metrics. For
this analysis, the definition by Fastl and Zwicker [25] is used, as the addition of tonality by Di et al. [208] is
not relevant to the low tonality range. The values of psychoacoustic annoyance in Figure 8.15 repeat the
overall story of the sound quality metric analysis. Wind speed has some influence, with the 8.5 m/s cases
different from the other wind speeds. The main factor affecting the psychoacoustics is the position around
the turbine.
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Figure 8.15: Psychoacoustic annoyance of the measured noise (PAREAL ).

Regarding the difference between simulated and measured noise, the 8.5m/s sticks out in Figure 8.16, but
not as significantly as some other metrics. Microphone position seven shows the most minor differences,
and the left and right sides show the most significant differences. The simulations work best at the location
where HAWC2 is most intensively validated. The directional discrepancies presented by Bertagnolio et al.
[31] are reflected in a directional change in the difference in most metrics.
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Figure 8.16: Difference in psychoacoustic annoyance (∆PA) between WinTAur simulations and measurements.

8.3. Spectral Analysis
A better understanding of the discrepancies from the previous section is sought in a more technical spec-
tral analysis. Different parts of the auralisation toolchain are examined to find possible sources of discrep-
ancy. First, the Gaussian beam tracing is validated against HAWC2 results at the microphone positions.
Then, the influence of the propagation effects is investigated, followed by a spectral validation of the entire
toolchain. This section only presents spectra of the difference between the different samples for each
case (e.g., the difference between HAWC2 and the Gaussian beam tracing). The spectra of each sample
of each case are kept in Appendix C.
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8.3.1. Gaussian Beam Tracing Validation
For this validation, WinTAur is run with all propagation effects, but the spherical spreading is deactivated.
No background noise is added to the sample either. The difference between WinTAur and HAWC2 are
plotted in Figure 8.17. Firstly, an attenuation in the low-frequency range is found with a minimum of−10 dB.
This discrepancy may pose an important issue since Bertagnolio et al. [31] found HAWC2 to underpredict
the low-frequency noise. An explanation can be found in the Gaussian beam reception Equation 4.21c,
where a mathematical error is found in the denominator of the frequency-dependent term. This should
have been c2/(πfδα)2, meaning the lower frequencies are probably over-attenuated. Since this is found
too late to be fixed in this work, the effect of correcting Equation 4.21c should be investigated in future work.

Next to the low-frequency attenuation, the delta shows a sawtooth pattern, for which an explanation cannot
be given. A pattern different from the other positions is found at microphone one, with significant amplifi-
cation between 40 Hz and 200 Hz. The low-frequency attenuation at this position is also less. Given that
the Gaussian beam tracing is mostly within 6 dB from spherical spreading, the method is highly effective
in predicting noise levels for a simple propagation case.

8.3.2. Influence of Propagation Effects
The influence of adding the propagation effects from subsection 4.2.2 is also investigated to understand
better the final validation of theWinTAur results. Figure 8.18 shows the plots of this analysis. The ground
effect has the largest influence in the low frequencies, while the atmospheric absorption dominates in the
high frequencies.

The plots show an amplification of 2 to 5 dB in frequencies up to 2000 Hz. Because the microphones in
the experiment are mounted on plywood boards, the reflective amplification is expected to be closer to a
perfect reflection of 6 dB. Therefore, in this validation setup, the ground reflection is identified as a prob-
able source of discrepancy in the low-frequency range. Based on the verification plots in Figure 7.6, this
discrepancy is not expected to be very large depending on the exact absorption properties of the plywood
boards, as reflections are rarely perfect.

As expected from the plot of the Bass et al. [83] model in Figure 7.5, the effect of atmospheric absorption
is most prominent in the high-frequency range. There is no significant difference in attenuation between
the different cases, which the slight differences in atmospheric conditions in Table 8.1 clearly explain. The
microphone positions show no significant differences in the effect of atmospheric absorption, indicating its
directional independence.

8.3.3. Toolchain Validation
With the additional understanding of the influence of different parts of the WinTAur propagation model,
the overall results are presented in Figure 8.19. The low frequencies up to 100 Hz are not considered for
this analysis as strong tonal components are present in the recordings. This is visible in the plots in Ap-
pendix C. Given the operating rotor RPM combined with the gearbox ratio, mechanical noise is expected
to be present in the range from 25 to 60 Hz, which is the case. Looking at the peaks in Figure 8.19 in this
frequency range, a large, tonal under-prediction from WinTAur is found.

In the frequencies between 100 and 2000 Hz, all WinTAur show a consistent attenuation of 2 to 6 dB with
some tonal discrepancies. Based on the above discussion about the ground reflections, this discrepancy
is likely due to the wrong choice of ground type for this validation. A strong disagreement between the
simulations and recordings is found between 2 and 10 kHz. It is consistently more significant for the cases
with a wind speed of 8.5 m/s, indicating this may be caused by stall noise. Notably, this discrepancy is
almost not present at the upstream microphones (seven and eight), which matches the description of bad
high-frequency directivity prediction of HAWC2 by Bertagnolio et al. [31].



54 Chapter 8. Numerical Validation

102 103 104

f (Hz)

20

15

10

5

0

5

10
PB

L 
(d

B)
 (1

/3
 o

ct
av

e)
6.5 m/s
7.5 m/s
8.5 m/s

(a) Microphone 3

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(b) Microphone 4

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(c) Microphone 2

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

8.5 m/s

(d) Microphone 5

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(e) Microphone 1

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(f) Microphone 6

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(g) Microphone 8

102 103 104

f (Hz)

20

15

10

5

0

5

10

PB
L 

(d
B)

 (1
/3

 o
ct

av
e)

6.5 m/s
7.5 m/s
8.5 m/s

(h) Microphone 7

Figure 8.17: 1/3 Octave band level differences between the Gaussian beam tracing and HAWC2’s propagation.
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Figure 8.18: 1/3 Octave band level differences between WinTAur with all propagation effects and WinTAur without.
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Figure 8.19: 1/3 Octave band level differences between WinTAur simulations with BGN and experimental recordings.



9
Listening Experiment

With the numerical validation of WinTAur showing significant differences between recorded and simulated
wind turbine noise, it is decided to run a listening experiment to validate the tool in a subjective setting.
The experiment in this work is loosely based on the work by Susini, McAdams and Winsberg [209], Parizet
et al. [210], [211], Rossi, Crenna and Codda [212], and Alamir et al. [213].

9.1. Test Setup
The listening experiment is run in the Psycho-Acoustic LIstening LAboratory (PALILA) at the Delft Uni-
versity of Technology, Aircraft Noise and Climate Effects Section [214]. PALILA is a box-in-box concept,
soundproof booth inside a dedicated room at the TU Delft Aerospace Engineering Faculty, with an interior
square plan form of 2.32 m by 2.32 m, and 2.04 m height. The walls, floor and ceiling are built from double-
walled, modular bricks of two 19 mm MDF panels, separated by 52 mm acoustic-absorbing, agglomerated
polyurethane foam and fibres, made out of recycled denim and upholstery. There is a single door made
of the same panel composition, which has a soundproof seal. The floor and ceiling are covered in a 50
mm layer of acoustic-absorbing foam. The booth is separated from the building floor through a damping
system, where the hollow space is filled with sound-absorbing foam. The walls and ceiling are further
covered in rounded square shapes, made from felt-like fibre to provide an almost-anechoic environment.
In two diagonally-opposed corners, bass traps are placed to dampen low-frequency sound further.

Figure 9.1: Test setup for the listening experiment inside PALILA.

Sound reproduction is done with a pair of Sennheiser HD 559 [215], open-back, around-ear headphones.
They are connected to a HP Elitebook 850 G1 [216] notebook computer running the user interface. The
user interface is created in Python 3.8.10 [126], using the Kivy 2.2.1 [217] GUI development platform.
Sound is played through the Kivy integration of GStreamer at the 30% volume setting of the computer.

57
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At the start of each experiment, participants are informed about the thesis topic and how the listening
experiment is coupled with the research. Then, they are seated, asked to silence their phones, and adjust
the headphones to a comfortable fit. The interface and question procedure are introduced. For the first
two sections of the experiment, participants are explicitly asked to compare their feelings and experiences
with the sound samples rather than focusing on the sound details. Finally, they are informed about the
experiment’s expected duration and how to leave the listening room. After the experiment, participants are
informally asked about their impressions of the experiment, the findings of which are summarised below.

9.1.1. Sound Sample Selection
Similar to the method of case selection in the numerical validation, the recording samples and correspond-
ing simulations are chosen subjectively. Since the number of cases should be limited to keep the listening
experiment at a reasonable length, only three cases are selected. The decision is also made only to use
cases from October 23rd since the wind turbine noise has an A-weighted SNR above zero, meaning it is
audibly at higher levels than the background noise. The latter is done to increase the effect of the wind tur-
bine noise on the participants’ perception. The selected cases for the listening experiment are presented
in Table 9.1. The first two cases gauge the perceptual differences between the experimental recordings
and WinTAur simulations. The last case is used to investigate the human perception of the difference with
different propagation effects turned on or off and is also used to test the binaural rendering.

Table 9.1: Summary of wind turbine data selected for the listening experiment [199], [200].
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15:24 on 8.85 8.5 26.9 237 8 12.24 1018 75 289 298
15:44 on 6.46 6.5 26.8 83 3 12.09 1018 78 291 295

15:58 on 7.70 7.5 26.9 151 7 12.07 1018 79 285 295

9.1.2. Questionnaire for Participant Statistics
At the start of the experiment, participants are asked to fill out a questionnaire to record population statis-
tics and to gauge possible hearing impairments. The interface used for this questionnaire is shown in
Figure 9.2. Table 9.2 presents the questions and answers used to establish the nature of the population
sample. These statistics could highlight bias towards certain parts of the population if it exists. On the
other hand, the questions in Table 9.3 are used to explain possible outliers in the dataset.

Figure 9.2: Screen capture of the questionnaire interface.
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Table 9.2: Questionnaire items related to gathering statistics of the population sample of the experiment. The left column is the
question asked; the right column presents the options for participants.

Population statistics

Age Filled by participant

Current gender identity

Prefer not to say
Woman
Man
Non-Binary
Agender
Other

Highest completed level
of school/education

Prefer not to say
Elementary (Kindergarten through primary school)
Some High School (No Diploma)
High School Graduate
Some College, but No Degree
Bachelor’s Degree
Master’s Degree
Doctorate

Current employment status

Prefer not to say
Employed for wages
Self-employed
Homemaker
Student
Retired
Out of work or unable to work

How did you find out about
this experiment?

Posters
Information screens
Social media
TU Delft website
Brightspace
Other

Table 9.3: Questionnaire items to establish possible outlier results. The left column is the question asked; the right column
presents the options for participants.

Participant Parameters

How would you rate your attitude
towards wind turbines?

Very Positive
Positive
Neutral
Negative
Very Negative

Have you ever heard a wind turbine
before this experiment?

Yes
No

Are you currently suffering from
any ear disease?

Yes
No

Have you had an accident that
affected your hearing?

Yes
No

Do you use a hearing aid? Yes
No
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9.1.3. Comparison Between Recordings and Simulation
After the questionnaire, participants will be given 20 questions to gauge the realism of the auralised noise.
They will be presented with two sound fragments of seven seconds, with a two-second break in between.
After listening to both fragments, participants are asked to rate the difference on a scale from 0, meaning
functionally the same, to 4, meaning completely different. Each sample is presented twice to the partici-
pants. Participants are offered a short break to refocus every five questions during this experiment section.
The interface mandates seven seconds, but participants can wait longer before continuing.

The user interface during these questions is shown in Figure 9.3. There are four distinct steps, where
Figure 9.3a is the screen initially presented to the participants. Figure 9.3b shows the interface while
listening to a sound sample, followed by the screen in Figure 9.3c, where the participant can answer the
question. Finally, the interface in Figure 9.3d is shown when a question is finished, and the participant can
continue to the next question.

(a) Before listening the audio sample. (b) While listening the audio sample.

(c) After listening the audio sample. (d) After answering the question.

Figure 9.3: Cropped screen captures of the interface for the first and second set of questions.

9.1.4. Influence of Propagation Effects
In the second listening part of the experiment, participants are presented with the same type of question as
the previous one. Instead of comparing recordings and simulations, participants are given two simulation
samples with different propagation effects. The various combinations of effects are presented in Table 9.4.
Each combination is presented twice. The interface used is the same as in the previous part, with the
same exposure duration for the different sound samples. A break is given every four questions instead of
five, as the difference between samples is significantly smaller than in the first listening section.

Table 9.4: Selection and naming of comparisons in the second listening section of the experiment.

None Ground effect Atmospheric absorption Both

None none - ground none - atm none - all
Ground effect ground - none ground - all

Atmospheric absorption atm - none atm - all
Both all - none all - ground all - atm all - all
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9.1.5. Binaural Effect
During the last listening section of the experiment, the effectiveness of the binaural rendering module is
tested by presenting the participants with eight spatially rendered samples. Four directions are given to
the participants: directly in front (0◦), directly behind (180◦), to the left (270◦) and the right (90◦). Each
direction is presented twice. Participants then are asked to judge the direction on an eight-point wind rose,
as is shown in Figure 9.4. The concept of the question procedure is similar to the one presented for the
previous two listening sections, except for the different answer scale.

(a) Before listening the audio sample. (b) After answering the question.

Figure 9.4: Cropped screen captures of the interface for the third set of questions.

9.1.6. Expected Limitations
Some limitations of the experimental setup are thought out before analysing the data. Firstly, the order
of the samples is the same for all participants. Each participant is expected to require a few questions to
calibrate their responses on the difference scale; hence, the results will potentially be skewed. In further
questions, their positioning in the question queue may also play a role that should be investigated. For
this purpose, each combination of audio samples will be repeated twice, and these repetitions are to be
compared against one another.

Another anticipated limitation is that there might be a large spread in difference ratings since the question
and scale are entirely subjective. With this in mind, outlier filtering should not be done based on the
common rules of thumb concerning the mean and standard deviation of the dataset. Instead, inspiration
is taken from Boullet et al. [218], who used the Pearson correlation matrix to check for participants with
response behaviour that could be considered an outlier. In this work, the participant’s data is regarded
as a significant outlier if the median of the participant’s correlations is lower than the 16th percentile of all
correlation values. This eliminates results outside of the 68% confidence interval.

9.2. Participant Statistics
The participants of this listening experiment are a convenience sample found through advertisements on
the campus of TU Delft. Multiple calls for participants are made through different media: physical posters
are hung in most faculty buildings, digital posters are shown in a few faculty buildings, a digital poster is
placed on the Aerospace Engineering Brightspace page, and a poster is posted on multiple digital media.
This yielded a sample representative of the overall university population [219], of which the statistics are
shown in Figure 9.5.

In terms of gender, the ratio of men to women is roughly seven to three, with no one in the other gender
categories. The attitude towards wind turbines is generally favourable, with no participants answering on
the negative side of the spectrum. In the sample, more participants indicated they had been exposed to
wind turbine noise before than not. The population sample is highly educated, with most people having
a university degree. Most participants are either students or employed for wages, with some being self-
employed. This sample is deemed adequate for the current listening experiment as it does not attempt
to gauge annoyance or attitudes. However, looking out for biases concerning these statistics in analysing
the results is still essential.
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Figure 9.5: Statistics of the population sample participating in the listening experiment. The red parts of the bars represent the
filtered outliers, as described in subsection 9.3.1.

Next to the above statistics, the participant age and the time taken to complete the experiment are also
quickly highlighted with Figure 9.6 and Figure 9.7. The participants are relatively young, with a median of
25.5, a 3rd quartile of 28, and a maximum of 54 years. While this does raise a suspicion of age bias, there
does not seem to be one in the results.

20 25 30 35 40 45 50 55
(Years)

Age

Figure 9.6: Age statistics of the listening experiment participants. Red dots represent the outliers filtered in subsection 9.3.1.

The completion time for the listening experiment was estimated at around 20minutes, based on the amount
and duration of the audio samples and on a rough estimate of the needed time to enter the answers and
navigate through the interface. The completion time in Figure 9.7 shows that 20 minutes is a decent
estimate, with most people completing the experiment within 15 to 18 minutes.

13 14 15 16 17 18 19 20 21 22 23
Time (Minutes)

Completion Time

Figure 9.7: Completion time statistics of the listening experiment participants. Red dots represent the outliers filtered in
subsection 9.3.1.
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9.3. Experiment Results
This section discusses the findings of the listening experiment results. The filtering of outliers is covered
first, followed by discussions of the three parts of the listening experiment as they relate to validating
WinTAur.

9.3.1. Outlier Filtering with Pearson Correlation
As mentioned above, the Pearson correlation matrix filters the participant data for outliers. The matrices
are shown before and after filtering in Figure 9.8. The results that are filtered are highly uncorrelated with
the other results.

The number of outliers is red in the population statistic plots in Figure 9.5. It is found that the three outliers
are distributed evenly through the population, and no bias is expected concerning the grouping of the par-
ticipants.

There are ethical concerns regarding the filtering of data from human experiments. With participants
actively participating in the experiment, it could be argued that outlier filtering wastes their time. While
the author recognises this ethical concern, the added value of filtered data combined with the fact that
participants are compensated regardless of their results is considered not to pose a moral issue. The data
anonymisation is also done so that no explicit discrimination by the author is possible in selecting outliers
and the threshold for outlier detection.

Figure 9.8: Pearson correlation matrices before (left) and after (right) outlier filtering, highlighting the participants marked as
outliers. Note the diagonal is equal to one for all participants, as individual results are fully correlated with themselves.
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Figure 9.9: Results for the presented differences in the first part of the listening experiment.
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9.3.2. Differences Between Recordings and Simulations
Figure 9.9 shows the results of the first part of the listening experiment next to a sound quality metric
analysis of the used samples. The relation with wind speed returns, with the psychoacoustic annoyance
showing a more significant difference at higher wind speed. The mean subjective difference rating in Fig-
ure 9.9a confirms this relation. The directional differences from section 8.2 also return in the subjective
ratings, proving the sound quality metrics can accurately validate the subjective human perception of the
noise.

One parameter that raises questions is the order in which samples are presented. The difference rating is
generally higher when a simulation sample is presented first than when a recording sample is presented
first. The results in Figure 9.9a reflect this significant change. It is also found to be persistent in the pre-
sented cases. No explanation for this phenomenon is easily found but should be looked into further, as it
may hurt the results and conclusions.

Regarding biases related to the population statistics, only one is significant enough to note, namely whether
a participant indicated previous exposure to wind turbine noise. When not previously exposed, participants
generally rate the differences between samples lower than when they have been. One suspected reason
for this bias is that people with previous experience with wind turbine noise may recognise differences
more easily and clearly.

9.3.3. Differences From Propagation Effects
Looking at the second part of the listening experiment, the differences are more minor than in the first
part. This is expected based on the verbal impressions of the participants. The plot in Figure 9.10 shows
the statistics of the difference ratings per step in propagation effect. These correspond to the names and
steps presented in Table 9.4. On the left side of the plot, in orange, are the steps from no effects to only
atmospheric absorption and from there to both propagation effects. The mean and standard deviation of
adding these are shown in the third column. The central column shows the direct step from no propagation
effects active to both being present. On the right side of this are the steps from no effects to only ground
reflections to both effects being present, with their added mean and standard deviation next to the mid-
dle column. The right-most column presents the statistics when both effects are active in both samples,
meaning no change is present.

Discussing the results in Figure 9.10, one can see that most propagation effects have some effect on the
objective perception of the wind turbine noise. The effect is generally minimal. A limitation of the selected
case could be the short propagation range. Due to the short range, the atmospheric absorption can only
have little effect. The small rated difference in this experiment section could be partially explained by the
significantly larger differences in the first part. Thus, the five-point scale may be a limiting factor. Also of
note is that participants consistently rate a difference for the case where both samples are equal. From
verbal feedback, this may be because participants did not expect this kind of case to be presented.
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Figure 9.10: Statistics of the rated difference, per step in propagation effect addition as described Table 9.4.
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Another curiosity is that adding the means and standard deviations of the partial steps from no effects
to both results in a similar distribution to that of the direct step from none to both. It is also curious that
adding a single effect can result in a lower or higher difference depending on the starting point. This can be
explained intuitively, as having the additional sound from reflections is expected to suffer a more significant
difference from adding atmospheric absorption.

9.3.4. Binaural Effect
The results for the third part of the experiment are shown in Figure 9.11. The results show many partic-
ipants answered out of the expected range of answers on the front-rear axis. What is noted is that not
many participants answered on the left-right axis for samples on the front-rear axis, showing the binaural
rendering is decently capable of conveying a sense of direction. The experiment perfectly recognises the
left-right difference, with no answers outside the expected range for samples on this axis. What is inter-
esting to see is the more extensive spread of answers for samples on the left side compared to the right.
A significant effect of the microphone location for the samples from the left side skews this result.
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Figure 9.11: Relative frequency of indicated direction of the presented binaural wind turbine noise samples per origin location of
the noise. The grey area marks the expected range of answers.





10
Conclusion and Future Work

This thesis set out to investigate the use of the aeroacoustics module of HAWC2 in the auralisation of wind
turbine noise. Implementing a complete toolchain from the frequency domain output of HAWC2 to audio
files has proven that this method is promising for psychoacoustic noise annoyance research.

In conclusion, a source, propagation, binaural rendering and signal reconstruction methodology have been
proposed to cover all aspects of auralising the aeroacoustic output of HAWC2. These methodologies have
been implemented in one code, calledWinTAur. For signal reconstruction, a random phase method is cho-
sen over the more complex phase reconstruction methods found in literature because initial results are
not promising. Parts of this code are unit-tested and verified against their source literature, while other
aspects are validated through numerical methods and a subjective listening experiment.

Differences in psychoacoustic loudness, sharpness and tonality between recorded and simulated noise
have revealed discrepancies related to the wind speed. This relation is best explained by the limitations
in stall noise modelling in HAWC2. In all metrics, differences in the level of discrepancy relate to the po-
sition around the wind turbine, where a position directly upstream shows the smallest discrepancies. The
validation of HAWC2 showing discrepancies in the directionality explains the latter finding. The fluctuation
strength delta shows a dependence on the simulation case, which no single input parameter can easily
explain. All differences between simulations and measurements are outside the ranges for just-noticeable-
difference. The spectral analysis of these differences shows most of the discrepancies have three sources:
the stall noise model, the noise directivity model and the ground reflection model. The first two significantly
affect the results, while a change in ground type choice should fix the latter.

The numerical differences repeat in the results of a subjective listening experiment, where the same direc-
tional trends show up. The dependence on wind speed is also repeated in the subjective perception of
the differences. This proves the psychoacoustic sound quality metrics should allow for accurate validation
of future auralisation tools. The experiment also reflects the differences caused by adding propagation
effects, such as atmospheric absorption and ground effects. These differences are more minor than the
ones between simulations and measurements because of the short propagation distance.

Based on the results of this study, future work for the auralisation of modelled wind turbine noise is sug-
gested. Firstly, a sensitivity analysis of the case-independent parameters is critical before improving the
models. Conducting a validation with a large, pitch-controlled wind turbine should overcome the limitation
of HAWC2 regarding stall noise and is more relevant in the current onshore wind market. Noise measure-
ments with lower background noise levels are strongly recommended as most of the available dataset was
unusable due to a low signal-to-noise ratio.

Another recommendation is to explore different aeroacoustics models for use in the source modelling to
potentially overcome the directivity limitations of HAWC2. The propagation model in this work is kept
relatively simple as it only considers flat ground at 0 m altitude. Integrating the Gaussian beam tracing ap-
proach by Yunus [85] into the toolchain would enable the simulation of complex terrain and urban dwellings,
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68 Chapter 10. Conclusion and Future Work

increasing the applicability of the code. This could allow for widespread use in public engagement regard-
ing wind turbine projects near towns and villages. Proper modelling of turbulent scattering and the effect
of the wind turbine wake can also prove valuable in a more accurate simulation of wind turbine noise.

While only investigated in a preliminary form, the binaural rendering in this work showed decent direction
perception in the listening experiment. Creating a better resolution HRTF database and including this
work in a VR system through real-time spatial rendering can enable an audio-visual investigation of wind
turbine noise annoyance. Validating the binaural rendering through measurements with a head-and-torso
simulator could provide valuable insights into wind turbine noise’s directional effects.
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Figure A.1: Coordinate systems used in this thesis report

Cartesian

C⃗(x, y, z)→ S⃗(r, θ, ϕ) + O⃗ :



r =
√

(x− O⃗x)2 + (y − O⃗y)2 + (z − O⃗z)2

θ = arctan
(

y−O⃗y

x−O⃗x

)
ϕ = arctan

(
z−O⃗z√

(x−O⃗x)2+(y−O⃗y)2

)
(A.1)

C⃗(x, y, z)→ B⃗(r, y, ψ) + O⃗ :


r =

√
(x− O⃗x)2 + (y − O⃗y)2

y = y − O⃗y

ψ = arctan
(

−(z−O⃗z)

x−O⃗x

) (A.2)

C⃗(x, y, z)→ H⃗(r, θ, ϕ, θ0) + O⃗ :



r =
√
(x− O⃗x)2 + (y − O⃗y)2 + (z − O⃗z)2

θ = arctan
(

O⃗x−x

y−O⃗y

)
− θ0

ϕ = arctan
(

z−O⃗z√
(x−O⃗x)2+(y−O⃗y)2

)
(A.3)
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Spherical

S⃗(r, θ, ϕ) + O⃗ → C⃗(x, y, z) :


x = r cos θ cosϕ+ O⃗x

y = r sin θ cosϕ+ O⃗y

z = r sinϕ+ O⃗z

(A.4)

Cylindrical

B⃗(r, y, ψ) + O⃗ → C⃗(x, y, z) :


x = r cosψ + O⃗x

y = y + O⃗y

z = −r sinψ + O⃗z

(A.5)

Head-Related Spherical

H⃗(r, θ, ϕ, θ0) + O⃗ → C⃗(x, y, z) :


x = −r sin(θ + θ0) cosϕ+ O⃗x

y = r cos(θ + θ0) cosϕ+ O⃗y

z = −r sinϕ+ O⃗z

(A.6)

Coordinates

+ vec: np.array(shape=(3, ))

Cartesian(Coordinates)

 + vec: np.array(x, y, z)

+ len() -> float
+ dist(other: Coordinates) -> float
+ to_spherical(origin: Cartesian) -> Spherical
+ to_cylindrical(origin: Cartesian) -> Cylindrical
+ to_hr_spherical(origin: Cartesian, rotation: float)
 -> HeadRelatedSpherical

NonCartesian(Coordinates)

 + vec: np.array(shape=(3, )) 
 + origin: Cartesian

+ _to_self(coordinates: Cartesian) -> NonCartesian
+ _to_cartesian() -> np.array(x, y, z)

+ len() -> float
+ dist(other: Coordinates) -> float
+ to_cartesian() -> Cartesian
+ to_spherical(origin: Cartesian) -> Spherical
+ to_cylindrical(origin: Cartesian) -> Cylindrical
+ to_hr_spherical(origin: Cartesian, rotation: float) -
> HeadRelatedSpherical

Spherical(NonCartesian)

+ vec: np.array(r, , ) 
+ origin: Cartesian

+ _to_self(coordinates: Cartesian) -> Spherical
+ _to_cartesian() -> np.array(x, y, z)

Cylindrical(NonCartesian)

+ vec: np.array(r, , y) 
+ origin: Cartesian

+ _to_self(coordinates: Cartesian) -> Spherical
+ _to_cartesian() -> np.array(x, y, z)

HeadRelatedSpherical(NonCartesian)

+ vec: np.array(r, , ) 
+ origin: Cartesian
+ rotation: float

+ _to_self(coordinates: Cartesian)
 -> HeadRelatedSpherical
+ _to_cartesian() -> np.array(x, y, z)

Figure A.2: Class diagram of the Python implementation of the above coordinate systems.



B
Validation Data

Table B.1: Specification of the Nordtank NTK 500/41 wind turbine (adapted from Paulsen, 2011 [198, Tab. 1]).

Rotor

Rotor Diameter 41.1 m
Swept Area 1, 320 m2
Rotational Speed 27.1 RPM
Measured Tip Angle −0.2◦ ± 0.2◦

Tilt 2◦

Coning 0◦

Blades

Type LM 19.1
Profiles NACA 63-4xx and NACA FF-W3
Length 19.04 m
Chord 0.265 m - 1.630 m
Twist 0.02◦ - 20.00◦
Air Brakes Pivotal blade tips

Drivetrain

Mechanical Brake High speed shaft
Power Regulation Passive aerodynamic stall
Gearbox 1:55.35 ratio Flender
Generator Siemens 500 kW, 4 poles, 690 V

Tower
Type Conical steel tube
Hub Height 36 m

Masses

Blade 1, 960 kg
Rotor and Hub 9, 030 kg
Tower Head Mass 24, 430 kg
Tower Mass 22, 500 kg

III
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Table B.2: Summary of wind turbine data from October 15th, 2015 [199], [200].

Timestamp

Turbine Status

Mean WS (m/s)

Mean Rotor RPM

Mean Power
(kW)

TI (%)

Temperature (◦C)

Pressure (hPa)

Humidity (%)

Mean WD (◦)

Mean yaw (◦)

14:50
off

7.02
14.6

0
27

11.16
1022

64
67

293
14:52

off
8.24

14.6
0

18
11.16

1022
64

71
313

14:54
off

8.96
14.6

0
25

11.20
1022

64
71

84
14:56

change
8.87

14.7
0

17
11.16

1022
64

69
69

14:58
change

8.13
26.7

142
21

11.15
1022

64
66

79
15:00

on
8.19

26.9
177

21
11.13

1022
65

68
79

15:02
on

10.04
26.9

262
19

11.16
1022

65
67

79
15:04

on
8.55

26.9
142

16
11.13

1022
65

70
79

15:06
on

6.04
26.9

11
24

11.09
1022

65
75

79
15:08

on
5.69

26.9
104

32
11.05

1022
65

74
79

15:10
change

8.47
23.2

105
30

11.05
1022

65
71

79
15:12

off
9.95

14.6
0

16
11.12

1022
66

74
84

15:14
off

9.29
14.6

0
13

11.12
1022

66
71

85
15:16

off
8.64

14.6
0

24
11.06

1022
66

73
85

15:18
off

8.76
14.6

0
23

11.09
1022

66
74

85
15:20

off
7.84

14.6
0

16
11.07

1022
66

68
85

15:22
change

5.91
24.9

85
24

10.99
1022

66
69

85

15:24
on

6.26
26.9

111
22

10.93
1022

67
71

85
15:26

on
6.57

26.9
157

23
10.92

1022
67

74
85

15:28
on

8.29
26.9

215
21

10.96
1022

67
73

85

15:30
change

8.10
24.5

146
15

10.96
1022

67
72

85
15:32

off
6.97

14.6
0

21
10.95

1022
67

69
85

Table B.3: Summary of wind turbine data from October 23th, 2015 [199], [200].

Timestamp

Turbine Status

Mean WS (m/s)

Mean Rotor RPM

Mean Power
(kW)

TI (%)

Temperature (◦C)

Pressure (hPa)

Humidity (%)

Mean WD (◦)

Mean yaw (◦)

15:12
off

9.45
14.6

0
8

12.16
1017

74
285

252
15:14

off
9.27

14.6
0

6
12.17

1017
74

283
285

15:16
change

8.85
18.1

45
11

12.22
1017

74
286

298

15:18
on

7.91
26.9

164
8

12.18
1017

75
288

298
15:20

on
8.79

26.9
197

9
12.17

1017
75

287
298

15:22
on

8.44
26.9

201
5

12.22
1018

75
289

298
15:24

on
8.85

26.9
237

8
12.24

1018
75

289
298

15:26
change

9.01
26.0

197
6

12.27
1018

76
290

298
15:28

off
8.25

14.6
0

8
12.21

1018
76

288
298

15:30
off

8.87
14.6

0
8

12.20
1018

76
286

303
15:32

off
9.33

14.6
0

5
12.19

1017
76

288
305

15:34
off

8.97
14.6

0
5

12.17
1017

76
288

305
15:36

off
8.77

14.6
0

4
12.17

1017
77

289
305

15:38
change

7.30
22.9

76
9

12.10
1018

77
290

305
15:40

on
7.22

26.8
124

7
12.11

1018
77

288
297

15:42
on

6.58
26.8

94
4

12.15
1018

77
289

295
15:44

on
6.46

26.8
83

3
12.09

1018
78

291
295

15:46
change

6.65
25.5

72
7

12.04
1018

78
289

295
15:48

off
7.06

14.6
0

8
12.10

1018
78

287
295

15:50
off

8.11
14.6

0
7

12.13
1018

78
283

295
15:52

off
7.58

14.6
0

5
12.10

1018
79

282
295

15:54
off

7.26
14.6

0
9

12.07
1018

79
282

295
15:56

change
7.10

22.4
68

8
12.06

1018
79

281
295

15:58
on

7.70
26.9

151
7

12.07
1018

79
285

295
16:00

on
7.53

26.9
139

5
12.08

1018
80

286
295

16:02
on

7.58
26.9

148
6

12.09
1018

80
287

295
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Table B.4: Summary of wind turbine data from October 16th, 2015 [199], [200].
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)

M
ea

n
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w
(◦
)

10:00 off 3.71 14.6 0 21 8.09 1019 97 29 292
10:02 off 3.37 14.6 0 20 8.09 1019 96 30 161
10:04 off 4.16 14.6 6 13 8.10 1019 96 28 42
10:06 off 4.02 14.6 0 22 8.11 1019 96 29 42
10:08 change 4.15 22.7 0 25 8.11 1019 96 25 42
10:10 change 4.49 26.0 -3 12 8.11 1019 96 28 42
10:12 change 4.03 26.5 7 22 8.13 1019 96 27 42

10:14 on 3.84 26.8 5 23 8.13 1019 96 27 41
10:16 on 4.05 26.8 8 20 8.13 1019 96 24 34
10:18 on 4.13 26.8 13 17 8.14 1019 96 27 34

10:20 change 3.93 26.0 18 19 8.15 1019 96 25 34
10:22 off 4.28 14.6 0 19 8.16 1019 96 29 35
10:24 off 4.11 14.6 0 21 8.17 1019 96 23 35
10:26 off 4.14 14.6 -6 16 8.18 1019 96 19 35
10:28 change 4.20 18.4 0 15 8.20 1019 96 25 35
10:30 change 3.68 26.8 24 17 8.21 1019 96 26 34

10:32 on 3.92 26.9 24 15 8.22 1019 95 30 35
10:34 on 4.51 26.8 -6 12 8.22 1019 95 28 34

10:36 change 4.42 26.6 3. 20 8.24 1019 95 30 34
10:38 change 4.01 26.5 11 16 8.25 1019 95 31 35
10:40 change 4.69 26.7 0 15 8.27 1019 95 29 38

10:42 on 4.43 26.9 1. 15 8.28 1019 95 26 38
10:44 on 3.90 26.9 7. 27 8.29 1019 95 27 38
10:46 on 3.80 26.9 3. 23 8.30 1019 95 24 39
10:48 on 3.01 26.9 20 27 8.32 1019 95 26 38
10:50 on 4.42 26.9 13 25 8.33 1019 95 24 39
10:52 on 3.79 26.9 15 21 8.32 1019 95 26 38

10:54 change 3.66 23.5 5 25 8.32 1019 95 29 38
10:56 off 3.93 14.6 0 23 8.35 1019 95 29 38
10:58 off 4.21 14.6 0 13 8.36 1019 95 27 38
11:00 off 3.67 14.6 0 14 8.39 1019 95 25 40
11:02 off 3.63 14.6 0 15 8.41 1019 94 24 77
11:04 off 4.30 14.6 -12 22 8.42 1019 94 28 82
11:06 off 4.19 14.6 -5 13 8.42 1019 94 25 61
11:08 off 3.51 14.6 -2 19 8.45 1019 94 27 54
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Figure C.1: 1/3 Octave band level spectra for the case: 23 Oct. 15:18 - 7.5 m/s
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Figure C.2: 1/3 Octave band level spectra for the case: 23 Oct. 15:20 - 8.5 m/s
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Figure C.3: 1/3 Octave band level spectra for the case: 23 Oct. 15:22 - 8.5 m/s
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Figure C.4: 1/3 Octave band level spectra for the case: 23 Oct. 15:24 - 8.5 m/s
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Figure C.5: 1/3 Octave band level spectra for the case: 23 Oct. 15:42 - 6.5 m/s
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Figure C.6: 1/3 Octave band level spectra for the case: 23 Oct. 15:44 - 6.5 m/s
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Figure C.7: 1/3 Octave band level spectra for the case: 23 Oct. 16:00 - 7.5 m/s
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Figure C.8: 1/3 Octave band level spectra for the case: 23 Oct. 16:02 - 7.5 m/s
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