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Abstract
Accurate gammaphoton transport simulationsof emission tomography systems are important tooptimise
systemgeometries and for iterative image reconstruction.MonteCarlo simulation (MCS) iswidely
established for this purposebuthas thedisadvantageof beingprohibitively slow.Voxelized ray tracing
(VRT) canbeused as an alternative but the accuracyofVRTneeds tobe assessed for each simulation task at
hand.Theaimof thiswork is topropose andvalidate adedicatedVRTcode for anovel radionuclide-based
multi-pinholemolecular breast tomosynthesis (MP-MBT) scanner.TheMP-MBTsystem images
radionuclidedistributions in amildly compressedbreast using twoopposing gammacameras, each
equippedwith a focusingmulti-pinhole collimator, that slide alongopposite sidesof thebreast.VRT
simulates gammaphoton transport by tracing rays efficiently through the voxelizedphantom, collimator,
anddetector volumesusing Siddon’s raytracing algorithm, acceleratedbydual-gridmethods.Toassess its
accuracy,we comparepoint spread functions (PSFs) calculatedwithVRT fordifferent voxel sizeswith those
generatedby the establishedMCS toolkitGATE. Furthermore,VRTandMCS-simulatedprojectionsof
realistic anthropomorphicXCATphantomswithdifferent compressedbreast sizes are compared, aswell as
reconstructed images obtained from theseprojections.WithVRT,PSFs forMP-MBTcanbe simulated
accuratelywhen thefinevoxel size of theVRT’s dual-grid is 1/8mm.Reaching a similar deviation from
noiselessPSFs takes 29 300 times longerwith fullMCS thanwithVRT.Furthermore,XCATphantom
simulations show thatVRT-generatedprojections are very close toMCS-generated low-noise projections
when these are corrected for scatter by the triple energywindowmethod.However,wealsofind that
primarygammaphotons from the torsomay in somecases reach thedetector,meaning that torso activity
shouldnot beneglected inVRT.Finally, reconstructed images obtained fromprojections generatedbyVRT
andMCSare visually very similar andhaveno significant difference in contrast andnoise characteristics.
Weconclude thatVRTcanaccurately and efficiently simulateMP-MBTeven though it neglects scattered
photonsoriginating fromthe torso.

1. Introduction

Imaging of radiolabelledmolecule distributions is gaining
popularity for breast cancer diagnosis. Recently, several
breast-specific gamma cameras have been proposed and
significant advances in the sensitivity of these cameras
have been made (Mueller et al 2003, Coover et al 2004,

Hruska et al 2008c, 2012a, 2012b, Siman and Kappa-
dath 2012, Long et al 2016). Alongside these planar
gamma cameras, there is also growing interest in 3D
molecular breast imaging.General purpose single photon
emission computed tomography (SPECT) and positron
emission tomography (PET) are not ideal for breast
imaging because they often provide no higher diagnostic
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sensitivity and specificity than planar systems (Hruska
and O’Connor 2013, Fowler 2014). Therefore, dedicated
3D molecular breast imaging techniques are being
investigated (Tornai et al 2003, Brzymialkiewicz et al
2005, Raylman et al 2008,MacDonald et al 2009, Baghaei
et al 2010, Williams et al 2010, Yanagida et al 2010,
Moliner et al 2012, Gopan et al 2014, Gong and
Williams 2015). Recently, we proposed dedicated mole-
cularbreast tomosynthesisbasedonslidingmulti-pinhole
collimators, known as MP-MBT (Beekman 2011, van
Roosmalen et al2016).

To investigate the performance of MP-MBT and
to further optimize its design, acquisition, and recon-
struction parameters, efficient simulation algorithms
are useful. To be able to evaluate images that could be
acquired withMP-MBT, one has to be able to generate
both noisy ensembles of projections of realistic dis-
tributions, as well as the virtually noiseless point
spread functions (PSFs, the detector’s response to a
point source of activity) that are used in image recon-
struction. Monte Carlo simulation (MCS) is a power-
ful technique for assessing gamma photon transport
(Rogers 2006) and its accuracy has been extensively
validated in the scientific community. However, MCS
is also notoriously time-consuming (Haynor et al
1990, Gieles et al 2002,DeBeenhouwer et al 2007).

Several ways to speed up MCS exist, such as
applying a large production threshold for secondary
particles (Jan et al 2004, 2011), ignoring some of the
physics processes generating secondary particles
(Devries et al 1990, Cot et al 2002, 2004) or optimiz-
ing the code for a specific application (Hunter et al
2013). New implementation strategies based on gra-
phics processing units (GPUs) have also recently
become available (Lippuner and Elbakri 2011, Bert
et al 2013, Garcia et al 2016). Another class of acceler-
ated MCS uses variance reduction techniques such as
forced detection, angular response function model-
ling or fictitious interaction (Haynor et al 1990,Wang
et al 1993, Beekman et al 1999, de Jong et al 2001,
Gieles et al 2002, Ljungberg et al 2005, Rehfeld et al
2009, Descourt et al 2010, El Bitar et al 2011). How-
ever, even with modern hardware and advanced
acceleration techniques, for certain applications,
MSC is still prohibitively slow and complete system
simulations often take days (El Bitar et al 2011, Garcia
et al 2016).

If the effects of scatter are negligible or correctable
in a gamma imaging system, a simulation that only
models attenuation but ignores scatter is a possible
way to reduce the calculation time. This can be done
using a simple raytracing algorithm, in which the
paths from the gamma source to the detector are
tracked and attenuation of gamma photons along
these paths is calculated. Analytical raytracing soft-
ware, in which phantom, collimator and detector geo-
metries are described by analytical functions, has been
used to generate PSFs for simple imaging systems
quickly and noiselessly (Feng et al 2010, Goorden et al

2011, Li and Furenlid 2014). For complicated geome-
tries which are difficult to describe analytically, such as
irregular phantoms in CT and SPECT, discrete raytra-
cing, in which geometries are represented by a finite
number of voxels or layers, is more practical
(Siddon 1985, Smith et al 1997, Goertzen et al 2002,
Schramm et al 2003, Tabary et al 2004, Funk et al 2006,
Lin et al 2010). Among these discrete raytracers, those
that use a representation of volumes in cubic voxels
(voxelized ray tracing, VRT) are the most straightfor-
ward and suitable to represent highly irregular
structures.

Voxelization of continuous structures introduces
simulation errors since the edges are no longer smooth
but composed of cubic elements. The use of very fine
voxels can reduce the error but puts a strain on mem-
ory requirements and slows down the computation
time. Solutions that have been proposed to circum-
vent the issue of balancing accuracy and simulation
time in volume representation include using hybrid
analytical-voxelized representations (Wang et al
1993), employing non-cubic voxel shapes (Matej and
Lewitt 1996, Zbijewski and Beekman 2006) or using a
spatial subdivisionmethod such as an octree voxel size
structure (Meagher 1982, Glassner 1984). Octree is a
method for describing an object by repeatedly dividing
a cubic voxel into eight smaller cubic regions until
each region becomes homogeneous. It has been
applied in medical imaging simulations (Ogawa and
Maeda 1995, Suganuma and Ogawa 2000, Hubert-
Tremblay et al 2006, Sarrut and Guigues 2008, Badal
et al 2009) and is nowadays widely used in 3D graphics
for representing irregular volumes.

In previous medical imaging instrumentation
research in which VRT was applied, only phantoms or
detectors were represented by voxels (Siddon 1985,
Smith et al 1997, Huesman et al 2000, Goertzen et al
2002, Schramm et al 2003, Tabary et al 2004, Lin et al
2010). In contrast, we developed VRT software in
which all volumes (gamma emitter, phantom, colli-
mator and gamma detector) are voxelized. Fixed voxel
sizes are used in phantoms and detectors, but in the col-
limator volume for which precise geometrical knowl-
edge is crucial and through which raytracing is most
time-consuming, a form of an octree-like voxel struc-
ture with two different voxel sizes is used. Though VRT
provides an attractive alternative to MCS in testing sys-
tem geometries such as MP-MBT, its validity lies in the
prerequisite that scatter is negligible or correctable. As
tracer uptake in breast imaging is relatively high in
organs such as the liver and heart (Wackers et al 1989,
Maublant et al 1996), a careful assessment of its contrib-
ution in our MP-MBT system is required. For other
breast gamma imaging geometries, different amounts
of scatter contamination were reported and it is thus
not a priori clear what the amount of scatter is in MP-
MBT (Pani et al 1998, Gruber et al 1999, Williams et al
2003, Brzymialkiewicz et al 2005, Hruska and
O’Connor 2006, 2008a, Campbell andPeterson2014).
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The aim of this paper is to propose our specific
VRT implementation and to validate the use of VRT
for MP-MBT. To this end VRT is compared against
theMCS software package GATE (Geant4 Application
in Tomographic Emission (Jan et al 2004, 2011))
which is considered to be the gold standard. PSFs, pro-
jections, and reconstructed images of the anthro-
pomorphic XCAT phantom (Segars and Tsui 2009)
are generated by both software packages, and simula-
tion accuracy of VRT and its dependence on colli-
mator volume voxel size settings are analysed.

2.Method

2.1.MP-MBT
The novel MP-MBT concept (shown in figure 1) was
proposed in Beekman (2011) and van Roosmalen
et al (2016) in which a detailed description can be
found. MP-MBT aims to image the distribution of
single-gamma emitting tracers in the breast to detect
possible malignancies. The breast is pendant
through a hole in the patient bed (equipped with
3.2 mm thick lead for shielding) and is mildly
compressed at levels similar to planar molecular
breast imaging (Hruska et al 2008c) with optically
transparent plates, through which optical cameras
(not shown in figure 1) view the breast. These optical
cameras generate images, from which users can
select a volume-of-interest which is to be imaged.
Imaging takes place by the two gamma cameras
located underneath the patient bed, each equipped
with a multi-pinhole collimator focusing on a

volume smaller than the whole breast, cf figure 1(b).
The gamma cameras slide to various positions
during scanning in order to cover the region
designated by the user. Each of the 5 mm thick
collimator plates, made of tungsten alloy (97%
tungsten, 1.5% nickel, and 1.5% iron), has 42 round
knife-edge pinholes. An 8 mm-thick shielding plate
made of the samematerial is located between gamma
detector and collimator plate. It has 42 rectangular
holes, each of them corresponding to one of the
pinholes in the collimator respectively avoiding
different pinhole projections from overlapping on
the gamma detectors. Gamma detectors are assumed
to consist of 250×150×9.5 mm3 NaI(Tl) crystals
read out by a PMT array. For 140 keV gamma
photons (from 99mTc-Sestamibi, the most promi-
nent tracer for breast tumour detection), 90%
detection efficiency can be achieved by NaI of this
thickness. With the projections obtained from the
two gamma cameras, the 3D tracer distribution in
the breast can be reconstructed using a maximum
likelihood expectation maximization algorithm
(Vastenhouw and Beekman 2007, van Roosmalen
et al 2016).

2.2. VRT
VRT uses voxelized models of the detectors, collima-
tors, phantoms, and the distribution of single-gamma
emitters as its input. Each voxel is assigned a value
which corresponds to the linear attenuation coeffi-
cient m of its material at the energy of the gamma-
emitter. When a gamma photon path crosses a voxel,

Figure 1. (a)Geometry ofMP-MBTwith theXCAT torso phantomplaced in the scanner. The dotted rectangular box indicates the
part of the torso phantom included inGATE simulations but not in VRT. The two gamma cameras can slide to different locations
(indicated by the arrows) to focus on different parts of the breast. (b)Across section through the gamma camera geometry (plane PP’
in (a)). All dimensions are inmillimetres (mm).
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the path length L through this voxel is obtained.
Siddon’s raytracing algorithm is used to quickly
calculate path lengths in voxels (Siddon 1985).
Lambert–Beer’s law,

P e , 1L= m- ( )

is then used to calculate the transmission probability P
through the voxel. During raytracing, the transmission
probabilities in the voxels that the ray passes are
multiplied giving a total transmission probability. As
there is always a finite probability for a gamma photon
to pass through phantom and collimator, one could in
principle calculate the full transmission probability
along every simulated gamma ray path. However,
many gamma rays pass through large amounts of
collimator material (tungsten alloy), making the
transmission probability extremely small and it is
computationally inefficient to keep track of all these
paths. We, therefore, set a cut-off of 10−5 (2.76 mm
collimator material) on the transmission probability
through phantom and collimator below which ray
tracing is stopped.

The surface of the gamma detector is divided into
detector pixels and each pixel is subdivided into 4×4
subpixels. For projection image assessment the pixel
size is set to 1 mm, while for PSF assessment 0.5 mm is
used. Gamma photons from each source position are
tracked to the centres of all subpixels. The solid angle
of each subpixel is taken into account by multiplying
the transmission probability through the collimator of
the gammaphotons by the geometrical factor

P
d

R

sin

4
, 2geometry

2

2

q
p

= ( )

where R is the distance from the voxel centre to the
detector subpixel centre, d is the detector subpixel

size, and q is the angle of incidence of the gamma
photon (see figure 2(a)).

The gamma photon is subsequently tracked
through the continuous NaI(Tl) gamma detector
which is represented in a voxelized form as well: it is
subdivided into rectangular voxels with the length of
each voxel being equal to the detector crystal’s thick-
ness (9.5 mm) and the area having the size of a detector
subpixel. In the gamma detector, Lambert–Beer’s law
is again used to calculate the absorption probability in
each detector voxel. Note that gamma photons that
reach the detector under an angle can pass different
rectangular voxels and this way the varying depth-of-
interaction in the detector is simulated (see
figure 2(b)). The attenuation coefficient of the detector
is set to 0.217 mm−1. This number is higher than the
attenuation coefficient that solely includes photo-
electric effect but lower than the total attenuation
coefficient for 140 keV gammas in NaI (including
Compton scatter). In fact, we set the attenuation coef-
ficient such that the number of detected gammas in
VRT with this attenuation coefficient is equal to the
number of detected gammas found in the±10% pho-
topeak from GATE simulated PSFs. Thus, the added
detector efficiency due to gamma photons undergoing
multiple interactions in the scintillator is accounted
for in VRT, but the scatter process itself, which may
impact spatial resolution, is not taken into account.
Finally, for each source position, absorption prob-
abilities in all 4×4 detector subpixels corresponding
to a detector pixel are added. The detector projection
image acquired is then blurred with a Gaussian filter
with 3.2 mm FWHM in order to simulate the intrinsic
detector resolution. The idea of subdividing detector
pixels to enhance modelling accuracy has been suc-
cessfully applied in Huesman et al (2000) and Lin et al

Figure 2. (a)The geometrical parameters used in equation (2). (b) Illustration of the detector subpixel approach used inVRT.With the
subpixel approach, the detection probability at pixel P1 is the sumof the absorption probabilities of subpixel p′1–p′4, determined by
path length L1–L4.Discretisation errors are reduced by this subpixel approach.
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(2010) and the usefulness of this approach in
MP-MBTwill be evaluated in the results section.

The voxel sizes of collimator and shielding plates
can have a significant impact on simulation results and
they thus have to be chosen carefully. Generally, a
small voxel size is preferable because it allows one to
better approximate the continuous structures in the
geometry, but it also puts a strain onmemory require-
ments and simulation time. To circumvent this issue, a
dual-grid approach is used based on the idea of octree
structure (Glassner 1984, Badal et al 2009). Figure 3 is a
2D illustration of this approach: two different voxel
sizes, a coarse one and a fine one, are used for the colli-
mator/shielding volume. Initially, a photon is traced
through the coarse voxel volume. In the coarse voxel
volume, each voxel is designated to have one particular
linear attenuation coefficient or it is assumed to be
‘mixed’ (i.e. the coarse voxel contains fine voxels with
different linear attenuation coefficients). When a
gamma ray is tracked through the coarse voxels,
cumulative attenuation in the non-‘mixed’ voxels is
calculated. When the ray reaches a ‘mixed’ voxel, VRT
looks for the fine grid of this coarse voxel and con-
tinues raytracing in the fine voxels until the ray exits
this coarse voxel. VRT checks whether the probability
of transmission is lower than the cut-off after every
fine/coarse voxel tracing.

With this dual-grid raytracing approach, the voxel
size of the fine volume determines the accuracy of
simulation while the combination of fine and coarse
voxel sizes sets the computational speed. In this paper
we first test six fine voxel sizes (1/2 mm, 1/4 mm,
1/8 mm, 1/16 mm, 1/32 mm, 1/40 mm) to deter-
mine the accuracy that we can achieve (with coarse
voxel size fixed at 1 mm). Then, in order to optimize
speed, we check six coarse voxel sizes (1/4 mm,
1/2 mm, 1 mm, 2 mm, 3 mm, 5 mm) to find out
which one allows for the highest speed (with the opti-
malfine voxel size found above).

2.3.MCS
To validate VRT, we use the MCS package GATE
(Jan et al 2004, 2011), which is well-validated in
gamma-ray imaging, radiation therapy, x-ray
imaging, and optical imaging (Assie et al 2005,
Lamare et al 2006, Schmidtlein et al 2006, Staelens
et al 2006, Brunner et al 2009, Chen et al 2009, van
der Laan et al 2010, Grevillot et al 2011). GATE 7.0
with Geant4 9.6 running on a CentOS 6.6 cluster is
used. Only the photoelectric effect, Compton
scattering, and Rayleigh scattering are included in
the physics list, since other physics processes are not
expected to play major roles in our application
(Devries et al 1990, Cot et al 2002, 2004). The same
geometry as simulated with VRT is also built in
GATE. As we aim to assess the influence of finite
voxel size in VRT, the collimator and shielding plates
are generated with analytical shapes (head-to-head
cones, trapezoids, and boxes), such that the GATE
simulation does not suffer from discretisation effects
due to the finite voxel size. The adder digitizer is
applied to GATE outputs, which automatically
records the interaction time, deposited energy, and
energy-weighted averaged scintillator interaction
position (Jan et al 2004). Gaussian blurring of energy
is applied to each detector pixel to achieve 9%
FWHM energy resolution, and Gaussian blurring in
the spatial domain is also applied to simulate 3.2 mm
FWHM resolution (as is done in VRT). To note, the
blurring in energy and spatial domain acts as an
acceleration factor of MCS and reduces noise. As we
aim to compare GATE simulations with noiseless
VRT, such a noise reduction is desirable. A difference
between GATE photon tracking and VRT is that in
GATE the gamma photons can be emitted in any
possible direction, while in VRT only gamma photon
paths from the centres of the gamma source voxels to
the centres of the detector subpixels are accounted
for. Figure 4 shows one of the two gamma cameras
in GATE.

Figure 3. Illustration of dual-grid representation of collimator. The pinhole collimator volume consists of twomaterials: tungsten
alloy (black) and vacuum (white). The grey coarse voxels are designated to be ‘mixed’material and rays through these voxels are
tracked on a finer volume.
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2.4. VRT accuracy andfine voxel size optimisation
To study the accuracy of VRT for different voxel sizes
(of the fine volume), PSFs are obtained with VRT and
GATE from point sources (ideal point source of
infinitely small size) placed in the vacuum at 36
locations in front of the gamma camera (the blue
crosses in figure 4). The position designated by ax1 is
11.5 mm from the front surface of the collimator plate
and right on the axis of the central pinhole. The
vertical interval (e.g. a–b distance) between these
locations is 20 mm, the horizontal interval (e.g. 1–2
distance) is 10 mm, and the depth interval (e.g. x–y
distance) is 20 mm. These 36 positions cover about a
quarter of the field of view and are representative of
the whole field of view due to the symmetric allocation
of the pinholes. Therefore, the voxel sizes optimised
for these PSFs should also be the optimal voxel sizes
for calculating the whole systemmatrix (containing all
PSFs). To find how the fine voxel size influences
accuracy, a sufficiently long GATE simulation of
5×1010 isotropic emissions is done to obtain an
almost noiseless reference PSF at each source location.
The normalised root-mean-square error (NRMSE)
between the PSFs obtained by VRT simulations with
different fine voxel sizes (see section 2.2) and the
reference PSFs is calculated. It is defined by

n x y n x y

XY
n n

NRMSE

, ,

,

3

x

X

y

Y

GATE,VRT

1 1 GATE VRT
2

GATE,max GATE,min

å å

=

-

-

= =
( ( ) ( ))

( )

where x and y are detector pixel indices. There are
X Y´ pixels in the PSF image and n x y,GATE ( ) and
n x y,VRT ( ) are the number of counts in detector pixel
x y,( ) obtained with GATE and VRT respectively.

n nGATE,max GATE,min- is the range of counts in the

PSF obtained by GATE. The average NRMSE over
PSFs from all 36 positions (referred to as a PSF-set) is
calculated for each of the fine voxel sizes tested for
VRT. In this comparison, the voxel size of the coarse
volume, which does not influence simulation accuracy
but only affects simulation time, is fixed to be 1 mm.
The detector pixel size is fixed at 0.5 mm for all PSF
simulations.

2.5. VRT time-efficiency and coarse voxel size
optimisation
To optimize the time-efficiency of VRT, the same PSFs
as described in section 2.4 are again simulated with the
optimized fine voxel size for six different VRT coarse
voxel sizes (see section 2.2) and the simulation times
are recorded. This way the coarse voxel size which
resulted in the fasted simulation could be determined.

Subsequently, we compare the time-efficiency of
VRT with optimized voxel settings to that of GATE.
For a comparison, one has to choose a setting for the
number of photons tracked in GATE. For the valida-
tion study, we track 5×1010 photons at each point
source position as this results in almost noiseless PSFs
and can thus serve as a gold standard. If fewer photons
are tracked, PSFs become noisier and thus start to
deviate from the gold standard. Although this devia-
tion from the gold standard is due to different reasons
than the deviation obtained with VRT (which can be
due to neglect of physics processes, scatter, or dis-
cretisation effects)we choose to determine the relative
time-efficiency of VRT compared to GATE, by com-
paring the time it takes for GATE to arrive at the same
difference level from the gold standard as VRT (again
characterized by NRMSE). To this end, PSF-sets from
GATE simulations with a series of different numbers
of emissions are generated and NRMSE from the gold
standard is calculated for each of them.Moreover, as is
mentioned in section 2.3, GATE simulation results are

Figure 4.The gamma camera geometry used inGATEbased on analytical shapes. (a) Front view of collimator; (b) cross section of the
planemarked by a red dashed line in (a). The blue crosses indicate the locationswhere point sources are simulated to obtain the
system’s PSFs.
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blurred in energy and spatial domain with Gaussian
kernels in order to mimic the desired energy and spa-
tial resolution. The use of a kernel-based way of
simulating resolution instead of picking a random
detector position and energy value from the detector
response function (a full MCS) is a way of accelerat-
ing MCS and it is very useful in case one is interested
in noiseless PSFs. Throughout this paper, we use
accelerated MCS to avoid too lengthy simulations,
but in the time-efficiency comparison, we also
provide acceleration factors of VRT with respect to
full MCS, in which the interaction energy and posi-
tion are, instead of blurred, randomised according to
a 9%-FWHM and 3.2 mm-FWHM Gaussian dis-
tribution respectively. In our time comparison study,
all simulations are executed on the same multi-CPU
computer cluster, and 25CPUs are used.

2.6. Projection image comparison
InMP-MBT, the scattered gamma photons from torso
and breast can be detected by the gamma detector and
if the energy of these scattered photons is within the
photopeak window, they will usually add a rather
continuous background to the projection image. As
tracer uptake in organs is rather high in breast imaging,
scatter is a topic of concern in molecular breast
imaging and in some designs high energy resolution
gamma detectors are used (Mueller et al 2003, Hruska
et al 2012a, Hruska et al 2012b). The amount of scatter
that will be detected depends on the exact system
geometry and different studies have reported very
different numbers (Pani et al 1998, Gruber et al 1999,
Williams et al 2003, Brzymialkiewicz et al 2005,
Hruska and O’Connor 2006, 2008a, Campbell and
Peterson 2014).

It is thus important to evaluate the influence of
scatter in MP-MBT with a realistic anthropomorphic
phantom. For this reason, we implement the well-
known XCAT phantom with heart, liver, torso, and
deformable breasts in the GATE simulation, see
figure 1 (Li et al 2009, Segars and Tsui 2009, Segars et al
2010). Instead of using dual-grid voxels, the voxel
sizes of the XCAT phantom are fixed: the torso,
including the heart and the liver, is voxelized to a
3.2 mm grid, and the breast is voxelized to a 0.8 mm
grid. Two breast sizes are checked: a 400 ml breast
compressed to a thickness of 55 mm (a common
B-cup breast), and a 1300 ml breast compressed to a
thickness of 85 mm (a common D-cup breast). The

latter breast is shown in figure 1. To note, the distance
between the two collimators is larger than the thickness
of the breast because of the 7 mm thick compression
plate. The tracer uptake that we assumed in different
organs is listed in table 1. These are typical numbers
found in practice if 925 MBq 99mTc-Sestamibi is
injected to the patient (Wackers et al 1989, Maublant
et al 1996, Wang et al 1997, Brzymialkiewicz et al 2005,
Hruska andO’Connor 2008a, 2008b, Perez et al2010).

In GATE, the detected photons are categorised
according to their origin and interactions they have
undergone: they are listed to be either breast-emitted
or torso-emitted, and scattered or non-scattered. This
way we are able to divide the total energy spectrum
into different categories in order to better pinpoint
which photons cause possible differences with VRT.
Moreover, we apply the widely acknowledged triple-
energy window (TEW) scatter correction method to
GATE simulated projections, in order to check if the
scatter can be estimated this way (Ogawa et al 1991).
We set a ±10% photopeak window (126–154 keV), a
14 keV wide left side window (119–133 keV), and a
14 keV wide right side window (148–161 keV). For a
certain detector pixel with NL counts in the left side
window and NR counts in the right side window,
scatter is then estimated to be

N
N N

2

28 keV

14 keV
0.6. 4S

L R=
+

´ ´ ( )

To note there is a factor 0.6 in (4), which aims to make
the total counts after TEW correction the same as
acquired with VRT. In reality, when the number of
scattered photons is not known one may base this
number either on simulations or different values may
be tested in an optimization study. We subtract this
scatter estimate from the simulated projections to
obtain TEW-corrected projections. The occurrence of
negative values in the projections is prevented by
setting them to zero. Note that the comparison of VRT
images with scatter-corrected GATE images is relevant
to assess bias as in real scanners a TEW-based scatter
correctionmethod is commonly applied.

Full projection images (with scatter), scatter-free
GATEprojections, TEW-correctedGATEprojections,
and VRT projections of the same phantom scan are
compared. To note, in the VRT simulations, only the
compressed breast phantom is included while the
torso phantom is neglected. Additionally, in generat-
ing projections, VRT only tracks the rays through the
breast phantom (single grid). The subsequent raytra-
cing through the collimator (dual-grid) is done using
previously acquired PSFs that were stored on disk. The
transmission probability obtained from raytracing
through the phantom is then multiplied by the
corresponding collimator raytracing transmission fac-
tor. This gives exactly the same results as a complete
raytracing simulation from each activity containing

Table 1.Tracer uptake in
different tissues.

Tissue Uptake

Breast 3.7 kBq ml−1

Torso 3.7 kBq ml−1

Heart 55.5 kBq ml−1

Liver 55.5 kBq ml−1
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voxel in the phantom through the collimator to the
detector but ismore efficient.

2.7. Image reconstruction
The comparison of PSFs and projection images allows
one to estimate how accurate VRT is in the noiseless
case and to what extent the TEW method corrects for
the bias caused by scattered photons. However, when
simulating reconstructed images with realistic noise
levels, neglecting scatter may also lead to an under-
estimation of noise in images as detector images of
scattered photons are noisy themselves. To better
investigate the impact of this, we also simulated a full
scan of the 400 ml breast phantom with a 6.0 mm
diameter spherical lesion inside (see figure 5) using
both GATE and VRT to obtain projection images. For
normal breast tissue and organswe assume the realistic
activity levels provided in table 1 while the lesion
uptake is taken to be 37 kBqml−1, ten times as high in
normal breast tissue. The total scan time is assumed to
be 10 min. In case GATE is used to simulate projection
images, the number of gamma emissions corresp-
onding to the given activity levels and scan time are
simulated. When VRT is used, noiseless projection
images are generated (similar as described in
section 2.6) after which Poisson noise is applied. In
order to be able to acquire 3D reconstructions,
projection images are acquired for a total of 170
different positions of the sliding gamma detectors.
Precise information on the positions used and other
scan details can be found in van Roosmalen et al
(2016).

The projections generated by either GATE or VRT
are used as the input of amaximum likelihood estima-
tionmaximisation (MLEM) reconstruction algorithm,
while the systemmatrix used inMLEM in both cases is
generated by VRT. Data acquired from different
gamma detector positions are all simultaneously taken
into account in image reconstruction (Vastenhouw
and Beekman 2007). In case GATE-generated projec-
tions are used, TEW scatter correction is applied to
compensate for scatter from the breast and torso. In
that case, scatter images are obtained in the same way
as in section 2.6 but an additional Gaussian filter with
11.8 mm FWHM is applied to smooth them. The

reason to blur the scatter images is to limit the noise
amplification due to TEW correction as is usually
done (Ichihara et al 1993, Hashimoto et al 1997). The
scatter images are then added to the simulated projec-
tions in the denominator of the MLEM algorithm
similar as summarised in Hutton et al (2011). Note
that the size of the smoothing filter and the side win-
dows chosen are not optimised in this study. While
voxel size of the phantom in VRT and GATE simula-
tions was set to 0.8 mm, voxel size of reconstructed
images was 1.6 mm, in order to mimic a realistic con-
tinuous activity distribution.

Ten GATE simulations and ten noise realisations
of VRT-simulated projections are used to generate
reconstructed images. Besides visually comparing
reconstructed images, we also compared the mean
contrast of the lesion over the background, as well as
the noise as standard deviation in the background.
Figure 5 shows how we defined the regions used; the
area inside the 6 mm diameter red circle is considered
to be lesion area, while the area>3 mmoutside the red
circle but still inside the green polygon is considered to
be background area.

3. Results

3.1. VRT accuracy for generating PSFs
In figure 6, an example PSF profile is shown for
collimators parametrized by different fine volume
voxel sizes. From this image, one can see that the
setting of the fine voxel size influences the accuracy of
generating PSFs, especially near the PSF maximum.
The counts of the GATE-generated PSF (considered to
be the ground truth) are normalised to the total
number of emissions of the point source (5×1010) so
that the total counts in a PSF represent the sensitivity
of the scanner. No scaling factor needs to be applied to
VRT-generated PSFs as a solid angle is taken into
account. As explained in section 2, photons that scatter
in the collimator or scintillator and end up being
detected in the photopeak are included in GATE-
generated PSFs.

In table 2, the differences between VRT-simulated
PSFs and GATE-simulated reference PSFs are quanti-
fied by means of the NRMSE, averaged over the

Figure 5.A slice of theXCATbreast phantomwith a 6 mmdiameter lesion inside. The red circle labels the lesion, and the green
polygonmarks the background.
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36 point source positions. The maximum difference
over the 36 positions is also provided. From the table,
we can infer that the differences between VRT and
reference PSFs become smaller when the fine volume
voxel size is decreased from 1/2 mm to 1/8 mm.
Therefore we choose 1/8 mm to be the fine voxel size
in subsequent simulations. For smaller voxel sizes the
error does not decrease anymore and even slightly
increases. This slight unexpected increase will be dis-
cussed later. In the current VRT simulation, every
detector pixel is divided into 4×4 subpixels in the
simulation. Without this subpixel approach, the
NRMSE andmaximumdifference for the 1/8 mm fine
voxel size increase to 0.230% and 11.83% respectively.
Therefore, the subpixel approach does improve the
accuracy of VRT and is also applied in the subsequent
comparison.

Figure 7 shows several PSFs at different locations
in the field of view obtained with GATE (reference)
and VRT with the 1/8 mm fine voxel size setting. The
profiles are shown on both linear and semi-logarith-
mic scales. These profiles confirm that GATE andVRT
give very similar PSFs as could also be assessed from
the numbers in table 2.

It is worth noting that in the semi-log scale graphs
(figures 7(b), (e), and (h)), the amplitude of VRT-
generated PSFs goes to zero at locations in between
pinholes while GATE-generated PSFs do not. The
reason that there is zero signal for VRT is the result of
the applied cut-off described in section 2.2, that results
in ray-tracing being stopped when traversing more
than 2.76 mm of collimator material. In GATE, such a
cut-off is not applied and as scattered photons are
included there can be a signal in any detector pixel. By
analysing the simulation results, we found that the
signal in between pinholes is mainly caused by gamma
photons that undergo multiple interactions in the
scintillator. In this situation, the total energy deposi-
tion can still be within the±10% photopeak meaning
that these photons are included, and the interaction
position is estimated at the centroid of different inter-
action positions. Note that the signal in between
pinholes is extremely small showing that all though
VRTonly includes detector scatter by adapting theNaI
attenuation coefficient, it is well able to simulate
MP-MBT including resolution degradation due to
multiple scatter in the scintillator.

3.2. VRT time-efficiency optimisation
While the accuracy of VRT is only determined by the
fine voxel size, the time-efficiency also depends on the
coarse voxel size. In table 3, the simulation time of
VRT (total time required for obtaining the 36 PSFs) for
different settings of the coarse volume voxel size is
listed. A coarse voxel size of 2 mm is optimal in terms
of computational speed and we therefore choose
2 mm as the coarse voxel size for this scanner in
subsequent simulations. Table 3 also confirms that the
accuracy of VRT remains the same once the fine voxel
size is fixed.

To determine the relative speed of VRT compared
to GATE, one has to set the number of emissions that

Figure 6. (a) Simulated PSF profiles for the cy3 location (seefigure 4). GATE generated PSFs andVRT generated PSFs using different
fine collimator volume voxel sizes are shown; (b) is the enlarged view of the part of (a) in the black dotted box.

Table 2.Comparison of simulation accuracy for
different fine volume voxel sizes (coarse volume
voxelfixed at 1 mm).

Diff. from reference

Fine volume voxel size NRMSE Max. diff.

1/2 mm 0.601% 33.13%

1/4 mm 0.234% 11.21%

1/8 mm 0.143% 5.07%

1/16 mm 0.140% 5.32%

1/32 mm 0.150% 6.34%

1/40 mm 0.151% 6.18%
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has to be simulated in GATE. If the number of emis-
sions decreases, PSFs become noisier and there is a dif-
ference to the reference (almost) noiseless PSFs
with 5×1010 emissions simulated. The number of

emissions that have to be simulated by accelerated
(blurred) and full GATE to obtain the same difference
level from the gold standard as VRT is 1.5×107 and
1.3×109 emissions respectively. For this number of
emissions, VRT with optimized coarse voxel size is
337 times faster than accelerated GATE and 29 300
times faster than full GATE. However, one should
note that the sources of the deviation from the refer-
ence PSF are different: in GATE deviations are caused
by stochastic noise, while in VRT they are due to the
minor residualmismodelling of the system.

3.3. Projection image comparison
3.3.1. Phantom representing 400 ml breast
Figure 8 shows energies of detected photons for the
XCAT phantom simulation. Energy spectra are sepa-
rated into different parts determined by the origin of
the gamma photons (‘breast’ or ‘torso’) and the types

Figure 7.Central PSF profiles obtainedwithGATE andVRT for optimisedfine voxel size of 1/8 mm.Gamma source is at location ay1
(a)–(c), by2 (d)–(f), and cy3 (g)–(i) in figure 4. PSFs on linear scale and semi-log scale are shown, aswell as the difference plots between
VRT andGATEnormalised to themaxima ofGATE-simulated PSFs.

Table 3.Comparison of different voxel sizes for the coarse
volume (fine volume voxel fixes at 1/8 mm).

Diff. from reference

Coarse volume

voxel size Time inVRT NRMSE

1/4 mm 122 s 0.143%

1/2 mm 67 s 0.143%

1 mm 38 s 0.143%

2 mm 24 s 0.143%

3 mm 41 s 0.143%

5 mm 65 s 0.143%
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of interactions they undergo before being detected
(‘scatter’ or ‘no scatter’). Here ‘scatter’ refers to both
Compton and Rayleigh scatter in the phantom
and collimator, while single scatter and multiple

interactions in the scintillator are always included in
all simulations. We did not distinguish between ‘torso
scatter’ and ‘torso no scatter’ in the figures because the
‘torso no scatter’ fraction is too small to be visible in

Figure 8.Energy spectra for theMP-MBTdetectors obtained fromGATE simulations of the 400 ml breast.

Figure 9. Left detector projection images of theGATE simulatedXCATphantomwith the 400 ml breast. (a) Full projectionwith
scatter and torso signal; (b)projectionwithout scatter (treated as ground truth for photons scattered in the phantomand collimator);
(c) scatter-corrected projection using the TEWmethod; (d) the projection obtainedwithVRT (only breast phantom); (e) difference
betweenVRT-generated projection and scatter-corrected projection. (f) and (g) are the horizontal and vertical profilesmarked in
white in (a)–(d).
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the whole detector spectrum. Figure 8(a) corresponds
to the left detector (i.e. the detector closest to the liver,
see figure 1), and figure 8(b) corresponds to the right
detector. The scatter fraction (the amount of gamma
photons scattered in the phantom or collimator that
get detected in the±10% photopeak window) is about
20% on both detectors. The torso fractions (the
amount of gammaphotons originating from the torso)
are 4% and 9% in the photopeak on the left and right
detector respectively.

Projection images obtained by GATE and by VRT
for the same phantom are shown in figures 9 and 10, as
well as the profiles marked in white. In these images, a
scatter-free projection (by simply ignoring photons
that scattered in phantom and collimator) and a TEW-
corrected projection are shown as well. The projection
pattern from the pinholes can clearly be distinguished.
These pinhole projections are non-overlapping,
because of the design of the shielding plate in between

the multi-pinhole collimator and detector. Note that
in these projection images only part of the detectors is
used because these images are for the smaller (400 ml)
breast. The projections from VRT are very similar to
those from the scatter-corrected GATE projections
and, as expected, scatter-free GATE projections. Since
the TEW-corrected projections and the VRT-gener-
ated projections are very similar, the difference is
hardly visible on the same colour scale. Therefore, we
provide the same difference images shown in a differ-
ent colour scale in the supplementary material,
available online at stacks.iop.org/BPEX/3/045021/
mmedia.

3.3.2. Phantom representing 1300 ml breast
In figure 11, the same energy spectra as in figure 8 are
shown for the larger (1300ml) breast. Corresponding
projections andprofiles canbe found infigures 12 and13.
Like for the 400ml breast, the scatter fraction in the

Figure 10.Right detector projection images of theGATE simulated XCATphantomwith 400 ml breast. (a) Full projectionwith
scatter and torso signal; (b)projectionwithout scatter (treated as ground truth for photons scattered in the phantomand collimator);
(c) scatter-corrected projection using the TEWmethod; (d) the projection obtainedwithVRT (only breast phantom); (e) difference
betweenVRT-generated projection and scatter-corrected projection. (f) and (g) are the horizontal and vertical profilesmarked in
white in (a)–(d).
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±10% photopeak window is about 20% on both
detectors. The torso fractions are 4% and 7% in the
photopeakon the left and right detectors respectively.

In contrast to the projections for the smaller breast
shown in figures 9 and 10, in figure 13 there is a dis-
crepancy between the GATE projections and the pro-
jections simulated by VRT. To understand the cause of
the difference, it is important to note that the TEW-
corrected GATE projection is very close to the scatter-
free GATE projections. Apparently, scatter can be well
corrected for with the TEW method and the photons
missed by VRT are not scattered photons but primary
(non-scattered) photons. We will return to this issue
in section 4.

In table 4, the differences between the TEW-cor-
rected projection image and the VRT projection image
are quantified in terms of NRMSE for both breast
sizes. The maximum differences are listed as well. The
NRMSE andmaximumdifference in the 1300 ml right
breast are especially large, which reflects the dis-
crepancy infigure 13.

3.4. Reconstructed images
Figure 14 shows the same slice (3.2 mm thick) through
reconstructed images obtained from (a) GATE-simu-
lated projections, and (b) VRT-generated noisy pro-
jections. TEW scatter correction is applied in case
GATE-simulated projections were used. These
images are post-filtered by a 3D Gaussian filter of
3 mm FWHM. Visually, reconstructions from GATE-
simulated projections with TEW correction applied
and from VRT-generated noisy projections appear
very similar. The profiles between the two green lines
in (a) and (b) are shown and compared in (c). Similar
images from different noise realisations can be found
in the appendix.

As noisy images cannot be directly compared as
was done for noiseless projections, we also assess
noise and contrast in reconstructed images for ten
sets of GATE-simulated projections with TEW-

correction and ten noise realisations of VRT-simu-
lated projections. The average contrast and noise of
the lesions and backgrounds are provided in table 5,
as well as the standard deviation over different noise
realisations. There is no significant difference in the
numbers for the differentmethods.

4.Discussion

From the PSF profiles in figures 6 and 7 and the
differences displayed in table 2, it is clear that the PSFs
from GATE and VRT (at 1/8 mm fine voxel) agree
very closely. Note that initially when the fine voxel size
in VRT is decreased, the PSFs acquired by GATE and
VRT become more similar as one would expect.
However, for voxel sizes below 1/8 mm the difference
goes up slightly. From this, we conclude that for such
very small voxel sizes the difference between GATE
and VRT is no longer dominated by the discretisation
effect and thus we deemed a fine voxel size of 1/8 mm
to be sufficiently small. We do not have an exact
explanation for the increasing difference between
GATE and VRT for smaller voxel sizes. The small
residual differences (on average 0.14%)may be caused
by (i) the reference GATE simulation not being
completely noiseless, or (ii) photons that scattered in
collimator or detector.

Together with the 1/8mm fine voxel size which is
necessary for simulation accuracy, we find that a coarse
voxel size of 2mm led to the highest simulation speed.
The optimal coarse voxel size strikes a good balance
between two extremes.When it is too large, the number
ofmixed voxels increases and thusmanymore rays have
to be tracked on the fine collimator grid: in the extreme
situation in which the whole collimator plate is made
out of a single coarse voxel, VRT will have to look into
the fine volume for every photon path and the dual-grid
method is actually not used. On the other hand, if the
coarse voxel size is very small, raytracing on the coarse
voxel grid itself is already slow and completely

Figure 11.Energy spectrumof theMP-MBTdetectors obtained fromGATE simulations of the 1300 ml breast.
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dominates the simulation time. We have shown that
with the optimal coarse voxel size, VRT could reach the
same difference level from the reference PSFs 337 times
faster than acceleratedGATE or 29 300 times faster than
a fullGATEMCS.

Note that theVRTvoxel size combinationof 1/8mm
and 2mm is ‘optimal’ for the current collimator and
detector geometry. For a different collimator or scanner,

there might be better combinations. However, from our
experience, as long as the thickness of the collimator/
shielding plate is an integer multiple of the coarse voxel
size, and the pinhole diameter does not change very
much, the optimal dual grid setting should stay the same.
Furthermore, up to now, we have only tried a dual-grid
collimator representation. It is possible to use full octree-
structure grids to represent the collimatorwhichmay lead

Figure 12. Left detector projection images of theGATE simulated XCATphantomwith 1300 ml breast. (a) Full projectionwith scatter
and torso signal; (b) projectionwithout scatter (treated as ground truth for photons scattered in the phantomand collimator); (c)
scatter-corrected projection using the TEWmethod; (d) the projection obtainedwithVRT (only breast phantom); (e) difference
betweenVRT-generated projection and scatter-corrected projection. (f) and (g) are the horizontal and vertical profilesmarked in
white in (a)–(d).
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to higher time-efficiencies. However, finding the optimal
setting for a multi-grid approach is beyond the scope of
this research, since the time-efficiency for VRT with the
current setting is already good enough for us aswith these
settings, as noiseless system matrices could be generated
in minutes. Compared with other raytracing SPECT
simulators in which collimators are defined by analytical
shapes (Smith et al 1997, Schramm et al 2003, Li et al
2009, Feng et al 2010, Goorden et al 2011), the advantage

Figure 13.Right detector projection images of theGATE simulated XCATphantomwith 1300 ml breast. (a) Full projectionwith
scatter and torso signal; (b)projectionwithout scatter (treated as ground truth for photons scattered in the phantomand collimator);
(c) scatter-corrected projection using the TEWmethod; (d) the projection obtainedwithVRT (only breast phantom); (e) difference
betweenVRT-generated projection and scatter-corrected projection. (f) and (g) are the horizontal and vertical profilesmarked in
white in (a)–(d).

Table 4.Comparison of projection images.

Difference

Projection image NRMSE Max. difference

400 ml left 1.08% 5.26%

400 ml right 2.44% 15.08%

1300 ml left 1.37% 8.53%

1300 ml right 2.43% 32.85%
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of VRT is that geometries that are hard to describe
analytically can be easily implemented. Further-
more, a design drawing of a collimator can be
directly voxelized to a volume that can be used in
raytracing. The disadvantage is that it requires some
trial and error to determine the voxel size (combina-
tion) that provides a satisfactory discretisation error
and acceptable computational speed.

While the PSF simulations show that in principle
VRT is an accurate and fast simulator, they do not
consider scattered gamma photons from the human
body which can play a major role in clinical imaging
and are ignored in VRT. In real scanners, projection
images contain scattered photons which are usually
corrected for prior to reconstruction or in the itera-
tive reconstruction process. The TEW method is a
simple and popular scatter estimation method.
Thus, to accurately predict the performance of a real
MP-MBT system, the projection images from VRT
are supposed to closely resemble TEW-corrected
images. In the projection images and profiles in
figures 9 and 10, we show that for the 400 ml breast,
TEW-corrected GATE projections and VRT projec-
tions are very similar, and an NRMSE of about 1% is
found. However, for the 1300 ml breast, a dis-
crepancy is encountered. A comparison with scatter-
free GATE projections reveals that the discrepancy is
not due to scatter (as TEW-corrected GATE images
very closely resemble scatter-free GATE images). In

figure 15(a), a zoom-in view of figure 1, it can be seen
that some gamma photons from the liver directly
reach the right detector through the first row of pin-
holes. We checked this by removing the torso phan-
tom and acquiring the same projection image as in
figure 13. In the vertical profile of this projection,
shown in figure 15(b), the VRT generated profile
agrees very well with the scatter-corrected GATE-
generated profile. On the left detector, such an issue
is not observed as there is no organ on the cranial
side of the body that has 99mTc-Sestamibi uptake as
high as the liver. Note that in principle VRT can
simulate direct activity from the torso so this finding
does not disqualify VRT as an accurate simulator of
MP-MBT. However, in this paper we only simulate
photons originating from the breast. Thus, the les-
son learnt is that when designing such a system one
has to consider direct paths from the torso to the
detector, and these have either to be taken into
account in the simulator or the geometry has to be
adapted as to avoid these paths.

As stated above, neglecting Compton scattering
in VRT is acceptable with our specified MP-MBT
geometry as Compton-scattered photons can be cor-
rected for with a TEWmethod even though we use a
conventional NaI(Tl) gamma detector with a mod-
erate energy resolution of 9%. This minor contrib-
ution of Compton scattering to breast images agrees
with an earlier work on planar compressed breast
imaging with a parallel hole collimator (Hruska and
O’Connor 2008a) although other papers have
indicated different results (Pani et al 1998, Williams
et al 2003). The reason for the rather small ratio of
scattered photons in the photopeak despite the high
tracer uptake in the heart and liver probably lies in
the fact that gamma photons from the torso have to

Figure 14. Slices throughMLEM reconstructed images with 20 iterations used obtainedwith the twomethods. Images are obtained
from (a)GATE-simulated projections with TEWscatter correction used in reconstruction, (b)VRT-generated noisy projections. The
profiles between the two green lines are plotted in (c).

Table 5.Reconstructed image comparison.

GATE VRT

Contrast 1.36±0.20 1.40±0.24
Noise 0.193±0.015 0.200±0.011
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be scattered by a rather large angle in order to be
redirected in the direction of the gamma detector.
Large-angle scatter is generally associated with a
large energy loss and thus the majority of these scat-
tered photons can be rejected because they are detec-
ted outside the photopeak window. Although in
many studies nowadays semiconductor detectors are
used, it is shown here that the energy resolution of
NaI(Tl) is sufficient for this application.

Note that the fact that VRT can accurately simu-
late TEW-corrected projections means that we can
correct for the bias caused by scatter. However, there
is another aspect to scatter that VRT cannot correct
for which is the added noise level due to the scattered
photons. Therefore, we also simulated reconstructed
images based on either GATE-simulated projection
or VRT-generated images. Visual inspection as well
as contrast-noise characteristics show that images
obtained with both methods were very similar, fur-
ther indicating that VRT can be used to predict the
quality of simulated images. As computation time for
such images is considerable we only simulated recon-
structed images for the 400 ml breast size, but as the
scatter fraction is similar for the larger breast our
results indicate that the neglect of scatter in VRT is
also acceptable for these larger breast sizes. However,
in the case larger breast simulation, direct paths from
liver to detector either have to be modelled in image
reconstruction or prevented by a slight change in
design. Note that on the left side of the reconstructed
breast images fromGATE, there is a slight increase of
signal compared to VRT images.We believe that such
bias can be removed by tuning the size of the scatter
windows and the amount of blurring of the scatter
projections. This, however, is beyond the scope of
this paper because we have just tested one setting of
these parameters, but may be the subject of future
research. We chose TEW for scatter correction

because of its simplicity and because it is one of the
most commonly used approaches in the clinic (Zaidi
and Koral 2004, Hutton et al 2011). There are of
course other more advanced scatter estimation tech-
niques (Hutton et al 2011), which can also be imple-
mented in practice. However, in this paper, we focus
on proving that VRT can be used to generate realistic
simulated images and testing out different scatter
correction techniques is beyond the scope of this
paper.

5. Conclusion

VRT can accurately simulate the proposed MP-MBT
system with more than four orders of magnitude
better time-efficiency than full MCS. Ignoring scatter
in VRT is feasible because the amount of scatter in the
photopeak is limited in our pinhole collimator-based
MP-MBT geometry and can thus be corrected. How-
ever, direct gamma photon paths between the liver
and the gamma detector can exist for large breast sizes
and have to be carefully considered in design and
simulation. VRT can be very useful in evaluating
geometries forMP-MBT.
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Appendix

Figure 15. (a)An enlarged view of theMP-MBT system for the 1300 ml breast phantom (seefigure 1); through thefirst rowof
pinholes, gammaphotons frompart of the liver can directly be detected by the right detector. (b)Avertical profile of the right detector
projection (the same asfigure 13(g)) inwhich the torso phantom is removed fromGATE simulation; themismatch inVRT and the
scatter-corrected GATEprojections disappears.
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