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E X E C U T I V E S U M M A R Y

In the coming decades, more frequent and more extensive climate disasters such as coastal and
river floods, droughts, extreme weather, and wildfires can be expected worldwide. Various
literature suggests that these natural hazards are occurring more frequent and more extensive
due to climate change. In combination with climate change comes an anticipated increase
in population, resulting in more people getting exposed to an increasing number of climate-
related hazards. Hazard mitigation and climate adaptation strategies are necessary to decrease
the vulnerability of society. However, the substantial economic costs of risk mitigation create a
trade-off for decision-makers in the political arena, making this a socio-political dilemma. Both
direct and indirect effects are affecting the impact of climate disasters on society. Innovations
will be required to face this grand challenge. Both local and global innovation initiatives
create new standard practices in climate adaptation strategies, which benefit the safety of
society from natural disasters.

With the use of innovations, new challenges arise. Innovations often come with the introduc-
tion of new technology or technological development of current systems. Challenges involve
the threats to the system from a new dimension, the cyberspace. Cybersecurity is used to
protect the cyberspace in which systems operate. The developing use of modern communi-
cation and information technology in a broader range of systems raises the need for secure
cyberspace. In the case of innovation, cybersecurity becomes increasingly important. We must
consider the trade-off between the security of the cyberspace and innovation freedom when
addressing the cybersecurity of innovation projects.

The BRIGAID program is part of the EU’s H2020 initiative to stimulate innovation. The pro-
gram developed a methodology consisting of a Test and Implementation Framework (TIF)
and a set of practical tools. Throughout the development of innovation projects concerning
climate disaster resilience, BRIGAIDs tools are offered to support efficient development and
market introduction of promising innovations. The methodology in its present state still re-
quires an extension to cover cybersecurity issues. It should be assessed where and whether
cybersecurity is relevant within the TIF, and how this can be included in the framework.

The objective of this study is to identify key cyber components of innovation projects. We
assess where cybersecurity is relevant within innovation and find an a risk assessment ap-
proach. The final objective is to develop an extension to the TIF in which cyber threats are
effectively identified and mitigated. The following main research question is posed to reach
the objectives:

How can cybersecurity threats be effectively identified and mitigated to minimize the risk of cyber
attacks on innovation projects for climate disaster resilience?

This research defines key cyber components and establishes an assessment for the cyberse-
curity readiness as an extension to BRIGAIDs TIF self-assessment tool. We compile a list of
cyber components with a literature review on components in related fields of study. We vali-
date the list with semi-structured interviews among cybersecurity and innovation experts. We
determine key cyber components for innovation projects by surveying innovators. We also use
the survey results to gather data from the innovators on their perception of cybersecurity and
the cyber components of their projects’ systems. We use the results to identify representative
cases for the risk assessments.

For the structure of the risk assessment, we find the case study to be most fitting due to the
exploratory nature of the research and innovation projects in climate disaster resilience. We de-
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Figure 0.1: The identified key cyber components for innovation projects

fine the cases as unique innovation projects with key cyber components that will be subjected
to risk management. We use data from interviews, the project database, and the survey for
the assessments. After a thorough literature review, we found the SecRAM methodology most
fitting to the needs of this study. We use this method for the risk assessments, and eventually
to help design the extension of the TIF of BRIGAID.

Innovations projects have unique elements which define and distinguish them from other
types of projects. From the literature review we compile a framework with four elements that
form an innovation project. The freedom of innovation was found to be essential and unique
to innovation. The freedom to work in a system and improve it is an crucial trade-off with
the security of that system. The human factor and human interactions within a system merge
into the roles and responsibilities element. The cyber part of innovation is covered by the
information architecture element, while the physical security element covers the physical side
of the system. Within those last two elements, we identify the space for cyber components.
Cyber components are parts of the cyber-physical system of innovation projects. We catego-
rize the components into five elements, namely components of communication, control, data
collection, and data processing, and physical components. The data from the expert inter-
views present different perspectives to assess the cybersecurity of systems. We find key cyber
components for innovations by using the results from the innovators’ survey and compare the
most occurring components to the results from the expert interview. Figure 0.1 presents the
identified key cyber components for innovation projects.

We sought a case with a high perceived importance of cybersecurity and one satisfied with
the project’s current cybersecurity efforts. We identified GM4W and QoAir as representative
innovation projects for the case studies. First, we subjected the GM4W system to a risk assess-
ment. The system’s main data transmission was GNSS data. High-risk threats were jamming
and spoofing of signals, failure of hardware, theft, insider attack, human errors, and power
outage. Some of these threats have similar mitigation measures. The most important measures
are data encryption, preparing a backup protocol, creating a robust network, prioritize critical
assets, and integrity monitoring. Second, we had a risk assessment of QoAir. The system’s
main data transmission here was sensor data through a blockchain infrastructure. Theft or
failure of hardware components is a high-risk to this system, along with software failure. We
found two of risk treatment controls in this assessment with a robust network and backup
protocols.
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The cross-case synthesis compared the threats to both systems, and we distinguished three
types of threats from this comparison, namely hardware-related, software-related, and human-
related threats. We compared the risk treatment controls as well. Creating a robust network
and having backup protocols are controls identified in both assessments and general good
practices for risk treatment. Data encryption, integrity monitoring, staff training, and identity
and access control are controls for software- and human-related threats more specific to a
system similar to GM4W. We use the results of the risk assessment to make recommendations
for innovation projects and to design the cybersecurity assessment extension for the TIF tool.

The TIF analyzes climate adaptation innovation projects as socio-technical systems. From this
type of system, we derive three assessments, namely technical testing, impact assessment, and
social testing. Each assessment category works independently. With creating the extension,
we must choose between extending one of the categories and creating a new sheet for cyber-
security. Adding cybersecurity to an existing category means that cybersecurity must have
significant overlap with the category’s current perform. Current assessment questions con-
sider the safety of the system. The assessment tool addresses technical, environmental, and
societal concerns on safety. However, the security of the system itself is out of the scope of the
current tool.

Therefore, we choose to design a separate sheet for cybersecurity, making it a new category in
the TIF tool. Having a different category makes our extension a standalone assessment tool
within the TIF for the security of information and services as provided by innovations (see
Figure 0.2). The characteristics of assets, confidentiality, integrity, and availability are central
in the SecRAM risk assessment. Assets of systems are assessed based on the presence of these
characteristics. We structure the new cybersecurity assessment by dividing the scoring into
three subcategories, each covering one of the CIA characteristics. In this design, each of the
three CIA characteristics represents a Performance Index for cybersecurity.

Figure 0.2: TIF extension design for cybersecurity

We find that the identified key cyber components for innovation projects benefit the identifi-
cation and mitigation of cyber threats. When assessing an innovation, the cyber components
serve as a starting point of the assessment. We used SecRAM as the risk assessment method in
this study and aimed to test whether the method applies to the risk assessment of innovation
projects. We conclude that the SecRAM method serves its purpose and applies to the innova-
tion projects in the context of this study. The risk assessments applied to different cases with
contrasting structures and enabled us to identify and mitigate cyber threats effectively.

The cases in this study revealed numerous potential threats for innovation projects in cli-
mate disaster resilience. We categorize the threats to hardware-, software-, and human-related
threats. We found mitigation controls for each category, and in general terms as well. Creat-
ing a robust network and having backup protocols are controls identified in both assessments
and general good practices for risk treatment. These mitigation controls apply to most of the
identified risks for innovation projects.
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The TIF cybersecurity extension from this study is verified and validated to be of use in the
current state. The extension follows the same structure as the rest of the tool and works as
a standalone assessment. We recommend BRIGAIDs experts to critically reflect on the tool
and determine whether the extension improves the overall tool enough to be implemented.
For the validation, we use the Technology Acceptance Model (TAM) for the implementation
of the proposed cybersecurity extension. The TAM aims to measure the usefulness and ease
of use as perceived by the intended users. The model gives an indication of the intention to
use and eventual usage of the new technology. In this study, we applied to the model to the
perceptions of BRIGAIDs Project Manager. We recommend applying this validation model
to a sample of innovators and partners of BRIGAID to determine their viewpoints on the
extension of the tool. Both the expert validation and intention to use the model help indicate
whether the extension is worth implementing.

We recommend innovators to self-assess their systems with the proposed tool extension. The
tool benefits innovators in different stages of development. Addressing issues with the system
early in the development cycle serves the project by exposing threats right away and limiting
the number of unaddressed risks later on in the cycle. The current tool directs innovators to
assess the project focused on the implication to the environment and the climate disaster that
they address. The extension forces innovators to evaluate their projects systematically. This
different perspective conceptualizes the data flows and infrastructure within the system and
can bring new insights to the innovation.

For future research, we address the methodology in this study. We used a mix of both quan-
titative and qualitative methods. The use of numerous methods had the benefit of providing
different results that apply to different parts of the study. For example, we used a literature
review, expert interviews, and a survey among innovators to compile the list of key cyber
components. Each method provided us with information from different perspectives. How-
ever, we found the use of a mix of methods to be challenging, especially when structuring
the gained data and scientifically using that data. Each method comes with its assumptions
and limitations, and by drawing conclusions from different sources, we should address the
combination of assumptions and limitations as well to ensure the validity of our conclusions.

Finally, the applicability of the risk assessment method used in this study is the main takeaway
of this study. The applicability of SecRAM needed testing in new fields of study, and we
conclude that the method applies to the assessment of innovation projects. We base this
conclusion on a small sample size, and future research should expand upon the range of
projects assessed following the SecRAM method. Involving the innovators and experts in
the data-gathering phase, as we did in this study is recommended. However, the innovators’
involvement could be extended to the assessment phase as well. This involvement is not
addressed in this study but should be considered for future research.
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1 I N T R O D U C T I O N

1.1 research context

1.1.1 Climate Disaster Resilience

In the coming decades, more frequent and more extensive climate disasters such as coastal and
river floods, droughts, extreme weather, and wildfires can be expected worldwide. Various
literature suggests that these natural hazards are occurring more frequent and more extensive
due to climate change (Anderson and Bausch, 2006; Van Aalst, 2006; Blöschl et al., 2017).
In combination with climate change comes an expected increase in population, resulting in
more people getting exposed to an increasing amount of weather-related hazards (Forzieri
et al., 2017). Among those hazards, heat waves are found to be one of the most prominent and
deadly hazards. The increase in frequency and impact is predicted for southern Europe (Rohat
et al., 2019). The forecasted increase in climate disasters should be addressed to prepare the
population better and minimize their exposure and vulnerability to these disasters. Wilhelmi
and Hayden (2010) discuss how hazard mitigation and climate adaptation strategies, among
other elements in their framework, address the vulnerability of the population. Lowering the
vulnerability of the population is directly attainable by reducing the risk of a climate disaster.
However, the high economic costs of risk mitigation create a trade-off for decision-makers,
making this a socio-political dilemma (Jonkman et al., 2005). The investment that must be
made to reduce the risks are expensive, yet crucial to protect inhabitants from casualties and
significant material damage. These direct effects are not the only way populations can be
vulnerable to climate disasters. Indirect effects, such as effects on the economy or critical
infrastructures, should be addressed as well (Wilhelmi and Hayden, 2010).

Forzieri et al. (2018) found the predicted increase in damage from climate disasters to be es-
pecially significant when addressing climate disaster resilience of critical infrastructure. The
increasing interconnectedness of these infrastructures makes damages more impactful, and
climate change resilience is therefore encouraged. Addressing forecasts and future scenarios
have brought out key aspects that differ from other studies. Leichenko (2011) identified key
aspects of hazard resilience, including innovation. Different studies find innovation as a re-
quirement for adaptation to climate-related disasters (Pelling, 2010; Olwig, 2012). Innovations
can benefit the adaptation process both locally and globally. Pelling (2010) explains this with
(global) common practices that are created by (local) individuals with innovative ideas. The
innovation spreads and becomes the norm as peers copy the idea. The use of innovative ideas
in climate disaster resilience locally can be used by others and therefore benefit the global
population.

With the use of innovations, new challenges arise. Innovations often come with the intro-
duction of new technology or technological development of current systems. These emerg-
ing technologies expose systems to new challenges for their technology and risk assessment
(Hellström, 2003). Challenges involve the threats to the system from a new dimension, the
cyberspace. Cybersecurity is used to protect the cyberspace in which systems operate Craigen
et al. (2014). The developing use of new communication and information technology in a
broader range of systems raises the need for secure cyberspace. In the case of innovation,
cybersecurity becomes increasingly important. Hart et al. (2014) discuss the issue of cyberse-
curity and the necessity of openness and liberty to allow for innovation. We must consider the
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2 introduction

trade-off between the security of the cyberspace and innovation freedom when addressing the
cybersecurity of innovation projects.

1.1.2 BRIGAID Program

Innovations will be required to face the grand challenge of climate disaster resilience. Within
the European H2020 program BRIGAID, a methodology is being developed to assess technical
and societal acceptance, and market readiness of innovations for climate disaster resilience.
The program supports faster and more effective development and market introduction of
promising innovations. BRIGAID aims to become the quality label for the development of
innovations for climate adaption and risk reduction from climate-related disaster impacts in
Europe and beyond. The projects are currently all in Europe since the group falls under the
European Commission. The goal of BRIGAID, however, is to benefit the global population
eventually (BRIGAID, 2016a). Kahn (2005) found that wealthier regions suffer less damage
from the same amount and severity of natural disasters when compared to poor regions. The
comparison reveals that, besides geographical location, institutions play a role in natural dis-
aster resilience. European innovations can eventually be adjusted for other regions and used
there for climate adaptation as well.

The BRIGAID methodology consists of a TIF and a set of practical tools, designed to help
an innovator moving his innovation forward, but also to support the end-user defining his
requirements for the acceptance of innovations. The TIF tool addresses the challenges for
innovators in the climate adaptation innovation process and seeks to bridge the gap between
innovators and end-users (see Figure 1.1). The methodology in its present state still requires an
extension to cover cybersecurity issues. It should be assessed where and whether cybersecu-
rity is relevant within the TIF, and how this can be included in the framework. Cybersecurity
readiness should be an indicator to innovators on their ability to identify and mitigate cyber-
security threats to minimize the risk of cyberattacks on their innovation projects.

Figure 1.1: ”Bridge across the Valley of Death” (Sebastian et al., 2019b, p.3)

1.2 problem definition

1.2.1 Research Scope

Cybersecurity is a relatively new concept in the scientific field. Even though many years of
research have passed, there are still concerns about how to cope with cybersecurity threats.
Singer and Friedman (2014) address this concern with the example of CIA director General
Michael Hayden, who is quoted saying that he had meetings with colleagues in Washington
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D.C. in which there was no clear picture of the long-term implications of their decisions on
addressing cybersecurity. The CIA director stated that they were unable to make sound de-
cisions because of this lack of knowledge. To put it in the words of the authors: “In short,
no issue has emerged so rapidly in importance as cybersecurity. And yet there is no issue so
poorly understood as this ‘cyber stuff’” (Singer and Friedman, 2014, p.4).

Refsdal et al. (2015) define cybersecurity as the protection against cyber-threats of cyber-
systems. Cyber threats are any threat that comes from the cyberspace. The authors emphasize
the role of the cyber-threats in this definition. Cybersecurity is not defined by what needs
to be protected, but more so on the kinds of threats to the assets that need protection. The
definition is one of the differences between cybersecurity and information security. Although
information assets may often be targets of cyber threats, not all information targets can be
attacked through the cyberspace, and therefore do not fall under the protection of cyberse-
curity (Refsdal et al., 2015). Von Solms and Van Niekerk (2013) argued for this difference of
concepts stating that cybersecurity includes more components than traditional information
security. Cybersecurity does not solely protect information sources but goes beyond that and
also covers other components such as the human factors within a system. The role of humans
is important in cybersecurity, because of the potential targeting of humans and (unknowingly)
participation of humans in cyber attacks.

Van de Ven (1986) defines innovation as a new idea, which could come from numerous sources,
such as a recombination of old ideas, a challenge to the existing order, a formula, or a unique
approach as perceived by the people involved. The latter may lead to the idea of being an
‘imitation’ of an existing idea and still be defined as an innovation (Van de Ven, 1986). The
relevancy of innovations lays within its role to the dynamics of economic growth and socio-
economic development. We deem innovations as essential when it comes to economic growth
and sustainability agendas worldwide (Edwards-Schachter, 2018). Vargas-Hernández et al.
(2010) define innovations as the main source of economic growth, with new employment
opportunities and environmental benefits following from that growth.

In the case of innovation projects, cybersecurity plays a significant role. Radanliev et al. (2018)
argue the role of cybersecurity to be increasingly important due to the ongoing technological
development and the increase in both the number and severity of cyberattacks. Technological
innovations have led to rapidly changing environments of systems with risks that are relatively
new and therefore, difficult to control and foresee. Creating the right mitigation strategy for
these risks can reduce them to a manageable level (Abdel-Basset et al., 2019).

As mentioned in Section 1.1.2, BRIGAID’s goal is to estimate the level of security of the inno-
vation projects involved in the program. The goal of this study is to identify risks of climate
adaptation innovation and assess whether the innovation projects have their systems prepared
for such risks. The innovation projects affiliated with the BRIGAID program cover innovation
projects specific intended to address climate disaster resilience efforts. This study focuses on
innovation projects in general and aims to provide conclusions that are applicable to a wider
range of subjects. The TIF tool of BRIGAID, however, is focused on the climate disaster re-
silience innovation. The intended improvements of this framework from this study should
therefore be specific to this type of innovation as well.

Methodologically, we seek a risk assessment method that can assess projects in all phases of
development, from early development to market implementation. Also, various literature clas-
sifies assessment methods by qualitative vs. quantitative analysis (Fabian et al., 2010; Patel
et al., 2008; Cherdantseva et al., 2016). Where qualitative methods often use measures for secu-
rity, such as low to high, quantitative methods attempt to measure risk numerically. Verendel
(2009) argues that quantifying security limits the validity of the results of a methodology due
to the lack of empirical data. Cherdantseva et al. (2016) also address the difficulty in finding
historical system data and the lack of objective data at all. Subjective data, which qualitative
analysis uses, can be collected more effective and more specific to the subject at hand. By
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choosing a qualitative analysis, we try to find results that are, even though not as specific as
numerical values, backed by reliable information specific to the subject.

1.2.2 Research Objectives

Based on the background and knowledge gaps found in the previous section, we introduce
research objectives. These objectives clearly define the problem, from which we derive the
problem questions. The three research objectives are as follows:

1. Identify key cyber components of systems of innovation projects

2. Assess where cybersecurity is relevant within innovation projects and select a risk assess-
ment approach which can fill the lack of information on cyber threat mitigation

3. Develop an extension to the TIF in which the cybersecurity threats can be identified and
mitigated effectively

1.2.3 Research Questions

The research objectives show how this study aims to tackle the problem at hand. The main
question covering the objectives should address the identification and mitigation of cyberse-
curity threats in light of innovations. In this study, we focus specifically on innovations for
climate disaster resilience, as featured in the BRIGAID program. The objectives lead to the
following main research question:

How can cybersecurity threats be effectively identified and mitigated to minimize the risk of cyber
attacks on innovation projects for climate disaster resilience?

The main research question can be broken down into several sub-research questions (SQs).
The answering of the main research question is a stepwise process by answering each of the
following sub-questions:

1. What type of cyber components can be distinguished when assessing risks in innovation projects?
The first sub-question aims to come up with a specific set of components that are sig-
nificant when assessing risks in innovation. We consider other fields of study with
technological development as the main driver when compiling the list of components.

2. What innovation projects within the BRIGAID project can provide the broadest variety of cyber
components?
The the portfolio of BRIGAID introduces a wide variety of innovation projects. The
projects are different in terms of climate disaster addressed, size, and readiness level,
among other specifications. The purpose of this sub-question is to identify innovation
projects that we consider representative examples of innovation projects in climate disas-
ter resilience.

3. What type of cyber risk assessment methods are applicable to risk assessment of innovation
projects?
The purpose of this sub-question is to find a method to identify and mitigate risks effec-
tively. The method used in this study should not only apply to the innovation projects
of BRIGAID but innovation projects in general as well.

4. Where can cyber risk management be of importance in the TIF of BRIGAID?
The TIF is the self-assessment tool of BRIGAID. There are various ways to extend this
tool and improve it. The sub-question aims to explore all options and find the most
effective result according to the findings of this study.

5. What recommendations can be made based on the risk assessment of innovation projects for cli-
mate disaster resilience?
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The purpose of this sub-question is to reflect on the results of this study and identify
key components and best strategies to effectively secure innovation projects from cyber
threats.

The next section discusses the methodology and tools that we use to answer the research
questions at hand.

1.3 research methodology
From the problem definition section, we derive a research plan designed to accomplish the
objectives of this study. This section discusses the research approach and methodologies,
which we use to answer the research questions. The approach consists of a mix of both
quantitative and qualitative methods. The use of this mix of methods benefits the analysis,
interpretation of findings, and reflection of the study (Galletta, 2013). Sale et al. (2002) found a
strength of using mixed-methods research that quantitative and qualitative methods study the
phenomenon subject to research from different points of view. Figure 1.2 presents an overview
of the used methods in this study and main takeaways, specified to the sub-question(s) for
which we use the method.

1.3.1 Context Establishment

The first sub-question aims to compose a list of cyber components that are significant to the
risk assessment of innovation projects. We use several methods to compile the list of cyber
components. First, we use a literature review for two reasons, to establish the context in which
the cyber components are relevant to the assessed system and to find cyber components in
related fields of study, similar to the systems of innovation projects as mentioned in this study.

Second, we use interviews with experts as a validation tool. The interviews are semi-structured
to create space for reciprocity with the interviewees to clarify information and reflect on the
discussed topics. Galletta (2013) found that semi-structured interviews make interviewees en-
gage more with the topic and allows for this reciprocity. The information can be used later on
in the study to validate results from the literature review and survey. We analyze the results
from these interviews according to a deductive approach. The deductive approach starts with
a theme or theory determined before the analysis (Zhang and Wildemuth, 2009). In this case,
the list of cyber components is the starting point of the analysis. We gather the acquired data
from the interviews to validate this list.

Third, we use a survey to gather information from innovators affiliated with the BRIGAID
program. The survey provides the study with both quantitative data on the cyber components
and qualitative data on the innovators’ perception of the importance of cybersecurity in their
innovation project and their satisfaction with current cybersecurity efforts. The results serve
as an insight into the use of the cyber components in innovation projects.

1.3.2 The BRIGAID Case Study

For the second sub-question, we select representative cases based on the cyber components
within the projects’ systems. Therefore, we need to analyze the innovation projects within
BRIGAID before we can make a grounded decision on what innovation projects we consider as
representative. We use the survey results from the previous subsection to find representative
innovation projects. Each innovation project affiliated with BRIGAID has its page on the
Climate Innovation Window (CIW), BRIGAIDs informative webpage. We gather qualitative
data and descriptive statistics of the innovation projects from the web content. We use the
results from the survey and the data from the CIW to select the cases for this study.

The answer to the third sub-question leads us to a risk assessment method. We analyze the
representative cases of innovation projects, and we apply the case study method to structure
the research. We work with cases in this study to make generalizable conclusions for the cyber-
security of innovation projects. The cases are subject to a risk assessment. We use the results
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of the assessment as a foundation for the recommendations made in this study. We choose
the risk assessment methodology based on a literature review of the available methodologies
in scientific literature and practice. The case study adopts the approach most effective when
assessing innovation projects. The stepwise approach by Yin (2011) designs the case study in
this research and is explained in greater detail in Section 4.1.

The fourth sub-question of the study involves the extension to the TIF of BRIGAID. Where
the case studies address the research objective concerning the relevancy of cybersecurity in
innovation projects, the tool extension satisfies the second objective of creating an extension
for cyber threat identification and mitigation. We analyze the tool before commencing with
the case study and re-evaluate after. We identify the potential slots within the tool for our
extension with this re-evaluation. The case study database, filled with all the gathered data for
our case studies, is used to create a self-assessment questionnaire with a scoring mechanism
for the cybersecurity of an innovation project.

The fifth and final sub-question is a reflection on the results from the previous questions. We
use the results from the context establishment and risk assessments to compile generalizable
conclusions for innovations in a broader range of systems.

Figure 1.2: Research Methods

1.3.3 Data Collection

Yin (2011) addresses a key feature of case studies, which is requiring a large variety of data as
input. We use several sources of information in this study. We consult both quantitative and
qualitative data sources to acquire data. The primary source of data is scientific literature. We
use scientific literature for the research on cyber components in innovation projects and the
selection of a risk assessment method. Two reviewing methods structure the review, namely
database searching and backward snowballing. The database search uses two repositories,
Scopus and IEEE Xplore. The backward snowballing technique also includes other reposito-
ries, such as the TU Delft Repository and Google Scholar. Mendeley, which serves as a library
for our sources, stores reviewed literature.

The second source of data is qualitative data from interviews. We use expert interviews for
validation and data gathering. A semi-structured interview serves both needs and enriches
the research with knowledge from both the academic and business perspective by having
interviewees from both fields. We also design a survey for both quantitative data on the cyber
components within the systems of BRIGAIDs innovation projects and qualitative data on the
innovators’ perception on cybersecurity of innovation. The results of the survey also indicate
what innovation projects serve as representative cases for this study.

Lastly, we have archival data from BRIGAID and the projects involved. BRIGAID has an
online database known as the Climate Innovation Window. This website contains data on all
the innovation projects that were, or still are, involved in the BRIGAID program. We gather
data on the innovation projects to gain knowledge on the selection of projects at our disposal
and as input data for the risk assessments in the case studies.
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1.3.4 Research Flow Diagram

Figure 1.3 shows the Research Flow Diagram (RFD) of this study. The RFD divides the research
into four phases. Phase one is the introduction. In this phase, we introduce the research with
its problem statement, research questions, and methodology. This phase translates to the first
chapter of the report.

Phase two represents the desk research phase. In this phase, most of the literature review is
conducted to gather information and input for the analyses. Firstly, we discuss the conceptu-
alization of cyber components. The unique aspects of innovation projects are the main focus
in this part of the study. We assess studies on innovation and related fields of study. The
goal is to come up with a list of cyber components specifically for innovations. Secondly, the
BRIGAID projects are analyzed and categorized according to the found cyber components. A
database reports the projects, and a survey sheds light on the composition of projects within
BRIGAIDs portfolio. Thirdly in this phase, the risk assessment methodologies available in
the scientific literature are reviewed, and the next phase uses the method most fitting to the
innovation projects.

Phase three is the case study, where we perform risk assessments on the selected projects. The
methodology, as explained in the third step of phase two, also determines the type of case
study that we use. The risk assessments result in cyber threat estimations for the individual
cases, but the assessments deter generalized conclusion as well. The TIF tool of BRIGAID uses
these generalized conclusions. The final step of phase three presents various options with
recommendation and advice on the decision-making for these options. Phase four discusses
the results from the previous phase. This phase is the concluding phase of this research, in
which we present the conclusion of the study, discuss these conclusions, and recommend next
steps and propose future research.

1.4 significance of the study
We aim with this study to benefit to the understanding of the relevancy and significance of
cybersecurity in society. The increasing use of the cyberspace and connectivity of society
has raised numerous concerns about our safety, security, and privacy. Many studies focus
on the concept of cybersecurity and how to govern this phenomenon adequately. We hope to
benefit these findings by specifically addressing the cybersecurity of innovation. The BRIGAID
program aids innovators in developing their projects more effectively. The use of BRIGAIDs
tools benefits the innovators by making them reflect critically on their projects and the benefits
to society and climate adaptation. This study addresses the found gap in the assessment tools
for addressing the cyberspace and security of the projects’ systems. The results of this study
should aid BRIGAID in improving the TIF by extending the tool with a cybersecurity section,
subsequently benefiting the innovations in their development.

1.5 thesis outline
The structure of this report follows the research flow diagram, as presented in Section 1.3.4.
After the introduction of the study in Chapter 1, the thesis continues with the definition and
identification of cyber components for innovation projects (Chapter 2). Following the set of
cyber components, Chapter 3 provides insight into the BRIGAID program and the innovation
projects within its portfolio. The chapter concludes with the selected projects for the case study.
Chapter 4 elaborates on the research methodology by conceptualizing risk management and
narrow it down to a specific method for the risk assessment of innovation projects. Next, we
present the results of the case study in Chapter 5. The results are further used to construct
the cybersecurity extension of the TIF (Chapter 6). Lastly, the thesis wraps up with the conclu-
sions of the study and a reflection on the findings, methods used, and relevance of the study,
including recommendations for future research in Chapter 7.
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Figure 1.3: Research Flow Diagram



2 C Y B E R C O M P O N E N T S

This chapter answers the first subquestion: What type of cyber components can be distin-
guished when assessing risks in innovation projects? Innovation projects have certain unique
elements to them. Section 2.1 provides an overview of these elements. Section 2.1.1 dis-
cusses these elements as found in literature in related fields of study to innovation projects,
such as smart cities and Internet of Things (IoT). Further subsections (Section 2.1.2 through
Section 2.1.5) discusses each identified element. From these elements, we define cyber com-
ponents. Section 2.2 touches on how we found these components and what their definition is.
We validate the found cyber components through expert validation and an innovator survey.
Section 2.3 discusses the interview approach for the validation and shows the results, while
Section 2.4 presents the survey and its results. The chapter is finally concluded in Section 2.5.

2.1 elements of innovation

2.1.1 Related Fields of Study

To assess risks, the context in which we assess the system needs to be defined (Refsdal et al.,
2015). The establishment of the context is important, but an often neglected step in the risk as-
sessment process (Cherdantseva et al., 2016). Before identifying risks, the context determines
where and how we identify potential threats. We establish the environment of the system to
enable the identification of external threats, whereas the goals, objectives, policies, and capa-
bilities concerning the system to determine the internal context (Refsdal et al., 2015). In this
study, the establishment of the context results in elements specific to innovation projects. These
elements are determined based on the unique aspects of innovation projects, as found in liter-
ature and practice. Other fields, such as Supervisory Control And Data Acquisition (SCADA)
systems, IoT, and smart cities, have these elements more clearly defined. Radanliev et al. (2018)
identify the most prominent IoT risk vectors in their literature review. They find cloud tech-
nologies, real-time data, autonomous machine decision, and communication risks as the risk
vectors most significant when assessing cyber risks of IoT. For SCADA systems, the human
factor within a system is found as a prominent component. Cherdantseva et al. (2016) found,
besides the human factor, expert opinion involvement and overcoming attack- or failure ori-
entation as important components. Smart cities, as a concept, are closely linked to innovation.
Technical innovation meshes with the cities’ innovation in the policy and management aspects
(Nam and Pardo, 2011). The innovation of smart cities creates new threats and dependencies.
Vitunskaite et al. (2019) find collaboration and open innovation as fundamental components to
the success of smart cities. Mitigation measures should counter new threats and dependencies
to avoid them from occurring. Despite the awareness of cybersecurity concerns, Vitunskaite
et al. (2019) argue that many smart cities still fail to identify and mitigate these risks appropri-
ately. Their study proposes the lack of appropriate standards and guidance, clearly defined
roles and responsibilities, and a common understanding of key security requirements to be
the main causes of this deficiency. Their suggested framework focuses on the three concepts
of technical standards, cybersecurity measures, and an effective third party management ap-
proach (Vitunskaite et al., 2019). The literature review results in four elements of innovation
projects. Note that there is a difference between the elements of innovation and the cyber
components this chapter aims to uncover. The link here is that certain innovation elements
identify the cyber components. Next, we introduce the elements of innovation.

9
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2.1.2 Freedom for Innovation

To define elements of innovation, we first explicitly define innovations as a concept. More
specifically, the characteristics of innovation projects should be made clear. Mihić et al. (2018)
identify the characteristics of energy innovation projects. First and foremost are the innovative
features of these innovation projects. Innovations tend to have processes and an approach
that is explorative and experimental, accompanied with high risks and failure rate. According
to the framework proposed by Bowers and Khorakian (2014), risk management should be
involved in each development phase of the innovation, while concurrently risk management
must be deployed selectively. Excessive use of risk management in innovation could stifle
creativity, a critical component to innovation (Bowers and Khorakian, 2014). Stifling creativity
and therefore limiting the development of innovation is not desired. We observe a trade-off
between enabling creativity and limiting risks. Risk management literature covers this trade-
off, without the explicit definition as a trade-off. Restricting the set of rules and regulations
in risk management stimulates innovation. A select number of rules limits the risk increase
of cybersecurity in innovation (Gisladottir et al., 2017). Figure 2.1 shows the relation of both
internal and external threats with the number of regulations. The graph visualizes the trade-
off between innovation and rules. Where rules are needed to reduce the risk from external
threats, the amount should not enable internal vulnerabilities to rise at the same time. In this
study, we conceptualize this as the freedom for innovation element. Besides the creativity
factor, this also includes the tolerance of failure. Tolerance of failure is a concept in innovation
which affects the level of risk that innovators are willing to take. Hutchison-Krupat and Chao
(2014) found that higher tolerance for failure increases an individual’s willingness to take
risks in the innovation strategy. Firms with a higher tolerance for failure tend to be more
lenient towards innovating and having more uncertainty in their research and development
(Custódio et al., 2017). This leniency benefits the freedom to innovate for projects, while more
risk is accepted, and firms must assess the risks accordingly.

”The red line represents the risk from external threats; the blue line represents the risk from internal vulner-
abilities; and the green line represents the combined risk from external threats and internal vulnerabilities”.
Reprinted from Resilience of Cyber Systems with Over- and Underregulation, Gisladottir et al. (2017, p.1645)

Figure 2.1: System risk is a function of the number of rules

2.1.3 Roles and Responsibilities

Other fields of study name the human factor as an important element. Literature defines this
element in various ways. Ganin et al. (2017) define this human factor as the social domain.
In their framework, human factors relate to personnel-related vulnerabilities. The personnel’
background, their awareness & training, access control, and loyalty & well-being are criteria
to determine the risk of the social domain. Personnel is also influencing the innovativeness of
organizations, where especially the top of organizations, can spur innovation. Custódio et al.
(2017) suggest that the chief executive officers of firms who acquire knowledge beyond the
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firm’s technological domain and with a tolerance for failure spur innovation within their orga-
nization. In addition to the domain of projects’ personnel, the human factor also involves other,
sometimes external stakeholders. Mihić et al. (2018) find innovation project teams generally
to be multi-disciplinary and to consist of many stakeholders with often conflicting interests
and goals, resulting in a difficult decision-making process and consequently plentiful of (new)
threats from the environment of the system. This study conceptualizes the human factor in
the element of roles and responsibility. This element incorporates both internal and external
stakeholders of the innovation project and the communication between them. The relation
between stakeholders and the responsibilities they hold are indications of their influence on
the innovation process. The roles and responsibilities are similar to the human factor in in-
formation security. The added dimension of humans being the target of a (cyber) attack or
unknowingly participating in one is unique to cybersecurity (Von Solms and Van Niekerk,
2013).

2.1.4 Information Architecture

A key element for innovation projects is the explorative or experimental processes of the sys-
tem (Mihić et al., 2018). Often does this involve information from software components that are
prone to cyber threats. Operational trade-offs are one of the main reasons that cyber-attacks
are still occurring and are successful, despite cybersecurity efforts (Hughes and Cybenko,
2013). The information security and cybersecurity standards and guideline set these opera-
tional trade-offs which are to safeguard the confidentiality, integrity, and availability (CIA) of
information (Refsdal et al., 2015). Information should be protected from unauthorized access
(Confidentiality), unauthorized modifications (Integrity), and have the ability for end-users to
derive a certain benefit from the system (Availability) (Hughes and Cybenko, 2013). Informa-
tion in itself is categorizable in the different forms or systems of how information is derived.
Radanliev et al. (2018) identify risk vectors for the Internet of Things systems. The Information
Architecture element proposed in this study categorizes three out of the four recognized vec-
tors, namely cloud technologies, real-time data, and autonomous decisions. These risk vectors
involve some software or information architecture that we consider when assessing the cyber
risks to the system. We test each of these vectors against the trade-offs for confidentiality,
integrity, and availability.

2.1.5 Physical Security

The physical elements are viewed as critical in the security of a system (Pearson, 2011). The
access to machines, network attach points, and other hardware are prone to physical attacks
to the system. Pearson (2011) argues that the physical security of the system is, at times, im-
possible to guarantee due to the location of the physical components. The author uses smart
meters in customers’ homes for the smart grid as an example. The internal networks of a
system are prone to attacks, even without connection to external networks such as the inter-
net. Innovation projects often involve a cyber-physical system. This type of system contains
physical components with the ability to gather data from the physical world and process this
within the network of the system (Peng et al., 2013). Data gathering from these components,
such as sensors and actuators, can be used in cyberattacks without the need for attackers to
intrude the system’s cyberspace.

2.2 cyber components of innovation

2.2.1 Prior Work

We first review literature that aims at identifying key components, elements, and vectors for
cyber-physical systems. Radanliev et al. (2019) identified risk vectors of IoT systems from a
literature review. IoT risk vectors were grouped together or not considered, as they concluded
that analyzing every single vector was out of their study’s scope (Radanliev et al., 2019). Fo-
cusing on the prominent vectors benefits the study by presenting general vectors that apply
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to a broad range of systems. However, these general vectors provide limited details on the
system and its processes. Veeramany et al. (2019) make use of more specific elements to form
their framework for risk-informed autonomous adaptive controllers. Elements are categorized
based on their function in the system. The use of a framework provides a structured presenta-
tion of the system while maintaining a higher level of detail in the identification of elements.
This study aims to present cyber components of innovation projects. Innovation projects indi-
cate a wide variety of projects to our scope, which asks for a generalizable list of components.
However, to assess the risks of a system later in the study, we need to establish a level of detail
for the components which enables us to assess the risk threats to a project’s system.

2.2.2 Identifying Cyber Components

The elements specific to innovation projects in the previous section establish the framework
in which we can conceptualize innovation projects. The elements form the core of innovation
projects, consisting of various components. This study uses the term ‘component’ where other
studies also used terms such as ‘elements’ or ‘vectors’. Literature provides no specific reason
on which term to use. We derived the term component from standards and guidelines such
as ISO and NIST and terminology used by Refsdal et al. (2015).

When assessing the cyber components of innovation projects, not all elements are involved.
The freedom for innovation element, for instance, does not contain cyber components. Cyber
components might influence the freedom for innovation, but the element itself does not consist
of such components. Figure 2.2 shows the elements of innovation projects and where we find
cyber components. For the most part, cyber components are part of the Information Architec-
ture element. This element contains components that are prone to cyber-attacks and crucial
to technological development. However, most innovative projects are a cyber-physical sys-
tem, meaning that these projects work with a system that combines the components from the
Information Architecture element with those of the Physical Security element. The physical se-
curity of the system contains components that are communicating with software components,
and are prone to physical attacks at the same time. For that reason, the cyber components do
not solely fall under the Information Architecture element in Figure 2.2, but also are (partly)
covered by the Physical Security element.

Figure 2.2: Cyber components within the ’elements of innovation projects’ framework

2.2.3 Cyber Components from Literature

We use a literature review to compile a list with cyber components for innovation projects.
Both a structured search and an explorative snowball search are used as methods to come
up with suitable literature. Jalali and Wohlin (2012) concluded that one of both methods
did not outperform the other. This study uses both methods to cover as much scientific
ground as efficiently possible. The literature review process is visualized in Figure 2.3. For
the search query in Scopus, we set two requirements for the eventual results. First, we need
a type of assessment or analysis of risks. This need leads us to the following search term:
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Table 2.1: Categories of cyber components

Category Description
Data collection Components that collect data in the physical world
Communication Components which enable communication between parts in a system

or between separate systems
Data processing Components that either store collected data or perform some type of

action based on data collecting components
Control Components that control the physical components of a system and mon-

itor performances
Physical Components that are placed in or are part of the physical world

(\risk assessment" OR \risk analysis"). Secondly, we seek components of systems in
related fields of study. As discussed in Section 2.2.2, different terminology is used in literature.
The literature review of this chapter found components, elements, and (attack) vectors most
commonly. Therefore, we include these three terms in the search. This results in the following
search term: ("cyber components"OR"cyber elements"OR"attack vectors"). We use the
above two search terms combined with the command AND to find results that include both
requirements for the results. The second term in between brackets is used to find the cyber
components.

Figure 2.3: Literature review process for the cyber component list

The Scopus search resulted in 63 articles. Of these 63, only two aren’t written in English,
leaving us with 61 results. We set specific quality measures for the further filtering of the
search results. We search for cyber components of systems in related fields of study to innova-
tion. Studies in other scientific areas, such as health care, military, and supply chain, are not
considered here. This filter led to a list of ten remaining results, which we assess in greater de-
tail. The last filtering focuses on finding potential cyber components mentioned in the articles.
Common ground for excluding literature in this phase is another use for the term component.
From the snowball exploration of the literature review, we find seven articles matching the
quality criteria set for the results from the Scopus search. Survey reviews, such as Cherdant-
seva et al. (2016) and Giraldo et al. (2017), are used as starting points to find cases in related
fields of study mentioning components of systems. Table 2.2 shows the literature used to
compile the cyber component list. The table presents the subject of the study, the publishing
journal, and the search method for each article. The compiled list of cyber components shows
the source in the last column (see Table 2.3). The letters correspond to a source, as listed in
Table 2.2. For example, the component’ smart meters’ is found in sources c and h. According
to Table 2.2, that refers to the risk assessment of cyber-physical systems of Ashibani and Mah-
moud (2017) and to the risk assessment of smart power grids of Sun et al. (2018). Section 2.2.4
addresses the components and their sources in greater detail.
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Table 2.2: Literature review cyber components
Source Subject Journal Search method

a Torkura et al. (2015)
Cloud Platforms

Proceedings of the 10th International Conference
for IT and Secured Transactions

Scopus

b Saripalli and Walters (2010)
Proceedings of the 3rd IEEE International
Conference on Cloud Computing

Scopus

c Ashibani and Mahmoud (2017)
Cyber Physical Systems

Computers & Security Snowball

d Stergiopoulos et al. (2018) Computer Networks Scopus

e Kettani and Wainwright (2019) Cyber Systems
Proceedings of the 2nd IEEE International
Conference on ICT

Scopus

f Stouffer et al. (2011)
Industrial Control
Systems

National Institute of
Standards and Technology Special Publication

Snowball

g Radanliev et al. (2019) Internet of Things Cornell University Snowball

h Sun et al. (2018)
Smart Grid

International Journal
of Electrical Power & Energy Systems

Snowball

i Liu et al. (2012) IEEE Communications Survey & Tutorials Snowball

j Komninos et al. (2014)
IEEE Communications Surveys &
Tutorials

Snowball

k Ghena et al. (2014) Traffic Infrastructure System
Proceedings of the 8th Workshop
on Offensive Technologies (USENIX)

Snowball

2.2.4 Cyber Components List

We grouped the cyber components into five categories (see Table 2.3). We formed the cate-
gories by assessing the literature and the categorization used in other reviews and surveys.
Some components classify for multiple groups. In this case, we categorize these components
at our discretion. Expert interviews later on in the study will validate these choices (see
Section 2.3). Each category has an ‘other’ component, which keeps the category open for addi-
tions of a specific case. This subsection continues with the explanation of the cyber component
per category.

Data collection - Radanliev et al. (2019) discuss cyber risk vectors of IoT systems. Among the
data processing components, discussed later on, we categorize one vector as data collecting,
namely real-time data. Radanliev et al. (2019) pointed out the trade-off between the necessity
of real-time data for IoT and the increase in risks due to the use of real-time data. Various
studies mention real-time data when assessing risks, although not always as a component.
We find other data collecting components in cyber-physical systems, where sensors serve a
prominent role. The perception layer, where sensors are used to collect information for the
system, is also known as the sensor layer (Mahmoud et al., 2015). Ashibani and Mahmoud
(2017) distinguishes various types of sensors, such as smart meters and cameras. The list in
this study defines ‘other type of sensors’ specifically, besides the standard ‘other’ component
for each category. This option is to limit the number of the components listed, as there is
a wide range of sensors. We list two types of sensors as components. Smart meters have a
prominent role in the security of smart grids, as these meters are often placed in spaces with
outsider’s access and therefore have a high vulnerability (Sun et al., 2018). Cameras are the
second sensor component. Ghena et al. (2014) discuss the new role of cameras, as cameras
now also serve as an autonomous inspection and detection sensors.

Communication - The communication group contains components which enable communica-
tion between components and system. Various studies address the threats and vulnerabilities
that come with communication in a system. However, Ashibani and Mahmoud (2017) specif-
ically discusses the different types of communication components. They discuss the cyber-
physical system in a three-layer model of perception, transmission, and application of data.
Both wired and wireless networks are considered as transmission components, whereas the
authors grouped communication through satellite in the perception layer. In the smart power
grid, the use of GPS is used to have substations communicating with the control center (Sun
et al., 2018). This study considers three types of communication methods, namely through
landline (wired), through mobile line (wireless) and satellite (GPS). Sun et al. (2018) discuss
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Table 2.3: List of Cyber Components
Category Component Source

Data collection

Real-time data g
Smart meters c,h
Cameras c,k
Other type of sensors c
Other

Communication

Communication through landline, power grid line c
Communication through mobile line c
Communication through satellite c,h
Human Machine Interface h
Other

Data processing

Data processing/analysis tools d
Cloud technologies a,b,d,g
Offline data storage d,e
User Interface a,d,e,i
Other

Control

Servers d,h
Firewalls h
Anti-viruses h
Feeder protection relays d,h
Malfunction Management Units h,k
Autonomous decision-making c,g
Other actuators c
Other

Physical

Accessible hardware (for insiders only) d,f,j
Accessible hardware (for outsiders) f,i,j
Network access points / Points of entry b,c,f
(Ecological) environment that can affect hardware f
Other

another communication method between humans and machines, which is particularly prone
to cyber-attacks. Operators use human machine interface (HMI)s to assess the operation of
machines in the system.

Data processing - Continuing from the data collecting category, data processing components
either store collected data or perform an action based on information from data collecting
components. This category also includes components that can both collect and process data
(or initialize the processing step), such as actuators (Ashibani and Mahmoud, 2017). Among
actuators, there are autonomous decision-making actuators. In IoT systems, autonomous cog-
nition is required, but the autonomous machine decisions do bear more cyber risks to the
system (Radanliev et al., 2019). Similarly to sensors, we distinguish multiple types of actu-
ators. The component ‘other actuators’ leaves room for innovators to determine what their
actuators are. Actuators and sensors can feed information to other parts of the system. The
communication from data collecting to data processing and data storage are particularly prone
to cyber attacks (Kettani and Wainwright, 2019). Stergiopoulos et al. (2018) discusses these pro-
cessing components as assets of cyber-physical systems. In their study, user interface and data
analysis software are closely related to data storage, both offline and in the cloud. These com-
ponents are constantly communicating with each other, and disruption in that process could
have great consequences. Offline data storage is in the development of technology replaced
by cloud technology. The cloud has the advantage of being able to store and process data
and make autonomous decisions. With this new technology, new threats and vulnerabilities
emerge. Torkura et al. (2015) exemplify this with vulnerability scanners, which now must
address security issues between a host and the guest operating system. Clouds often operate
in open software to ensure accessibility to a wide variety of clients. The liability of the cloud
operating system and the security of information rank among the top concerns of small and
medium businesses for using cloud technology (Saripalli and Walters, 2010). The ‘User Inter-
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faces’ component includes operating systems. With cloud technology, we find that different
component within a system can run on different operating systems. Liu et al. (2012) also
include customer interfaces when considering operating systems. Customer interfaces are ac-
cessible from the customers’ side of the system, resulting in security issues for the system that
is depending on the threat awareness of customers. Software and hardware updates should
tighten the security and information from the customers should be validated to prevent the
use of manipulated information (Liu et al., 2012).

Control - The fourth group consists of components which serve a controlling role in the system.
The operations of the system as a whole and individual components are monitorable. This
group closely connects to the communication group. We can see a component as HMI as a
controlling component. However, with HMI components, the machine is communicating with
human entities, who are in control of the operation. Sun et al. (2018) cover many controlling
components in their assessment of cybersecurity of power grids, where different controlling
commands are in place to keep the operating system running. The servers in the power
grid’s ICT system are used to control the transmission and distribution over the grid. Sun
et al. (2018) point out that security policies use firewalls for the threat mitigation of control
systems, despite their limitations. These security policies can involve multiple components,
amongst them, are anti-viruses, feeder protection relays, and malfunction management unit
(MMU)s. Feeder protection relays have several capabilities. As control components, relays can
support communication protocols and serve as a filter to communication noise on the system’s
router (Stergiopoulos et al., 2018). MMU serves as a controlling component in smart traffic
infrastructure systems (Ghena et al., 2014). MMUs are built-in safety mechanisms that can
override controllers in the system if an error occurs.

Physical - As seen in Figure 2.2, the cyber components are also partly covered by the physical
security element of innovation. Therefore, we include several physical components, as well.
Hardware placed in the real world is center in this category. We discuss several hardware
components in the previous categories; the components in this category involve the security
of these hardware components. Stouffer et al. (2011) discuss the physical and environmental
protection of the system with the protection of physical locations and access control to the
system. The protection of physical locations is divided into internal (for insiders only) and
external (both insiders and outsiders) accessibility. Liu et al. (2012) found the external accessi-
bility in the smart grid systems, where customers interface with off-site placed smart meters,
prone to outsider attacks. Accessible hardware on-site gives organizations more control in
security, for instance by having security surveillance on the organization’s perimeter, establish
zones with physical protective boundaries, and have control over the essential services of the
organization (Stergiopoulos et al., 2018). Network access points, or points of entry to the sys-
tem, is a component that needs protection from (cyber) threats. Access monitoring systems,
such as surveillance cameras and sensors, and access limiting systems, such as security devices
and identification systems, are measures for the protection of points of entry (Stouffer et al.,
2011). The authors specify heavier protection for cases with large installations, where tracking
devices are used to track every movement within the facility of entities such as employees and
vehicles. Most network accesses in cyber-physical systems involve the communication line
through either radio channels or wireless networks (Ashibani and Mahmoud, 2017). Access
control and network encryption are security measures for the cyberspace, but the physical ac-
cess (e.g. radio towers, base router stations) need security measures as well. The final physical
component considered in the list is ‘(Ecological) environment that can affect hardware’. The
need for this component comes from the distinction between attacks and intrusions and mal-
functions. The accessible hardware components cover attacks and intrusions. Stouffer et al.
(2011) define environmental factors such as the temperature, humidity levels, and stability of
the site ground. Heating, ventilation, and air conditioning (HVAC) are an environmental con-
trol system to ensure the necessary temperature and humidity conditions during operation
and in emergencies (Stouffer et al., 2011). The authors discuss the increasing security roles of
HVAC and fire systems due to the connection of process controls and security systems, and
the cyber access to those components (Stouffer et al., 2011).
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2.3 expert validation

2.3.1 Interview Approach

We derived cyber components from literature, mostly concerning related fields of study, such
as IoT and smart technology. The data collection specific to innovation projects from literature
was limited. Expert validation can increase the validity of the found components for innova-
tion projects. A semi-structured interview was used to gain in-depth knowledge from experts
in the field of cybersecurity and innovation. The interviews are conducted in a semi-structured
manner to provide the interviewees with the freedom to share their knowledge on cybersecu-
rity of innovation, while still structuring the interview around the proposed cyber components.
Appendix A presents the full breakdown of the interview proposal. Table 2.4 shows the in-
terviews used for expert validation. We analyze the results from these interviews according
to a deductive approach. The deductive approach starts with a theme or theory determined
before the analysis (Zhang and Wildemuth, 2009). In this case, the list of cyber components is
the starting point of the analysis. We gather the acquired data from the interviews to validate
this list.

Table 2.4: Expert validation interviews

# Interviewee Organization Status
1 Professor Safety Science TU Delft Responded via e-mail on August 12, 2019

2 Project Manager BRIGAID Meeting in person on July 30, 2019

3 Information Security Officer ABN Amro Conducted in person on July 29, 2019

2.3.2 Results

Three interviewees were chosen based on their occupation and field of work. Since innovation
is a broad concept, we acquire knowledge from both the academic and business field. The last
interviewee is the project manager of BRIGAID, who is more knowledgeable about the projects
specifically addressed in the BRIGAID program. Coincidentally, the three interviews are each
conducted in a different form. The Professor in the Safety and Security Science group at the
Delft University of Technology responded by e-mail, we quoted BRIGAIDs project manager
from an open meeting and interviewed the IT expert (named Information Security Officer) at
ABN Amro in person. The semi-structured interview created a freedom to discuss innovations
and cybersecurity in greater detail, this to generate information for other purposes in this
study as well. We used a word table as a coding technique to structure the qualitative data
from the interviews. Appendix A presents the word table (Table A.1) in its entirety. We derive
the results from the themes in the word table. These themes are created from the raw data of
the interviews. This subsection describes the results we use to validate the cyber component
list that we compile this chapter.

The cyber component list is a collection of components, elements, vectors, and assets which
literature defines. Different sources come up with differing components, and there is a sub-
jective feel to the selection of some of these components. Components are categorizable in
different manners. We conclude that the categorization should not be leading when interpret-
ing the results later on in this study. We find that the perspective used to assess a system
plays an important role. Different perspectives are defined, which we present as secondary
level themes of the primary cybersecurity theme in Table A.1. The current cyber component
list follows from a rather physical perspective, where the focus is on physical components,
rather than the data that the system or the communication lines that transmit the data use.
A technical perspective would also look at an individual component but then focus on the
links to the system and other components. A contrasting perspective to the physical perspec-
tive is the process one. The process perspective focuses on the main communication line and
expands from there to explain the system and its components (Information Security Officer,
ABN Amro, 2019). The different perspectives identify different components of the system,
even though we assess the same system. Prioritization of the components comes in play here.
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For example, we define different types of communication components, such as communica-
tion over a landline, mobile line, and GPS. This distinction is made to distinguish the different
types of communication means. In other perspectives, such as the technical or data flow per-
spective, the different means play no significant role. When assessing communication through
a technical perspective, components like communicating servers come to mind, or we address
the internet gateway in between the servers. The validation raises the importance of certain
components, whereas the importance of other components decreases. Another feature of the
components is the ability to switch them from categories, or account them over more than a
single category. For example, the actuators in the control category were switched from the
data processing category based on the interview results. Actuators were initially seen as data
processing component which have the ability to make decisions. This feature is a greater fit
with the control category. Think, for instance, of a moveable water gate which adjusts is height
based on the water level (Professor Safety Science, TU Delft, 2019). We conclude that there is
not a single view for assessing systems; the used perspective determines what components we
consider in our assessment. We also conclude that the other elements of innovations, as we de-
fine in Section 2.1, play significant roles in the cybersecurity assessment, and the components
on the list cover only partly the system we seek to assess.

2.4 innovator survey
This section discusses the identification of key cyber components through the survey sent out
to the BRIGAID innovators. We use a survey for two purposes. First, to gain information on
the structure of the projects in terms of cyber components. Second, to acquire insight into
what the key cyber components are when assessing the cybersecurity of innovation projects.
We discuss the survey design and report the results, after which the key cyber componets are
presented. For the survey design as sent out to the innovators, see Appendix C. For the survey
design, we loosely follow the steps from Pfleeger and Kitchenham (2001). Due to the rather
small scale of this survey, we merge some steps in the process into one step.

2.4.1 Survey Objectives

The first step is setting objectives that are both specific and measurable. The objectives for this
survey come from the sub-question of this chapter, which is: What innovation projects within
the BRIGAID project can provide the broadest variety of cyber components?. The survey should
reflect this question by gaining both objective and subjective data on cyber components and
innovation. The objectives of this survey are as followed:

1. Determine the key cyber components for cybersecurity of innovation projects

2. Determine the most valued cyber components for cybersecurity of innovation projects

Key cyber components in this study concern cyber components that we find most commonly
in the innovation projects. A subjective valuation of the cyber components aims to meet the
second objective.

2.4.2 Survey Planning and Schedule

The second step is to plan and schedule the survey. From the research flow diagram in this
study (see Figure 1.3), the process of selecting the projects for the case study is preceded by
the conceptualization of the cyber components (see Chapter 2. The scheduling of the survey
depends on the preceding steps of the research flow. Within the planning, the survey is sent
out on August 8, 2019. For a period of three weeks, innovators can respond by filling out
the survey through the online platform SurveyGizmo (SurveyGizmo, 2005). The response
period is limited but necessary for the remainder of the study to be carried out according to
the schedule. SurveyGizmo provides a free-of-charge platform to host surveys. The limit to
responses per month supersedes the number of innovation projects within BRIGAID. Elbeck
(2014) reviewed the host options for surveys that are free-of-charge. SurveyGizmo ranked top
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five in popularity and satisfies the needs for this study, such as data export to CSV format,
online visibility, and the ability for respondents to fill in the survey through e-mail and an
online link (Elbeck, 2014).

2.4.3 Questionnaire Design

The fourth step in the process is the design of the questionnaire (see Figure 2.4). For efficient
data acquisition, we conduct an unsupervised survey, i.e. innovators can respond to the sur-
vey by e-mail or via a weblink, without the supervision of an interviewer (or questioner). We
present an introduction to the survey at the beginning to provide the respondent with informa-
tion. The introduction addresses the goal of the survey and provides some theoretical context.
The theoretical context is important, as it provides the respondents with the definition of cyber
components in this research’s context. Finally, we address the privacy and data use, before
expressing our gratitude for the time and effort.

Figure 2.4: Modeling process of the survey

After the introduction, the first questioned ask participants to choose their project from a
dropdown menu. The projects of BRIGAID are known, so a dropdown menu is used to ensure
the use of the project name as known from the BRIGAID portfolio. The next questions on the
cybersecurity efforts of the innovation projects. We ask the respondents to rate the importance
of cybersecurity to their project and how satisfied they are with current cybersecurity efforts.
A 6-point Likert scale answers the rating questions. Nemoto and Beglar (2014) discuss the
Likert scale as a measurement for the psychological construct of a person’s cognition. The
scale moves from the weakest endorsement of the item to the strongest (see Figure 2.5).

Figure 2.5: Capture of the survey questions on the perception of cybersecurity

The next page of the survey involves cyber component categories. We provide the respondents
with a brief introduction and description of these categories. In an open-ended question, the
respondents are asked their opinion on the chosen categorization of the components. Open
questions have the benefit of not constraining respondents to answer options (Schonlau and
Couper, 2016). The downfall is that these questions are more challenging to analyze, due to
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the wide variety of answering options. The limited pool of respondents in this study makes
the analysis of the results possible.

The third and last page of the survey contains the actual questionnaire on the specific com-
ponents, as compiled in Section 2.2 (see Table 2.3). For each category, we give the list of
components with checkbox answering options. Respondents provide additional components
through an open ‘others’ option. When they check the ‘other’ box, the respondent is required
to fill the box in with an answer. This requirement ensures that the option ‘other’ is accom-
panied by a component. After selecting the components that are part of the project’s system,
the respondents are asked to rank the categories from most important to least important. The
answer box is for open answers, so the respondents have freedom in how to express their
ranking of the categories. Finally, an open answer box provides space for remarks or recom-
mendations, and the respondents get the option to leave any contact information if they are
willing to discuss the cybersecurity of their innovation project in greater detail.

2.4.4 Results

The pool of respondents consists of the innovation projects which affiliate with the BRIGAID
program by having their information on the Climate Innovation Window. The finite pool
consists of 121 innovation projects. Of those 121 projects, we received a completed survey
response from 18 projects, resulting in a response rate of nearly fifteen percent.

We have measured the composition of the innovation projects’ systems according to the com-
piled list of cyber components. Respondents were asked to select the components which are
present in their system. We gave the respondents the freedom to add categories and compo-
nents which they deem important in their system. We discuss the process of adding these
components in Appendix C and present the results in Table C.3. We present the results of
the most occurring components. We also asked the innovators about their perception of the
importance and satisfaction they feel when assessing the cybersecurity in their project. A
breakdown of the complete survey results is presented in Appendix C.

The most occurring components are presented in Table 2.5. While we conclude from the
expert interviews that the categories are not of the main importance, we present the number
of occurring components per category (see Figure 2.6). The most occurring component is
the ’data processing/analysis tool’. Most projects use some type of data processing tool. The
survey did not ask in detail what such a tool entails. The second component in terms of
occurrence is ’Human-Machine Interface’. This communication component occurs in the same
number of projects as ’Servers’ and ’Accessible hardware (for insiders)’. To identify key cyber
components, we assess the most occurring components of projects of innovators who perceive
the importance of cybersecurity either as moderately high or extremely high (see Table 2.6).
This filter presents components which occur in systems where the cybersecurity of that system
is highly rated. We do the same for projects with (very) satisfied innovators concerning the
current cybersecurity efforts (Table 2.7).

Figure 2.7 presents the identified key cyber components. The list composes the most occurring
components from the survey with some additions. The first addition is the communication
line component. The survey showed communication through the mobile line as a frequently
occurring component. When considering innovation projects solely with high satisfaction
with current cybersecurity efforts, communication through landline is a frequently occurring
component as well. The interview with the Information Security Officer showed that the mean
of communication is not of importance in his view. The fact that components communicate is
the main takeaway. Therefore, we include the communication line as a collective component
for all three communication methods (mobile line, landline, and satellite). We also find sensors
to be a collective component, with ’smart meters’ as an often occurring component. The cyber
component list includes sensors, and we gave respondents the option to add sensors from their
project’s system. The results show that drones were a missing and unique sensing component
not included in the initial list. We include ’sensors’ as key cyber components.
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Table 2.5: Ten most occurring components

Component Count

Data processing/analysis tool 13

Servers 12

Anti-virus 11

Accessible hardware (for insiders) 11

Human Machine Interface 10

User interface 9

Firewall 9

Communication through mobile line 8

Offline storage 8

Smart meters 7

Figure 2.6: Number of components per cate-
gory

Table 2.6: Components with high CS importance
Ten most occurring components in projects with high

perceived importance of cybersecurity

Component Count

Servers 7

Communication through mobile line 7

Offline storage 7

Data processing/analysis tool 6

User interface 6

Anti-virus 5

Firewall 5

Human Machine Interface 4

Real-time data 4

Accessible hardware (for outsiders) 4

Table 2.7: Components with high satisfaction
Ten most occurring components in projects with high

satisfaction with cybersecurity efforts

Component Count

Servers 7

Communication through mobile line 6

Offline storage 5

Data processing/analysis tool 5

User interface 5

Anti-virus 4

Firewall 4

Human Machine Interface 4

Real-time data 4

Communication through landline 4

2.4.5 Validity of the Survey

The previous subsection presents the results of the survey. The response to the survey was
low, as only fifteen percent of the innovation projects responded to the survey. This subsection
aims to consider the validity of our results. We also question what the validity means for the
rest of the study’s conclusions.

The low response to the survey poses numerous threats to the validity of the results. The
external validity is of main concern here, as we aim to make generalizable claims based on the
(survey) results. However, we also address other types of validity.

The external validity concerns validity threats that can reduce the generalizability of the sur-
vey results. The external validity is of special concern in this study, because of the general
conclusions we aim to make for innovation projects based on the results of this study. One
of the experimental effects the results of a survey can display is the novelty effect. With this
effect, respondents show different behavior or answer questions different because they are
taking part in a survey. This behavior shows in the satisfaction of the cybersecurity effort
question. The results are skewed in solely positive responses, as no one responded with a
dissatisfaction of the project’s cybersecurity efforts. This positive result could be truthful, but
the results would base better conclusions when, for example, an additional question was how
much working hours or resources innovators allocate to the cybersecurity efforts of a project.
These questions would result in numerical values, which we could compare to the size of the
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Figure 2.7: The identified key cyber components for innovation projects

project and the satisfaction of the innovator. This limitation is input for future surveys on this
subject. In this study, we do not value the satisfaction score when choosing the cases.

The construct validity concerns the extent to which the survey measures the underlying the-
oretical construct it aimed to measure beforehand (Andrews, 1984). From the survey results,
we can observe the occurrence of cyber components. The goal was to define key cyber com-
ponents based on the survey results. Solely identifying key cyber components based on the
occurrences of the components would not be representing the most important components.
We could also involve the perceived importance of the cyber component categories to deter-
mine key cyber components. However, in the expert validation of the cyber component list, we
concluded that the categories are modifiable and components can be assigned to different cat-
egories when assessing them from other perspectives. The expert validation also gave another
option to address this issue, for instance by asking additional questions on the usage of com-
ponents, such as a scoring system for the components regarding the extent of use (Professor
Safety Science, TU Delft, 2019). The amount of transmitted data or the frequency in which the
system transmits data are also legitimate questions. This limitation is input for future research
on the topic and future surveys. In this study, we aim to address the issue with key cyber
components by involving the risk assessments of Chapter 5. By observing what components
are most involved in the high-risk threats, we can identify key cyber components.

In conclusion, the survey raises numerous validity concerns. We addressed the concerns and
translated them to the conclusions we draw from them. The survey’s main purpose was
to identify representative cases for risk assessments. We chose for the survey, instead of a
random selection, to make an informed choice. Therefore, the implications of this survey and
its validity do not weigh heavily on the results of this study.
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2.5 chapter conclusion
This chapter aimed to answer the first sub-question of this research: What type of cyber com-
ponents can be distinguished when assessing risks in innovation projects?. First, we discussed the
elements of an innovation project. Elements found in related fields of study and literature
on innovation were used to compile a framework with four elements that form an innovation
project. The freedom of innovation was found to be important and unique to innovation. The
freedom to work in a system and improve it is an important trade-off with the security of that
system. The human factor and human interactions merge in the roles and responsibilities ele-
ment. The cyber part of innovation is covered by the information architecture element, while
the physical security element covers the physical side of the system.

Within those last two elements, we identified space for cyber components. Cyber components
are parts of the cyber-physical system of innovation projects, and we categorize them in five
elements, namely components of data collection, communication, data processing, and control,
and physical components (see Table 2.3). Experts in the field of innovation projects, cyberse-
curity, and security and safety science validated the list of cyber components. We found the
categorization to be subjective and not leading when assessing key cyber components. The
data from the interviews also showed the different perspectives with which we assess the cy-
bersecurity of systems. We determine that the perspective for this study follows from the used
risk assessment methodology. Figure 2.7 presents the cyber components we assess as key to
the risk assessment of innovation projects.

The next chapter will focus on the innovation projects within BRIGAIDs portfolio. We select
representative projects for the case study based on the cyber components that the projects’
systems possess and the role of cybersecurity within that system.
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3 S E L E C T I N G B R I G A I D I N N O VAT I O N
P R O J E C T S

This chapter sheds light on the subjects of the case studies in this research. The assessed
innovation projects come from the BRIGAID portfolio. Section 3.1 describes the general pur-
pose and objectives of BRIGAID. The Test and Implementation Framework (TIF) tool that this
study aims to extend with a cybersecurity section is discussed in Section 3.1.1. We present
the approach and results of achieving the main objective of this chapter, which is to identify
representative innovation projects as cases to this study, in Section 3.2. Section 3.3 concludes
the chapter.

3.1 brigaid
Increasing efforts are made to put climate adaptation high on the political agenda. We find
efforts concerning the stimulation and support of climate adaptation measures on all scales
ranging from the local to the international stage. The EU and its member states shift moreover
towards the use of climate research and innovative measures in the decision-making. Exam-
ples of innovative adaptation efforts from the EU are the LIFE program and Horizon2020. (van
Loon-Steensma, 2018).

BRIdge the GAp for Innovations in Disaster resilience (BRIGAID), the objective of the project
is already in the name. BRIGAID is a four year project under the European Union (EU)’s
Horizon2020 (H2020) programme, which is in place to stimulate innovation. Integral, on-
going support from the organization should benefit innovators who focus on climate adaption.
Guidance development of these innovations through the entire development cycle should re-
sult in more innovative projects that are ready for commercial deployment (BRIGAID, 2016a).
BRIGAID aides innovators by providing the TIF and other practical tools designed to increase
social, technical, and market readiness of innovations (Sebastian et al., 2019a). The projects
within the BRIGAID portfolio should benefit from the tools and assessments by increasing
their Technical Readiness Level (TRL), which is a measurement of the maturity level of inno-
vations, ranging from 1 (basic principles observed and reported) through 9 (system ready for
full-scale deployment) Figure 3.1.

Figure 3.1: TRL Categories (BRIGAID, 2016b)

25
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3.1.1 Test and Implementation Framework

The BRIGAID TIF is the main tool of the program. The tool should benefit climate adaption
innovators by providing them with a self-assessment to raise concerns in their project from
the development stage through the implementation of their project. The tool consists of 84

questions, divided over four categories. The answers translate to a score for the project to de-
termine whether each categories’ concerns are sufficiently covered. The tool is not a definitive
assessment method, i.e. based on the assessment results concerns are being raised, not solved.
The tool advises innovators to use it in three so-called stage-gates (Sebastian et al., 2019b). The
first stage is before the validation in a laboratory setting. The second stage is before testing in
an operational setting. Finally, the last stage of self-assessing the innovation project is before
the deployment into the real world. The ‘welcome’ sheet of the tool covers these stages and
discusses the use of the tool.

The tool divides the questions into five sheets, namely the general, technical, environmental,
sectoral, and societal questions. Table 3.1 shows the structure of the questions in the tool per
(sub)category. The last sheet of the tool contains a summary of the results. Innovators can
use this sheet to assess the scores of their project per category through tables and graphs. The
graphs are simple of nature and express the scores which the tables define in greater detail.
This tabular form of communicating risk assessments was found to be more effective than
graphical representation in IT systems (Labunets et al., 2017). The table distinguishes sub
scores per category, which express the performance of a project on different aspects within a
category.

Table 3.1: Questions per (sub)category in the TIF tool

Category Subcategory Questions

Technical 19

Environmental 21

Design 5
Impact 10
Ecological impact 6

Sectoral 24

Agriculture 4
Energy 4
Forestry 3
Health 4
Infrastructure 6
Tourism 3

Societal 22

TOTAL 84

3.1.2 Innovation Projects

The BRIGAID portfolio is a collection of over a hundred projects all aimed at climate adapta-
tion. The portfolio categorizes projects in the hazard the project aims to mitigate. Eight haz-
ards specify the three generally used terms (floods, droughts, and extreme weather). Coastal
and river floods divide the floods hazard. The difference, besides the location of the coast
versus river, lays with the cause of the hazard. Coastal floods are generally caused by storm
surges, whereas heavy precipitation or melted ice water causes river floods. Drought is a cat-
egory that is not further subdivided and is, therefore, a hazard on its own. Extreme weather
contains several hazards. The definition of heatwaves is a longer period of excessively hot
weather. Wildfires often occur in regions facing droughts and heatwaves but is a hazard on
its own. Uncontrollable fires in regions with combustible vegetation can result in critical sit-
uations. Storms are heavy rainfall, hail or other forms of precipitation combined with strong
winds. This combination distinguishes storms from heavy precipitation, which is a hazard
when causing (flash) floods exceeding drainage capacity. Lastly, there is the category of Multi-
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Hazards, which can be assigned to projects when the innovation is overlapping categories.
Table 3.2 gives an overview of the hazards. Different innovations are presented to address the
same hazard.

Table 3.2: Hazards covered by the BRIGAID innovation projects

Floods Droughts Extreme Weather Multi Hazards
Coastal Floods Droughts Heatwaves Multi Hazards
River Floods Wildfires

Storms
Heavy Precipitation

BRIGAID also distinguishes the innovations by type of projects. Table 3.3 presents the topics
for innovation projects in BRIGAID. The innovators select up to three topics to categorize their
innovation projects. The topics represent an aspect of climate disaster resilience. Hazards
around water can have different implications. Water poses a threat when water levels rise
to a critical level, where floods may occur. The water safety topic covers this threat, with
drinking water as another concern. The availability and quality of drinking water are topics
for natural disaster resilience. Water availability may also concern the availability of irrigation
water for agriculture. The last water topic in natural disaster resilience is rivers. van Loon-
Steensma (2018) focuses on natural-based solutions, which are innovations that make use of
the ecosystems. Agriculture and forests are other topics concerning the systems in nature. The
energy sector closely links to climate change. Made efforts are renewable energy, sustainable
energy use, and carbon footprint reduction. Despite the efforts in the energy sector, there are
lots of challenges that complicate the energy transition, such as market failure and lack of
resources (Owusu and Asumadu-Sarkodie, 2016). Natural disaster resilience isn’t limited to
nature. Urban areas are a topic where innovations in climate adaptation play a role as well.
Oleson et al. (2015) address the concern of vulnerability and adaptive capacity of populations
in the context of increasing heat stress days. The final topic links closest to this study. Disasters
& ICT represents innovation projects that involve a type of ICT system. Innovations often
include technological development, and cybersecurity plays a significant role in these projects.

Table 3.3: Topic categories within the BRIGAID portfolio

Topics
Agriculture Disasters & ICT Energy
Forests Nature-based Solutions Rivers
Urban Areas Water Availability Water Quality

Water Safety

3.1.3 Climate Innovation Window

The establishment of the database of the innovation projects is focused on the Climate Inno-
vation Window (CIW) as created by BRIGAID. The window is a web-based collection of all
the innovation projects on climate disaster resilience which are in some way associated with
the BRIGAID program. The website allows users to log in and communicate directly with in-
novators, while all the necessary information is available. Each innovation has a unique page
where all available information on the project is provided, including public documents and a
direct link to the innovator’s website. This subsection presents the database and underlying
data that is relevant for the study. The entire process of building the database from the web
content is described in detail in Appendix B.

The CIWs webpage for each innovation has a fixed structure for the provided information.
This structure simplifies data gathering through web scraping. Web scraping is a collection of
methods and techniques that serve as automatic data gatherers. Web scrapers are particularly
useful to structure data from the web into a database (Vargiu and Urru, 2013). We use the
web scraping technique for web content mining. Web content mining differs from text min-
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ing in the sense that text mining involves unstructured text, whereas web content provides
(semi-)structured text (Bharanipriya and Prasad, 2011). For this study, we use the web scraper
extension for Google Chrome by webscraper.io (WebScraper, 2019). The tool easily identifies
the information categories and stores the data in a CSV-file. We clean the content and restruc-
ture it into a database in Excel. We use Python for the process of transforming the CSV-file
into an Excel database. Figure 3.2 shows the process of the database design.

Figure 3.2: The process of the database creation

The database contains information for different purposes, such as progress sales data. In
this study, we use the study database, which contains the necessary data for this analysis.
Besides the name of the innovation project, we gather data from the file on the hazard and
topic categories, and the Technical Readiness Level. This data provides an overview of which
hazards and topics are mostly covered by the BRIGAID innovation projects, and what the
average readiness level is of the innovation projects. Table 3.4 shows the descriptive statistics
for the TRL values. The mean level is 5.56, meaning that the average innovation project in the
BRIGAID portfolio is finished with the laboratory testing and is moving towards a verified
prototype system (see Figure 3.1).

Table 3.4: Descriptive statistics for the TRL

Category Mean N S.D. Min. Max.

TRL 5.56 121 1.663 2 9

The hazards and topics are categorical values, and therefore cannot be described by descriptive
statistics, such as a mean or standard deviation. In our analysis of these categories, we test
whether the categories are consistent with the expectations we have on their distributions. We
assume that all categories are featured equally in the BRIGAID portfolio. We formulate the
following hypotheses:

H0: The data shows that the innovations are equally distributed among the categories
H1: The data shows that the innovations are unequally distributed among the categories

Note that the hazard and topic categories are tested separately on equal distribution, but the
hypotheses are the same. We use the chi-square test for this analysis. The chi-square is fit
for the analysis of categories and meets the condition of an expected value of the number of
observations of at least five (Satorra and Bentler, 2001). Table 3.5 shows the results of the Chi-
square test. The degrees of freedom (df) represents the number of categories minus one. The
expected value is the expected number of observations for each category type if we assume an
equal distribution among the observations. The Chi-square is the test statistic, following from
the formula:

X2 = ∑
(Oi − Ei)

2

Ei

With Oi as the observed value, and Ei as the expected value. The p-value is the result of the
test and represents the probability of the observed sample is as extreme as the test statistic
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(Satorra and Bentler, 2001). We use a significance level of 0.05 and find that the H0 hypothesis
of both the hazard and topic categories are rejected (since p < 0.05). Therefore, we conclude
from the data that innovations are unequally distributed among the categories.

Table 3.5: Chi-square test results for the Hazard and Topic categories

Category df Exp. val. Chi sq. p

Hazards 6 17.000 60.235 0.000

Topics 8 19.778 55.494 0.000

3.2 selection project cases
This section discusses the process to the selection of the projects for the case study. We used
a survey for two purposes. First, to gain information on the structure of the projects in terms
of cyber components. Second, to acquire insight into what the cyber components are when
assessing the cybersecurity of innovation projects. For the survey design as sent out to the
innovators, see Appendix C. Section 3.2.1 describes the selection process, and the introduction
of cases (Sections 3.2.2 and 3.2.3) serve as a brief insight into the projects’ aims and structure
of the systems involved. Chapter 5 analyzes the systems of the cases in greater detail.

3.2.1 Results from Innovator Survey

We use the most occurring components and perception of the importance of cybersecurity to
identify two cases. The first case does not consider cybersecurity risks and is satisfied with
current efforts. The second case has a high regard of importance for cybersecurity, with both
cases containing a set of the identified key cyber components. We select projects containing
at least the first four most occurring components (see Table 3.6). The hazard and topics of
the projects are the last determining variable in the selection of cases. We seek two cases
addressing different hazards to prevent specific conclusions for a particular hazard. The topic
’Disasters and ICT’ should be covered by the project to ensure a case with a cyber system.

From the survey respondents, we find numerous potential cases. The first project is one of
the cases with a satisfaction with current cybersecurity efforts. Of the six projects covering
these requirements, only two cover the topic ’Disasters and ICT’. The two project addressed
the same hazard of heavy precipitation. With these similarities, we base the decision on the
project with the most cyber components. Therefore, our first case is the GM4W project. There
are two projects which regard cybersecurity as ’extremely important’. Of the two cases, one
also covers the ’Disasters and ICT’ topic. Therefore, our second case is the QoAir project. We
continue with a brief insight into the projects’ aims and structure of the systems involved.

Table 3.6: Key components in the selected cases

Component GM4W QoAir

Data processing/analysis tool X X
Servers X X
Anti-virus X X
Accessible hardware X X
Human Machine Interface X
User Interface X X
Firewall X X
Communication line X X
Offline data storage X X
Smart meters X X
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3.2.2 The GM4W case

The first case in this study is the GM4W – GeoGuard Module for Water vapor monitoring
project. From the database of web content of the Climate Innovation Window, we derive data
on the project. The GM4W uses Global Navigation Satellite Systems (GNSS) to monitor water
vapor on a local scale to improve both the nowcasting and forecasting of heavy precipitation.
The monitoring system is based on the theory of the ground convergence process as a precur-
sor of rainfall. The measurement equipment should identify fluctuations in water vapor near
ground level and use the measurement data in prediction models for local heavy precipitation
events. The system consists of two main components, the GeoGuard monitoring unit, and the
GeoGuard cloud. Two-way communication connects the two components (see Figure 3.3). Fig-
ure 3.4 zooms in on the monitoring unit of the system. We identify network access points for
the sensors and direct connection through the Ethernet. The system is powered by solar power
and through the electricity grid. A local storage unit stores the location and management data.
The communication module is center in the system, providing data communication between
the system and sensor, while also communicate with the cloud. The cloud provides an infras-
tructure for the sensing data and translates that data to specific data for the client through an
end-user service interface (see Figure 3.5).

A current limitation of the system is the dependency on existing networks of GNSS systems.
This limitation might raise complications when deploying the system in developing countries,
which have limited networks of GNSS stations. However, the use of these networks ensures
low-cost hardware usage of the system. Each sensing unit is collecting raw data, whereas the
cloud environment of GeoGuard processes the data. Specialized staff monitors the system and
ensures the quality of the end-user service with customized solutions and a help desk service.

Figure 3.3: GeoGuard architecture (GReD, 2018)

Figure 3.4: GeoGuard GMU (GReD, 2018) Figure 3.5: GeoGuard Cloud (GReD, 2018)
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3.2.3 The QoAir case

Section 1.1 mentions heat waves as one of the most prominent and deadly hazards. The sec-
ond case for our study aims to mitigate the effects of heatwaves by improving the accuracy of
temperature measurement and prediction. QoAir aims at improving temperature measuring
and heatwave detection in urban areas. The measuring from apps we have currently are not
always accurate. The real degree and real feel of the metropolitan regions differ from the
measurements of current equipment. We define the differing local temperature in urban areas
as Urban Heat Island (UHI). The heat island is a populated area which has a higher aver-
age temperature than the surrounding (rural) area (Environmental Protection Agency, 2014).
QoAir is designed to help measure and detect UHIs. Furthermore, the system checks the hu-
midity and air pressure as well, as these measurements relate to heatwaves. The main idea is
to build a network of sensors over the entire urban area that is monitored. The network and
users connect through a fast and decentralized information system with blockchain technol-
ogy. The sensor information is synthesized for information purposes, while a trigger detects
cases of heatwave conditions in the urban area. The governmental institution of the area will
be notified to use guidelines for the preparation of the population against heatwaves. These
guidelines are also part of the distributed database within the blockchain and are improved
through the blockchain with greater stakeholder involvement and innovative ideas. The sys-
tem can integrate other users and subsystems to the blockchain in the future.

Different fields of study incorporate the use of blockchain. However, QoAir’s use of blockchain
technology is a rather new field of research and faces new challenges. The main feature
of blockchain technology is the transparency and security of shared information within the
system. Improving the information to the community and the countermeasures set out by the
governmental institutions will benefit everyone in managing one of the most prominent and
deadly hazards we as a society face.

3.3 chapter conclusion
This chapter focused on BRIGAID and the innovation projects linked to the program. The
TIF, which we seek to extend, is introduced, and we described the innovation projects. We
use two data gathering methods for this analysis. First, we gathered information on the
innovation projects from the Climate Innovation Window through web scraping. We use a
Python script to visualize and clean up the data and store it into a database. Second, we use a
survey to gather data from the innovators on their perception of cybersecurity and the cyber
components of their projects’ systems. We use the results to identify key cyber components
and representative cases for the risk assessments.

We found two innovation projects fit for this study. The first case, GM4W, is a monitoring ser-
vice system which focuses on the nowcasting and forecasting of heavy precipitation to prepare
local entities more accurately on the extreme weather conditions, may these occur. The second
case is QoAir, which is a blockchain network of weather measuring sensors. Governments can
use this system in urban areas to detect urban heat islands more efficient.

The next chapter presents the review of assessment methodologies found in literature and
practice. A risk assessment methodology is selected to follow in this study. In combination
with the cyber components from Chapter 2, the methodology is used to assess the selected
cases from this chapter.
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4 S E L E C T I N G A R I S K A S S E S S M E N T M E T H O D

As introduced in Section 1.2.2, the objective of this study is to assess where in the TIF cy-
bersecurity is relevant and how to assess risks of the projects’ systems with this framework.
This chapter addresses the question of what risk assessment methodology is available in the
literature and which approach is most effective when assessing innovation projects, in this
case concerning climate disaster resilience. Section 4.1 will discuss the case-study research
approach and how it applies to this research. Section 4.2 will introduce the concept of risk
management and definitions of concepts within risk management. After a general conceptual-
ization of risk management, the section will continue discussing the risk assessment concept
in greater detail. Next, Section 4.3 discusses the process of finding a risk assessment method
with the best fit to the goal of this study, and a general overview of the methodology that we
choose to use. Section 4.4 concludes the chapter.

4.1 case-study research
This study will analyze the two projects selected in Section 3.2 as representative cases for
innovation projects. The case study method will be used to structure the research. Gerring
(2004) defines a case study as “an intensive study of a single unit for the purpose of understanding a
larger class of (similar) units” (Gerring, 2004, p.342). The use of cases in this study aims to make
generalizable conclusions for the cybersecurity of innovation projects. The cases will be subject
to a risk assessment, of which the results are the foundation of the recommendations for the
cybersecurity of innovation projects in climate disaster resilience. We use these representative
cases to find conclusions on how to identify and mitigate risks effectively, generalized for
innovation projects. Generalizing from a limited number of cases may raise concerns about
the significance of the results. Yin (2003) counters this concern by distinguishing two types
of generalization. Instead of generalizing statistically, where large sample sizes are desirable,
we generalize analytically by expanding standing theories and find generalized theories for
innovation projects and climate disaster resilience. Yin (2011) structures the case study in a
stepwise approach. This study will follow this approach in designing the case study most
fitting to the innovation projects and risk assessment methodology (see Figure 4.1).

The first step is the case study design. In this step, we define what a case is in this study,
and we select what type of case study to use. Also, we address the use of theory. A case,
in this study, is a single project which is innovative in nature and possesses key cyber components,
as defined in this study. This definition bounds the case within a unique innovation project.
We identify key components through the survey in Section 3.2. Results from the survey will
be re-examined in the case study and discussed in greater detail. The use of multiple cases,
two cases in this study, leads towards a multiple-case design. We assess the two cases in the
same manner, which results in an embedded, multiple-case design according to the types of
case studies as defined by Yin (2003). We use this type to assess the representative projects
individually and compare their results. This approach falls within the lines of a multiple
case study, which allows the researcher to examine the similarities and differences between
cases (Baxter and Jack, 2008). In terms of the use of theory, we derive data from previous
chapters and scientific literature to structure the study. The use of theory does not include
the use of a theoretical framework necessarily. Yin (2011) discuss in their case definition
that explorative research can be accompanied with the selection of ‘special’ cases, which are
cases that cover, for instance, discoveries or unique subjects. The design of this study is built
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Figure 4.1: The case study design specified for this study, own image derived from (Yin, 2011)

on a theoretical foundation. Additionally, the acquired data from the previous chapters are
structured through theory-based methods. However, the explorative nature of this study and
innovations as subject to the study ask for a discovery-oriented approach in the execution. The
lack of a theoretical framework does not exclude the use of scientific research in the case study.
The use of theoretical propositions gives us a direction and to use as starting points of the
study. We continue with these theoretical propositions when discussing the data collection in
the next step.

Yin (2011) emphasizes the need for multiple sources of data. The previous steps of the re-
search involve both quantitative and qualitative data, which is again used as input to the case
study (see Figure 4.1). Additional data is, if needed, collected within the case’s environment.
The semi-structured interviews in Section 2.3 were semi-structured for the validation of cyber
components found in the literature. The open-ended section of the interview is used to derive
data on the cases. We collect information on the cases mostly from the innovation project
database of BRIGAID (see Section 3.1.3). The database contains data on the projects as pro-
vided by innovators to BRIGAID. The survey in Section 3.2 provides quantitative data on the
cyber components of the cases’ systems. It also provides qualitative data on the perception of
cybersecurity within innovation projects.

Following the collection of data, we discuss the analysis of that data. Qualitative data is
coded through word tables to derive conclusions. A word table is, in essence, a unique coding
mechanism to present and structure the narrative data from interviews (Yin, 2011). We use an
explanation building technique for the structure of presenting our conclusions. Data is used
to form explanations that were not preceded by (theoretical) predictions at the start of the
study. The quantitative data from the survey partly support the risk assessments of the cases.
Cyber component information should form the conceptual system of a case, with additional
information from the database entry of the project and theory from literature and practice. We
compare data from both cases to a so-called cross-case synthesis. As the structure of the cases
is the same, we compare the results and identify the similarities and differences.

The last step of the case study, results and discussions, continues with the results from the case
studies and the cross-case synthesis of the two cases. The results are used to make analytical
generalizations. We discuss the distinction Yin (2003) makes between statistical and analytical
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generalization at the beginning of this section. Yin (2011) explains the process of generalizing
analytical based on conceptual claims. We claim a theory for the results we find and follow the
generalization from there. The claim we make should apply to other situations. An example
of analytical generalization is the case study on the funding of Fairfield University, a private
college. The found factors of increasing costs and decreasing revenue were analytically gener-
alizable to other private universities of the same size as Fairfield University, as the literature
indicates (Tellis, 1997). Besides the theoretical propositions and analytical generalizations, we
conclude with a collection of the data from the case study in a database. This collection is
the memory of the study, i.e. presenting the data as used in the study ensures reproducibility.
Future research can continue or build from this starting point.

4.2 risk management

4.2.1 The Concept of Risk Management

Ross (2011) discusses the National Insitute of Standards and Technology (NIST) guide that
defines risk management as a comprehensive process that addresses risks throughout an orga-
nization. Figure 4.2 shows the four components that form the risk management process. There
are several standards and/or guidelines for risk management in sectors concerning informa-
tion and cybersecurity, such as International Standards Organization (ISO) and NIST (NIST,
2002; Disterer, 2013; NIST, 2011). This section will define risk management according to the
NIST guideline components.

FRAME

ASSESS

MONITOR RESPOND

Figure 4.2: Risk assessment within the risk management process, as derived from Joint Task Force Trans-
formation Initiative (2012).

The first component, risk framing, defines the term risk for the managed organizations. We
identify what assumptions are made for the threats, vulnerabilities, impact, and likelihood of
occurrence when managing risks. Here we identify constraints on the other risk management
components. The levels, types, and acceptable degrees for the uncertainty of risks we establish
as well. Finally, the priorities and trade-offs made for the different types and levels of risks
are also defined. This definition results in a risk management strategy, which serves as the
foundation for the other risk management components. This foundation is similar to the
framing used in the ISO31000 standard. The scope, context, and criteria are determined first
(Purdy, 2010).

The second component is the risk assessment. This component is the main focus of this
study. The purpose of the risk assessment is to identify the threats and vulnerabilities to
organizations. These threats have a likelihood of occurring, which should be determined
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as well. Methodologies and tools from literature support this component, and the framing
component establishes the risk management strategy (Ross, 2011). The risk assessment in the
ISO31000 standard is similar to the NIST approach. Purdy (2010) defines the risk assessment
in three steps, namely risk identification, analysis, and evaluation. The ISO standard will be
discussed in more detail in Section 4.2.2.

The third component is the response of organizations to the risks. The purpose of this com-
ponent is to respond to the assessed risks that are consistently viable throughout the entire
organization. ISO defines this as risk treatment. Organizations must identify the resources
that are at their disposal to treat the risks. The risks can then be assigned the resources to
accept, avoid, mitigate, share, or transfer the risks.

The fourth and final component is the monitoring component. How organizations monitor
risks and how to react to changes over time is what is defined here. The monitoring com-
ponent has to verify the utilization of the planned response measures throughout the organi-
zation. Besides the control of the execution of the organization, the responses itself must be
under control as well. The goal is to maximize the effectiveness of risk response measures.
The organization controls the operating environment as well. The changes of this dynamic
environment could shift vulnerabilities and likelihoods of occurrence for risks.

4.2.2 Risk Assessment

As mentioned in Section 4.2.1, this study centers around the risk assessment. With all concepts
briefly discussed, this subsection continues to discuss the concept of risk assessment in greater
detail. We divide risk assessment into three steps, with the identification of the risks as a first
step. Marotta et al. (2013) describe risk identification as the process of finding the risks to
the system, list them, and characterize the elements of each risk. The identification of risks
starts with the identification and evaluation of the assets that need protection (the Primary
and Supporting Asset identification). The risk identification then builds threat scenarios for
each of the supporting assets within the considered environment. In this step, all elements,
threats, assets, and vulnerabilities are collected to go through the entire assessment. The core
where these three elements collide is what we see as risks to the assessed system (Refsdal et al.,
2015).

The second step of the assessment process risk analysis. The risk analysis aims to estimate the
risk levels, which is the main goal of the risk assessment. We estimate the risk levels based on
two other estimates, namely the estimation of the likelihood of cyber-threats to occur and the
estimation of the severity of the vulnerabilities that are exposed to those threats. Knowledge on
the threat sources, such as their causal relation to the system and its vulnerabilities are used for
the estimation of consequences of incidents as well (Refsdal et al., 2015). Two types of analyses
can be used here: a quantitative or qualitative analysis. We chose a qualitative approach.
Instead of using quantified numbers, risks are assessed subjectively and ranked. The impact
inheritance is valued from insignificant to catastrophic, whereas we value likelihood from
rare to certain. The reason we chose a qualitative approach is twofold. Firstly, it is desired
to go with a quantitative approach, because of the quantified results it provides. People
are more inclined to take action when the results indicate that their threat score is 97 out
of 100 instead of “Mitigate” on an accept-monitor-mitigate scale. However, studies on risk
assessments showed that quantitative approaches often lack validity because of the lack of
historic data (Chockalingam et al., 2017; Verendel, 2009). The lack of data results in results
overloaded with assumptions and limitations which devalue the results as a whole. Secondly,
we assess the framework that is already in place. The TIF is a self-assessment where innovators
subjectively assess their innovations. All tests in place are qualitative, what leans us towards
a qualitative approach.

The third and last step in the assessment process is risk evaluation, which focuses on the
consolidation of the risk analysis results. Different risk levels separate malicious risks from
non-malicious risks. For some risks, the estimates of impact and likelihood may be uncertain,
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and this uncertainty can affect the risk level or decision-making when treating these risks
(Ashibani and Mahmoud, 2017). Some risks may be aggregated to create more certainty and
yield a higher combined risk level. This grouping of risks can also be done to separate mali-
cious from non-malicious risks when the treatment approach focuses on one of the two types
of risk (Refsdal et al., 2015).

4.3 risk assessment method

4.3.1 Approach

We perform a literature review to find a suitable method for this research. The search is
performed across the field of innovation and recent technology, similarly to the review in
which we compile the list of cyber components in Section 2.2. Other fields of study, such
as IoT, SCADA, and smart technology, are found to have more methods available, and by
performing a thorough review, we hope to find the most suitable method available.

First, we compile a list of methods from the search through both SCOPUS and IEEE Xplore.
For the Scopus database search, we use the following search query: ("risk assessment"OR

"risk analysis") AND ("innovation project"). We use the same search query in IEEE
Xplore, with the use of single quotation marks instead of the double quotation marks as the
only modification to the search query. This search leads to respectively 49 and 358 results.
Figure 4.3 shows the process of the literature review on the risk assessment methodologies.
The results of both database searches lead to the initial filtering. This initial filtering excludes
papers that do not meet the demands of this study. The results should be in English, and
the review is limited to conferences and peer-reviewed journals. We use no time confinement
in this literature review. There are methods based on standards and guidelines that we es-
tablished earlier, but recent research and analysis modified these methods. Excluding these
standards and guidelines would not benefit the quality of the review. The initial filtering
leaves us with 43 paper from the Scopus search and 325 papers from the IEEE search. These
results are subject to qualitative filtering. This qualitative filtering must exclude papers that do
not cover the necessary method or cover a subject that is unrelated to this study. Scopus has
a filter for ‘subject area’ to filter results for the predetermined subject groups. The subject of
these papers, however, is not the main point of interest for this study. We seek to analyze the
methodology that is proposed or used in the papers. Papers with using the same method, or
a similar version of a method, are filtered to leave us with unique methodologies. We perform
the quality filtering of the Scopus results manually by assessing the papers’ title, abstract, and
keywords. For the IEEE results, we perform the same manual filtering. Before the manual
filtering, IEEE has the option to filter the results based on ‘index terms’, which are key terms
of the paper. We excluded papers without either one of the index terms’ risk management’
and ‘risk analysis’. This exclusion lessens the burden of manual quality filtering, which leaves
us with 188 results.

In Section 2.2.3, we discuss the results from the study of Jalali and Wohlin (2012), who con-
clude that database searches and the backward snowballing technique do not outperform one
another. Webster and Watson (2002) define a complete and thorough review to be one that
does not confine to one methodology. Therefore, we use both methods. The snowballing
method initializes from the desk research for Section 1.3. The papers we use in the theoretic
conceptualization of risk management and risk assessment in Section 4.2 return in this review.

Table 4.1 shows the number of papers that remain after the initial and quality filtering. The
articles resulting from both review methods and filterings are now being compared based on
three criteria for this study, which we discuss in the next section. After the screening based
on the criteria, we review the remaining papers in greater detail and finally choose a method.
Table 4.2 shows the remaining papers that are subject to the criteria filtering. We list the papers
by the risk assessment method that they address.
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Figure 4.3: Literature review process for the risk assessment methodology

Table 4.1: Results literature review for methodologies

Method Papers Papers after
filtering

Papers af-
ter quality
review

Scopus Database 49 43 4

IEEE Database 358 325 4

Backward Snowballing 18 18 13

4.3.2 Selection Criteria

The list of methods will be narrowed down based on three criteria, namely:

C1. Quantitative vs. Qualitative – Risk assessment methodologies divide into quantitative
and qualitative methodologies. Quantitative methods measure risks with numerical data and
often are probabilistic of nature. Quantitative methods give a clear and direct indication of the
level of risk of an assessed system, often by presenting the risks with a percentage or other
numerical indication. This indication gives quantitative methods the benefit over qualitative
methods by providing numerical values that give an objective indication of the level of risk
held by the system. Qualitative methods use a subjective classification of the level of risk in a
system. While the objective data of quantitative methods is preferred, the downside of these
methods is the need for empirical data. The lack of historical data on cybersecurity issues
complicates the use of quantitative models (Chockalingam et al., 2017). The authors, however,
argue that the use of Bayesian Networks (BNs) could potentially address this issue thanks to
the ability of this technique to effectively use scarce data from different sources. Chockalingam
et al. (2017) discuss the need for research on the applicability of BNs for cyber environments.
This research is yet to be done and therefore, not considered in this research. Verendel (2009)
identified the need for empirical data as a concern for systems’ security, as the data is often
lacking or incomplete. Furthermore, the lack of data causes the need for assumptions. The
author argues that both the empirical data and underlying assumptions lack validity due to
little to no empirical validation (Verendel, 2009). This validity issue is of special concern in
cybersecurity of innovation, where often historical data is lacking. Assessing innovation sys-
tems quantitatively involves complex structures and (relative) new technology. Modeling risks
for such complex environments create more difficulties for quantitative methods (Karabacak
and Sogukpinar, 2005). We conclude that in the case of innovation projects with limited data
available, we qualitatively assess the risks.
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Table 4.2: List of considered risk assessment methods

# Method Source Journal Search Method

1 Common Vulnerability Scoring Sys-
tem (CVSS)

(Mell et al., 2006) IEEE Security & Privacy Database

2 Information security risk analysis
method (ISRAM)

(Karabacak and Sogukpinar,
2005)

Computers & Security Database

3 Attack trees (Byres et al., 2004) Proceedings of the international in-
frastructure survivability workshop

Snowballing

4 Probability Risk Analysis (PRA) (Ralston et al., 2007) ISA Transactions Database
5 OCTAVE Allegro (Caralli et al., 2007) Software Engineering Institute Snowballing
6 Knowledge-Based Risk Manage-

ment
(Alhawari et al., 2012) International Journal of Informa-

tion Management
Database

7 Performance-oriented risk manage-
ment

(Wang et al., 2010) Technovation Database

8 Security risk vulnerability assess-
ment

(Farahmand et al., 2003) Proceedings of the 5th international
conference on Electronic commerce

Snowballing

9 Threat metrics and model (Mateski et al., 2012) SANDIA National Laboratories Snowballing
10 Hierarchical homographic model-

ing (HHM)
(Chittester and Haimes,
2004)

Journal of Homeland Security and
Emergency Management

Snowballing

11 Network Security Risk Model
(NSRM)

(Henry and Haimes, 2009) Risk Analysis Snowballing

12 Vulnerability assessment (Permann and Rohde, 2005) Proceedings of the 15th Annual
Joint ISA POWID/EPRI Controls
and Instrumentation Conference

Snowballing

13 Risk-assessment model for Cyber
Attacks on Information Systems

(Patel and Zaveri, 2010) Journal of Computers Snowballing

14 Risk Assessment for the design of I
& C Systems

(Song et al., 2012) Nuclear Engineering and Technol-
ogy

Snowballing

15 Cyber-physical System Risk Assess-
ment

(Peng et al., 2013) Proceedings of the 9th International
Conference on Intelligent Informa-
tion Hiding and Multimedia Signal
Processing

Database

16 Multicriteria Decision Framework (Ganin et al., 2017) Risk Analysis Snowballing
17 Threat Assessment & Remediation

Analysis (TARA)
(Wynn et al., 2011) Defence Technical Information Cen-

ter
Snowballing

18 Cyber-terrorism SCADA Risk
Framework

(Beggs and Warren, 2009) Proceedings of the 10th Australian
Information Warfare and Security
Conference

Snowballing

19 Security risk assessment framework
for smart cars using the attack tree
analysis

(Kong et al., 2018) Journal of Ambient Intelligence and
Humanized Computing

Snowballing

20 Game theory for cyber-physical risk
modeling

(Ashok and Govindarasu,
2015)

Proceedings of the 2015 IEEE Power
& Energy Society ISGT Conference

Database

21 Security Risk Assessment Method-
ology (SecRAM)

(Marotta et al., 2013) Proceedings of the 2013 Interna-
tional Conference on Availability,
Reliability and Security

Database
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C2. Categorization by Cherdantseva et al. (2016) – Cherdantseva et al. (2016) created a catego-
rization for risk assessment methods for SCADA systems. Although it was created to facilitate
a categorization for SCADA systems due to the difficulty in categorizing these assessment
methods, the classification scheme is generic and therefore applicable to other domains. The
categorization is divided based on the level of detail and coverage of the assessment methods.
Methods assessing the system in great detail focuses on the in-depth activities or components
of the system, whereas a low level of details looks at systems on a higher level, or at the
process and not necessarily on underlying processes. The level of coverage concerns stages of
the risk management that are being covered by the assessment method. Some methods only
focus on the identification of threats, or on the mitigation of already identified risks. Figure 3.1
shows the categorization of risk assessment methodologies by Cherdantseva et al. (2016). The
guideline methodologies are most fit for the assessment of innovation projects in this study.
The level of detail distinguishes two categories, namely elaborated guidelines and guidelines.
The elaborated guidelines focus on specific activities in great detail, while also cover all steps
of the risk management process. The detail of specific activities is of less of an importance
in this study, as we aim to address the full risk management process effectively so that the
assessment process can be narrowed down to an extension of the TIF. The use of a guide-
lines methodology enables us to cover the entire risk management process with little detail on
the specific activities. The recommendations from this method should provide references to
specific methods to address the identified risk in a more detailed manner.

The ability of guideline methodologies to cover most or all of the risk assessment steps is
also important in this study. With the ability to cover all of the assessment steps, we assess
projects in different development stages. Section 3.1.1 discusses the different stages in which
the innovation projects currently are. The readiness level of a project should not affect the
ability to assess the security of that project. Assessing risks through all development stages
of innovation is beneficial to the project’s success rate (Wang et al., 2010). The categories
are abbreviated in Table 4.3 to ASM (Activity-specific methods), GL (Guidelines), and GL+
(Elaborated Guidelines).

Figure 4.4: Categorization of assessment methods, own image derived from Cherdantseva et al. (2016)

C3. Applicability – The last criterion is a combination of terms tailored specifically to this
study. A feature of this research is the projects subject to it. The wide variety of projects that
are potential cases in the assessment make it necessary for the method to meet a project’s
needs. This criterion is comparable to the second criterion, where we discussed the lack of
need for a great level of detail, but a need to perform a complete assessment efficiently. The
method should, therefore, be modifiable to a project’s needs. This rather subjective selection
criterion is used to ensure the efficiency of the case study of this research. Case studies and
conclusions from papers are used to assess the applicability of a method to the needs of this
study. In Table 4.3, a method deemed applicable to this study is marked with a full circle, and
marked with semi-circle if it is considered to be partly or somewhat applicable.
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4.3.3 Results

The methods following from the literature review are compared based on the criteria discussed
in Section 4.3.2. Table 4.3 shows how each of the method scores on the criteria for this study.
The first criterion, qualitative vs. quantitative, is given by the methodology part of the stud-
ies. In cases where the authors did not specify whether their methodology was qualitative
or quantitative of nature, we use our judgment in the analysis of the method. For the sec-
ond criterion, we use a more subjective approach. Only the papers featured in the review by
Cherdantseva et al. (2016) had their category specified before this review. We review the other
papers based on the level of details and coverage of the risk assessment steps. Methods which
categorize as activity-specific methods have a high level of detail and lack in some part of the
risk assessment. Methods tend to focus on a single part of the assessment and execute that in
great detail, such as threats (Mateski et al., 2012), vulnerabilities (Farahmand et al., 2003), or
risks (Chittester and Haimes, 2004; Henry and Haimes, 2009). Others create risk assessment
methods that closely link to the entire risk analysis method, with exclusions to some parts
of the analysis (Karabacak and Sogukpinar, 2005; Byres et al., 2004; Wynn et al., 2011). Elab-
orative guidelines are distinguished from guideline methods by the level of detail. Methods
with a dependency on relatively larger sums of data are considered elaborated. Alhawari et al.
(2012) combine two methods, both requiring data as input, together to form their method.
Their methodology was considered both great in detail and lacking applicability to this study.
Wang et al. (2010) had a similar approach with a focus on the level of detail. Their method
closely connects to innovation projects. However, their form of innovation projects concerns
research and development programs within an organization, which does not account for inno-
vators and independent projects, as found in this study. Therefore this method is considered
only partly applicable. The applicability is closely linked to the first two criteria but is unique
in valuing the modifiability of methodologies. Peng et al. (2013) serves as an example of a
modifiable methodology. Their method is generalizable to projects with cyber-physical assets.

Table 4.3: Criteria covered by risk assessment method
# Method C1 C2 C3

1 Common Vulnerability Scoring System (CVSS) (Mell et al., 2006) Quantitative GL
2 Information security risk analysis method (ISRAM) (Karabacak and Sogukpinar, 2005) Quantitative ASM G
3 Attack trees (Byres et al., 2004) Qualitative ASM
4 Probability Risk Analysis (PRA) (Ralston et al., 2007) Quantitative GL+
5 OCTAVE Allegro (Caralli et al., 2007) Qualitative GL  
6 Knowledge-Based Risk Management (Alhawari et al., 2012) Quantitative GL+ G
7 Performance-oriented risk management (Wang et al., 2010) Quantitative GL+ G
8 Security risk vulnerability assessment (Farahmand et al., 2003) Quantitative ASM
9 Threat metrics and model (Mateski et al., 2012) Quantitative ASM
10 Hierarchical homographic modeling (HHM) (Chittester and Haimes, 2004) Qualitative ASM
11 Network Security Risk Model (NSRM) (Henry and Haimes, 2009) Quantitative ASM
12 Vulnerability assessment (Permann and Rohde, 2005) Qualitative GL G
13 Risk-assessment model for Cyber Attacks on Information Systems (Patel and Zaveri, 2010) Quantitative GL+
14 Risk Assessment for the design of I & C Systems (Song et al., 2012) Qualitative GL
15 Cyber-physical System Risk Assessment (Peng et al., 2013) Quantitative GL+  
16 Multicriteria Decision Framework (Ganin et al., 2017) Quantitative GL+ G
17 Threat Assessment & Remediation Analysis (TARA) (Wynn et al., 2011) Qualitative ASM
18 Cyber-terrorism SCADA Risk Framework (Beggs and Warren, 2009) Qualitative GL
19 Security risk assessment framework for smart cars using the attack tree analysis (Kong et al., 2018) Quantitative GL+
20 Game theory for cyber-physical risk modeling (Ashok and Govindarasu, 2015) Quantitative GL+
21 Security Risk Assessment Methodology (SecRAM) (Marotta et al., 2013) Qualitative GL  

The blue highlighted cells represent the desired options for this study
C1: Qualitative = Qualitative risk assessment, Quantitative = Quantitative risk assessment
C2: GL = Guidelines method, GL+ = Elaborated Guidelines method, ASM = Activity-specific methods
C3:  = Applicable to this study, G = partly or somewhat applicable to this study
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Two methods scored positive on all criteria, meaning these are qualitative, guidelines methods
with an efficient risk assessment process applicable to the cases in this study. The adoption
of the OCTAVE method by Caralli et al. (2007) and the application of the Security Risk As-
sessment Methodology (SecRAM) methodology by Marotta et al. (2013) are more extensively
reviewed to pick one of the two options for this study. The OCTAVE Allegro method uses a
systematical approach in identifying risks to the system. Worksheets are used to identify a
single risk. The number of worksheets used in this method was found to be conflicting with
the time constraint of a research (Ali and Awad, 2018). Marotta et al. (2013) used the SecRAM
methodology in a cloud-based environment. They concluded that applying the method in
another context should be a target for future work. Asgari et al. (2018) applied the method to
a system in a recursive internetwork architecture (RINA) environment. The authors tailored
the method to the needs of the RINA environment by adjusting the impact assessment (Asgari
et al., 2018). The different applications showed that the SecRAM method could be applicable
to other fields of study as well. With the broad variety in innovation projects, we prefer a
widely applicable method over the use of several preset worksheets as in the OCTAVE Allegro
method. Therefore, we follow the SecRAM methodology in the risk assessments of this study.

4.3.4 SecRAM Methodology Overview

The SESAR Joint Undertaking program developed the SecRAM methodology (SESAR, 2013).
The methodology follows the ISO 27005 information security risk management. ISO 27005

is a standard methodology to assess the risks of an organization’s information (Bahtit and
Regragui, 2013). The strengths (S), weaknesses (W), opportunities (O), and threats (T) of the
ISO 27005 standard are presented in Figure 4.5. The SWOT matrix shows several strengths
that the standard has as risk management. The flexibility and reusability of the standard
make it modifiable, leading to methodologies based on this standard, such as SecRAM. This
modifiability is needed for the standard to be used in practice, as the weakness shows that the
standard does not provide a specific methodology. Bahtit and Regragui (2013) list the lack of
experience and practice of the standard as a threat. Marotta et al. (2013) touch on this threat in
their reflection, as their recommendation for future work is to test the methodology in other
fields of study to examine the applicability. This study tests the methodology in another field
of study, as SecRAM initially was for Air Traffic Management (ATM) systems.

Figure 4.5: ISO 27005 SWOT Matrix (Bahtit and Regragui, 2013, p.532)
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The SecRAM risk assessment starts from a context establishment. The scope of the system that
is subject to the assessment is vital, what we want to analyze can be set within boundaries and
criteria to provide results that are consistent with our initial intentions for the assessment
(Asgari et al., 2018). The methodology follows a standard procedure for risk assessment and
treatment (see Figure 4.6).

Figure 4.6: SecRAM Methodology, adapted from Marotta et al. (2013, p.808)

The first step of the assessment itself (excluding setting the context and scope) is the identifica-
tion of assets. The SecRAM method identifies two types of assets, namely Primary Asset (PA)s
and Supporting Asset (SA)s. PAs are the information and services provided by the assessed
system. The assets highlight the importance of the context and scope of the assessment. We
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find various sources for information suppliers and service providers. The question is, which
are part of the system within our scope. These PAs are intangible, i.e. assets that are not physi-
cal and therefore need a tangible asset to enclose them. These are the SAs, which in this study
resemble the cyber components as discussed in Section 2.2. The PAs are identified first, after
which we assess the impacts that attacks on these assets can bring to the system. We follow
the CIA principle when assessing the impact. The CIA consists of three levels of affection to
an asset:

• C - The level of confidentiality determines how the system discloses information and
services. Unauthorized entities should not have access to the asset, as these entities can
use the asset for other, potentially harmful, purposes

• I - The level of integrity is a safeguard of the accuracy and completeness of the infor-
mation and services provided. Modified or malicious information and services damages
processes or the system in its entirety

• A - The level of availability is the continuous access for authorized entities upon demand.
Limited availability may harm the continuation of the system and its processes

The impact of an attack on each primary asset will be assessed on a one-to-five scale according
to the loss of CIA in different Impact Areas (IA) (see Table 4.4).

After the impact assessment, supporting assets link with the primary assets they encapsulate.
The linkage of SAs and PAs is the preliminary step to the threats and vulnerability identifica-
tion. Table 4.5 shows the structure of this step. The first column lists the supporting assets,
with threats identified for the SA. These threats come from a particular vulnerability to the
assets, which is listed next to the threat. Next, we have the primary asset that links to the
supporting asset with their overall impact value for the CIA levels. Threats do not necessarily
include all three levels. On the contrary, most often, a threat only affects a primary asset on
one of the three areas. The threat inherits the overall impact of the corresponding CIA levels
of the affected PA.

In the next step of the assessment process, the maximum value that a threat inherits from the
primary asset is the inherited impact of that threat. The SecRAM method also has a reviewed
impact. The reviewed impact is a mean to define impacts that are known, and a mitigation
strategy is already in place in the system. For this study’s focus on innovation projects, we
choose to refrain from using reviewed impact and work with the inherited impact for the
threats. This choice ensures the applicability to all potential projects and consistency in the
results, i.e. the same impact is used in all projects, instead of some projects working with
reviewed impacts and relative unknown innovations having to work with inherited impact.

After the impact of the threat, we assess the likelihood of the threat to occur. The likelihood
score is also on a five-point scale, ranging from an improbable chance of occurrence to a
frequent occurrence (see Figure 4.7). With both the impact and likelihood, we can calculate
the risk level according to the equation risk equals the impact multiplied with the likelihood
of occurrence. Figure 4.8 shows the risk levels as a product from the impact and likelihood
values. We use the compiled list of risks for the final step of the method: the risk treatment.

In the final step of the methodology, we focus on the treatment of found risks. The level of risks
determines how we treat the risks. We distinguish three levels of risks, low, medium, and high.
Each of the three risk levels has its managing decision. We derive the decision options from
Blakley et al. (2001), who define four mechanisms for risk management. Table 4.6 presents the
managing option for each of the risk levels.

The first option, liability transfer, is not linked to a risk level. With this option, the subject of
the assessment handles the risk, no matter what level, by transferring the liability to another
entity. We do this either by entering an activity with the explicit understanding that the subject
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Table 4.4: Classification per impact area, adapted from Marotta et al. (2013)

5 4 3 2 1

Impact Areas (IA) Catastrophic Critical Severe Minor No impact /
NA

IA1: Personnel Fatalities Multiple
severe

injuries

Severe
injuries

Minor
injuries

No injuries

IA2: Capacity Loss of
60%-100%
capacity

Loss of
30%-60%
capacity

Loss of
10%-30%
capacity

Loss of up to
10% capacity

No capacity
loss

IA3: Performance Major quality
abuse that

makes
multiple

major
systems

inoperable

Major quality
abuse that

makes major
system

inoperable

Severe
quality abuse

that makes
systems
partially

inoperable

Minor
system

quality abuse

No quality
abuse

IA4: Economic Bankruptcy
or loss of all

income

Serious loss
of income

Large loss of
income

Minor loss of
income

No effect

IA5: Branding Government
&

international
attention

National
attention

Complaints
and local
attention

Minor
complaints

No impact

IA6: Regulatory Multiple
major

regulatory
infractions

Major
regulatory
infractions

Multiple
minor

regulatory
infractions

Minor
regulatory
infractions

No impact

IA7: Environment Widespread
or

catastrophic
impact on

environment

Severe
pollution
with long

term impact
on

environment

Severe
pollution

with
noticeable
impact on

environment

Short term
impact on

environment

Insignificant

Table 4.5: Vulnerabilities and threat evaluation

Supporting Assets (SA) Threats Vulnerabilities
Primary Assets (PA)

PA1 PA2 ...

C I A C I A C I A

Overall Impact⇒

SA1
Threat A
Threat B
Threat C

SA2
Threat X
Threat Y
Threat Z

... ...

Figure 4.7: Likelihood scale Figure 4.8: Risk levels
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Table 4.6: Risk management strategy per risk level

Risk Level Management Strategy

- Liability transfer
Low Retention
Medium Mitigation
High Indemnification

cannot be held accountable to the consequences or by agreeing with a counterparty upfront
on them being responsible for the consequences in case of the threat occurrence.

The low-risk treatment is ‘retention’, where the subject accepts the risk and its implications or
accounts for the (inevitable) occurrence of that risk. Blakley et al. (2001) use the example of
businesses accounting for lean years by building a fund in years where they make substantial
profits.

With medium risks, we use mitigation as treatment. Reducing the expected costs of a risk
occurrence mitigates risks. Here we use the pre- and post-controls for risk treatment. Pre-
controls are controls that benefit the system by lowering the chances of a risk to occur. The
system is re-designed or adjusted to fix issues that cause the likelihood to occur. Post-controls
are controls that lower the impact by improving the system with measurements that reduce
the effects of an occurred risk.

Lastly, there is ‘indemnification’ for high-level risks. Blakley et al. (2001) distinguish two types
of indemnification, namely pooling and hedging. In pooling, often unlikely events with a high
impact can harm a ‘pool’ of entities with shared environments of their systems. By forming
a pool and sharing the risks, the high costs are spread out among the pool, while it protects
everyone from paying those costs on its own. A prime example of a risk pool is an insurance
policy. Hedging is another type of cost-sharing. The system which bears the risk offers other
entities funds to share the risk. The other entities get refunded if a risk does not occur over
a specified period. In the case where the risk does occur, the system can use the funds from
other entities to cover the costs of the risk. In this study, the managing of the risk is limited to
the management type, i.e. the type of risk treatment will be presented, but we will not work
out entire risk managing strategies, as this falls out of the scope of the research.

4.4 chapter conclusion
This chapter addressed the question of what research methods are available and relevant to
this study. We found the case study to be most fitting to the study due to the exploratory
nature of the research and innovation projects in general. A stepwise approach was used to
structure the case study design, and we chose an embedded, multiple-case study as the type
of case study. The cases’ definition is a unique innovation project with key cyber components
that will be subjected to risk management. We use data from interviews, the project database,
and the survey for the assessments.

After a thorough literature review, we found the SecRAM methodology most fitting to the
needs of this study. We will use this method for the risk assessments, and eventually to help
design the extension to the TIF of BRIGAID. The next chapter will present the results of this
study. The data from previous chapters will be used to perform the case studies, as discussed
in this chapter.
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This chapter presents the results of this study. We present the case studies of the innovation
projects in the form of risk assessments. We use the gathered data from the previous chapters
in the case study. The cyber components and expert interview data of Chapter 2, along with
the database of the climate innovation window and survey results of Chapter 3 are featured
in the risk assessments. First, we present the results of the two risk assessments in Section 5.1
and Section 5.2. Second, we analyze the results from the risk assessments in a cross-case
synthesis (Section 5.3). As we assess the cases in the same structure, we can compare results
and present identified similarities and differences. Lastly, Section 5.4 summarizes our findings
and concludes the chapter.

5.1 risk assessment gm4w
Section 3.2.2 briefly presents the system of GM4W. This section presents the project’s system
in the perspective of the SecRAM, i.e. focusing on the primary and supporting assets of
the system. Figure 5.1 shows the system of GM4W according to the identified primary and
supporting assets. The dashed line distinguishes the GeoGuard Measurement Unites (GMU)
on the left from the cloud environment on the right.

Figure 5.1: System diagram of GeoGuard, derived from Figures 3.3 and 3.4 and GReD (2018)
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Step 1 Primary Assets - The primary assets are the intangible products of the system that
are valuable and prone to cyber threats (see Table 5.1). The first primary asset (PA1) is the
administrative and service level agreement data. This asset involves the client-specific data
that the system uses for local measurement unit deployment, fit to the needs of the client. The
cloud sends this data to the sensing infrastructure interface, where this customer-specific data
is processed (PA2) and used to derive the needed raw data from the GNSS data (PA3). GNSS
stations send the data to receivers on location, which transmit real-time data to the cloud or
store the data in the local storage unit. A specialized staff monitors the processes within the
cloud to ensure that the end-user interface has the right information in the form of water vapor
time series and maps (PA4). Within this interface, clients can see their model, and the system
sends an alert notification via SMS and e-mail (PA5) in case of heavy precipitation chances.
The system also has a staff to resolve issues clients may endure through an online help desk
(PA6).

Table 5.1: Primary Assets of the GM4W case

PA # Name Type

PA1 Administrative and service level agreement data Information
PA2 Customer specific data processing Service
PA3 GNSS data Information
PA4 Water vapor time series/maps Information
PA5 Alert notification via SMS and e-mail Service
PA6 Online help desk Service

Step 2 Impact Assessment - This step determines the impact a potential compromise of a
primary asset can have on seven impact areas. The primary assets have three affections, namely
confidentiality, integrity, and availability. Table 5.2 shows the justification of the impact per
potential compromise. The table also presents the impact score per impact area. Here, we
discuss the overall impact on each area if a compromise would occur:

Personnel: In this system, the personnel is not in any danger, and compromise of the system
would not lead to any physical injuries to the personnel. Therefore, we value the overall im-
pact on this area with one out of five.
Capacity: The capacity of the system can be impacted by risks occurring. Due to the split
between data gathering and data processing systems, a compromise of either system would
lead to a full capacity loss. Neither of the systems can run independently. Therefore, we value
the overall impact on this area individually per compromise.
Performance: The performance of the system is highly sensitive to risks. As mentioned in the
capacity impact area, the systems work in series and are dependent on one another. Quality
abuse would lead to full inoperability of all systems. Therefore, we value the overall impact
on this area individually per compromise.
Economic: The project earns from monitoring water vapor data points, and missing these points
results in a loss of income. The monitoring side of the system is specific to the client’s location
and only affects the service to that client. The cloud side is center in the system and affects all
clients, resulting in a loss of all income if the cloud is not operating. Therefore, we value the
overall impact on this area as no effect (1), a large loss of income (3), or loss of all income (5).
Branding: The impact on the reputation can be significant if the system misses too many water
vapor points. A single miss can have an impact on the client, but structural misses can lead to
mistrust across the board of clients, impacting the reputation on a larger scale. Therefore, we
value the overall impact on this area individually per compromise.
Regulatory: Continuous misuse of client data and the inaccurate result may cause regulatory
infractions. Additionally, the use of GNSS data can be subject to infractions as well. Potential
infractions are minor of nature. Therefore, we value the overall impact on this area individu-
ally per compromise between 1 and 2.
Environment: The primary assets of GM4W’s system do not affect the environment to the ex-
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tent of at least short term impact, making the potential impact insignificant. Therefore, we
value the overall impact on this area with a 1 out of 5.

Table 5.2: Impact assessment of the GM4W system
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PA1

C 1 1 1 1 2 2 1 2 The agreement between the project and the client should be kept in between the parties, as the data may contain
sensitive information on the system’s service and/or the client’s assets

I 1 3 2 1 3 1 1 3 The data from the agreement is input for the client-specific processing of data. Inaccurate data results in a
monitoring system which potentially does not serve the client or provides wrongful data

A 1 2 2 1 2 1 1 2 The availability is only an issue at the start of the agreement, where the client-specific system is designed and
for the specialized staff to monitor the performance of the system

PA2

C 1 1 1 1 2 2 1 2 Contains data specific to the client, which may concern sensitive data to that client. Data should be kept within
the boundaries of the system

I 1 1 3 3 3 1 1 3 The process of producing models specific to the clients is crucial to the perception of the client on the perfor-
mance of the system. Inaccurate data may lead to errors in the model or wrongful results

A 1 3 4 3 3 1 1 4 The processing step is crucial to the performance of the system. Without this process, the system works solely
with the raw data from the GNSS data gathering

PA3

C 1 1 1 1 1 2 1 2 GNSS data is open source in the sense that every receiver unit can receive information from the various GNSS
stations. The data that is received is not sensitive to privacy or other threats

I 1 3 4 3 3 1 1 4 The accuracy of the GNSS data is crucial to the system’s innovativeness and core purpose of providing accurate
nowcasting and forecasting data

A 1 5 5 3 3 1 1 5 The availability of GNSS data is crucial in the sense that loss of data results in inaccurate data. The system relies
on up to date data as input to the prediction models

PA4

C 1 1 1 1 2 1 1 2 Customer-specific data which can contain sensitive data on operation location and client needs
I 1 4 5 5 3 1 1 5 The accuracy of this end product is vital in the customer satisfaction and effectivity of the model predictions
A 1 4 5 5 3 1 1 5 The availability of the end product is crucial to the customer’s rating of the service, downtime defeats the

purpose of the system

PA5

C 1 1 1 1 1 1 1 1 Data is not sensitive and can even benefit other entities. However, alerting system should send out messages to
at least the clients who are depending on the system

I 1 1 2 1 3 1 1 3 Alerting notifications should be accurate to secure the production of the system. False alarms and missed events
greatly decrease the clients’ trust in the system

A 1 1 2 3 3 1 1 3 No alerting notifications refrain the system from meeting its purpose, the alerting mechanism should be at least
stand-by at all times

PA6

C 1 1 1 1 1 1 1 1 Help desk service can be openly accessible, non-clients should not have access
I 1 1 1 1 2 1 1 2 An accurate and complete service benefits the customer satisfaction, yet not crucial for the system’s operations
A 1 1 1 1 2 1 1 2 The customer service desk should be available at the convenience of the clients, not critical for the operations

Step 3 Supporting Assets - In this step, we connect the primary assets to supporting, tangible
assets. The supporting assets are the cyber components relevant to the risk assessment of the
system. Table 5.3 presents the supporting assets and corresponding cyber components. The
staff assets are an exception, as they do not resemble a single component. The staff members
are part of the roles and responsibilities element we discuss in Section 2.1. The human roles
are not encompassed by the cyber component but do make use of components, such as ’data
processing/analysis tools’, ’human machine interface’, ’servers’, and ’accessible hardware’. Figure 5.1
shows the connections between the supporting assets and the primary assets that they affect.
We present these relations in the supporting asset table with a ‘x’ (see Table 5.3).

The GNSS stations send the GNSS data to the receivers. Real-time data is sent directly to
the cloud via the communication line. The local storage unit stores other information from
the GNSS infrastructure. The administrative and service level agreement data comes from
the agreement between GReD and its clients. The cloud receives specific data and processes
it across the system. Both the specialized and help desk staff can access this information to
provide their services. The specialized staff monitors the client-specific data process, while
the help desk staff offers a service in the form of an online help desk for the clients. The
sensing infrastructure interface uses the same information to process data into water vapor
time series/maps, specific to the clients’ needs. The client-specific data processing facilitates
this information, which takes place in the cloud between the sensing infrastructure interface
and the end-user interface. The alert notification following from the models in case of heavy
precipitation are sent out through the end-user interface to the clients. The end-user interface
receives the necessary information from the cloud.
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Table 5.3: Supporting Assets of the GM4W case

Cyber Component Supporting Assets / PAs PA1 PA2 PA3 PA4 PA5 PA6

Communication GNSS stations x
Sensors GNSS receivers x
Offline data storage Local storage unit x
Communication line Communication line x
Cloud technologies Cloud environment x x x x x
Real-time data Sensing infrastructure interface x x
User Interface End user interface x x x x

Specialized staff x x
Customer help desk staff x x

Accessible hardware Power source x x x x x

Step 4 Threats - We identify threats according to the supporting assets. We discuss the iden-
tified threats in this step and present them in Table 5.4. GNSS satellites and receivers are
prone to two types of attacks, namely signal jamming and signal spoofing. The jamming of
the signal complicates the communication between the two supporting assets. The spoofing
modifies communicated data.

Data stored on hardware is vulnerable to data loss due to factors such as hardware failure,
insufficient storage space, malware, and human errors. Fatal loss of data should be avoided
by mitigating these risks.

CIOReview (2016) discusses the risks of cloud and local storages. The cloud provides an
efficient way to store data and retrieve it faster when needed. The data is safer in terms of
backup in case of disasters. However, new kinds of risks are involved with this technology. It’s
the user’s responsibility to find the right cloud service for the projects and how to backup the
data. The databases must be kept up to date and encrypted to ensure safety. Data on the cloud
faces numerous threats. Data can become prone to hackers or other types of cyber attackers,
who can either access the cloud from within the company or directly attack the cloud server.
Another threat comes with the cloud services, which can temporarily or even permanently
become unavailable due to connectivity issues or problems with the supplier. That brings us
to the final treat, which is vendor lock-in. Vendor lock-in is a concept where the customer is
unable to switch vendors to supply products. In this case, some vendors protect themselves
from the competition by making it difficult for the customer to transmit their data through a
different service.

Within the system, we have different types of staff. The specialized staff must monitor the
processes within the cloud to ensure the quality of the client-specific information. This quality
control requires access to all of the information and services in the system. We distinguish two
types of threats when assessing staff, namely human errors and insider attacks. The customer
help service staff has the same threats facing the system as the specialized staff. The main
difference here is the access to information and services. Where the specialized staff has full
access, the help desk staff has limited access to the system.

The power source, either solar power or the conventional electrical grid, can be a threat when
unable to provide power to the system. The power architecture should identify the part of the
system most at risk in case of a power outage.

Step 5 Likelihood Evaluation - We estimate the likelihood of risk for occurring during the
lifetime of a project on a one-to-five scale. We find the estimation by taking into account what
assets a person would need to attack the system, as seen in Marotta et al. (2013). We account
for the time and skills the attacker need for a successful attack. Besides overall time and skill,
the attacker needs specific knowledge of its target, and the target needs to be available for
an attack. Table 5.5 presents the score of the threats on each of the likelihood measures and
the overall likelihood scores. Most likely threats to occur are human errors and power outage.
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Table 5.4: Threats for the GM4W system

Supporting Assets Threats
Primary Assets

ImpactPA1 PA2 PA3 PA4 PA5 PA6

C I A C I A C I A C I A C I A C I A

Overall impact⇒ 2 3 2 1 3 3 2 3 4 2 4 5 1 2 2 2 5 5

GNSS receivers

Signal jamming x 5

Signal spoofing x 4

Hardware failure x 5

Theft x x 5

Local storage Unit
Malware x x 4

Hardware failure x 5

Theft x x 5

Communication line
Signal jamming x 5

Signal spoofing x 4

Cloud environment
Hacking x x x x 2

Service denial x x x x x 5

Vendor lock-in x 2

Specialized staff
Human error x x x x 5

Inside attack x x x x x x 5

Help desk staff
Human error x x x x 3

Inside attack x x x x x x 3

Power source Power outage x x x x x 5

These threats were found to be possible threats to occur more frequently than once in the
project’s life cycle.

Table 5.5: Likelihood of the threats for the GM4W system

Supporting Assets Threats Time Knowledge Target Availability Likelihood

GNSS receivers

Signal jamming x x 3
Signal spoofing x x x 3
Hardware failure x 3
Theft x x x x 2

Local storage Unit
Malware x x x 2
Hardware failure x 3
Theft x x x x 2

Communication line
Signal jamming x x 3
Signal spoofing x x x 3

Cloud environment
Hacking x x x 2
Service denial x 3
Vendor lock-in x 2

Specialized staff
Human error x x 4
Inside attack x 2

Help desk staff
Human error x x 4
Inside attack x 2

Power source Power outage x 4

Step 6 Risk Level Evaluation - With the impact and likelihood scored in the previous steps,
we can estimate the risk level. Table 5.6 presents the risk level for each threat. The level of risk
determines the mitigation strategy in the next step.
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Table 5.6: Risk level evaluation of the GM4W system

Supporting Assets Threats Impact Likelihood Risk

Signal jamming 5 3 High
Signal spoofing 4 3 High
Hardware failure 5 3 High

GNSS receivers

Theft 5 2 High

Malware 4 2 Medium
Hardware failure 5 3 HighLocal storage Unit
Theft 5 2 High

Signal jamming 5 3 High
Communication line

Signal spoofing 4 3 High

Hacking 2 2 Low
Service denial 5 3 HighCloud environment
Vendor lock-in 2 2 Low

Human error 5 4 High
Specialized staff

Inside attack 5 2 High

Human error 3 4 High
Help desk staff

Inside attack 3 2 Low

Power source Power outage 5 4 High

Step 7 Risk Treatment - The mitigation strategies for each threat is presented in Table 5.7. Sig-
nal jamming (including service denial) and spoofing are high-risk threats on the transmission
of data. We assess the transmission of data in the system as critical for the process. Ruegamer
and Kowalewski (2015) proposes countermeasures for the jamming and spoofing attacks on
GNSS receivers. The countermeasures involve integrity monitoring and detection of signals,
encrypting the data, and the prioritization of critical receivers. For the cloud and local storage,
we found similar countermeasures. CIOReview (2016) discusses the countermeasure of data
encryption and backup protocols for both the local storages and cloud environments. The
three main principles for cloud threat mitigation are: data encryption, backup maintenance,
and trusted cloud service provider. The interfaces for the sensing infrastructure and end-users
merge with the cloud in the assessment of threats. The interfaces are operating in the cloud
environment, and the cloud grants access to the interfaces. Building a robust network ensures
the continuation of the process in case of incidents. Setting up a backup protocol to ensure
the continuation of the processes is a good business case in itself (Information Security Officer,
ABN Amro, 2019). Timely backup is the primary mitigation strategy. The backups should
follow a periodical protocol with everyone involved strictly following it.

This protocol also applies to the power outage threat. The dependency of power to this system
complicates the mitigation of this threat. Using backup generators is a way to ensure the
system’s continuation. A way to address the limited capacity of generators is to prioritize
critical assets (Castillo, 2014). Identifying the critical system of assets mitigates the threat of
power outage. These assets require priority when the power supply is limited or in case of
a short duration event. Hardening components of the system can achieve the robustness of
a system and the prioritization of critical assets. Hardening the system involves closing the
network of the system down to only those components and assets that are necessary for the
continuation of the system’s processes. Everything else should be either removed or secluded
from the system (Information Security Officer, ABN Amro, 2019).

Human threats involve theft, insider attacks, and human errors from staff members. The
first mitigation step here is identity and access. Identity and access are about the process of
defining and controlling which entities have access to what assets of the systems (Information
Security Officer, ABN Amro, 2019). The system should monitor who accesses what informa-
tion and whether this person is allowed to do so. Training the staff mitigates human errors
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to some extent, using a backup to create a robust system in case of incidents also can achieve
this mitigation.

Table 5.7: Risk treatment for the GM4W system
Supporting Assets Threats Mitigation Strategy Pre-controls Post-controls

GNSS receivers

Signal jamming Indemnification Robust network Prioritize critical assets
Signal spoofing Indemnification Integrity monitoring
Hardware failure Indemnification Data encryption, backup protocol
Theft Indemnification Data encryption, backup protocol

Local storage unit
Malware Mitigation Data encryption
Hardware failure Indemnification backup protocol
Theft Indemnification Data encryption backup protocol

Communication line
Signal jamming Indemnification Robust network Prioritize critical assets
Signal spoofing Indemnification Integrity monitoring

Cloud environment Service denial Indemnification Data encryption backup protocol

Specialized staff
Human error Indemnification Staff training backup protocol
Inside attack Indemnification Identity and access control

Help desk staff Human error Indemnification Staff training backup protocol

Power source Power outage Indemnification Power architecture assessment Prioritize critical assets
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5.2 risk assessment qoair
Section 3.2.3 briefly presents the system of QoAir. This section presents the project’s system
in the perspective of the SecRAM, i.e. focusing on the primary and supporting assets of
the system. Figure 5.2 shows the system of QoAir according to the identified primary and
supporting assets. The dashed line distinguishes the block chain environment on the left from
the system’s communication with governmental agencies and citizens on the right.

Figure 5.2: System diagram of QoAir, derived from data in the Climate Innovation Window

Step 1 Primary Assets - QoAir provides a couple of Primary, intangible assets. First, we
have the information from the sensor network on the temperature and other weather related
measurements (PA1). The data from this assets is used to determine whether there is an
UHI in the environment of the sensors. The other primary asset in this system is the service
provided by governmental agencies to the citizens (PA2). The governmental agencies retrieve
guidelines for heat waves countermeasures from the block chain, where these guidelines are
improved with more trustworthy through transparency and engagement. Innovative solutions
are encouraged through greater stakeholder involvement engagement.

Table 5.8: Primary Assets of the QoAir case

PA # Name Type

PA1 Urban Heat Island measurement and detection Information
PA2 Guidelines to heat wave countermeasures Service

Step 2 Impact Assessment - This step determines the impact a potential compromise of a
primary asset can have on seven impact areas. The primary assets have three affections, namely
confidentiality, integrity, and availability. Table 5.9 shows the justification of the impact per
potential compromise. The table also presents the impact score per impact area, following
from Table 4.4. Here, we discuss the overall impact on each area if a compromise would occur:

Personnel: In this system, the personnel is not in any danger, and compromise of the system
would not lead to any physical injuries to the personnel. Therefore, we value the overall im-
pact on this area with an one out of five.
Capacity: Implications with the network of sensors can lead to a loss of capacity. Block chain
technology ensures that the implication is reduced to a small portion of the system. The por-
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tion is depending on the number of sensors in the network that are inoperable. Therefore, we
value the overall impact on this area individually per compromise.
Performance: The added value of block chain technology is the decentralization of information
and services. Breaches to the system could lead to quality abuse. However, this would only
impact the system partially, as the rest of the block chain can remain operable. Therefore, we
value the overall impact on this area between 1 (no quality abuse) and 3 (severe quality abuse
that makes systems partially inoperable) out 5

Economic: The use of QoAir by governmental agencies and citizens is not purchased. Threats
to the system do not result in loss of income. Therefore, we value the overall impact on this
area with an one out of five.
Branding: The use, or rather misuse of information from the QoAir system by the governmen-
tal instituion would lead to complaints. Adapting wrong guidelines or wrong information
sharing would raise minor concerns and local attention within the area where the system is
operating in. Therefore, we value the overall impact on this area individually per compromise
between one (no impact) and three (complaints and local attention).
Regulatory: The guidelines for heat wave countermeasures form take the biggest impact in this
area. In case the system does not work, governmental institutions can revert to the established
temperature measurements and guidelines. Therefore, we value the overall impact on this are
with a two out of five, which is minor regulatory infraction.
Environment: The primary assets of QoAir’s system do not affect the environment to the extent
of at least short term impact, making the potential impact insignificant. Therefore, we value
the overall impact on this area with an one out of five.

Table 5.9: Impact assessment of the QoAir system
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Justification

PA1

C 1 3 3 1 1 2 1 3 The measurement data is comparable to the data we now receive on weather forecasting apps. The data is open
source and can be accessed by interested parties. The data that is received is not sensitive to privacy or other
threats

I 1 3 3 1 3 2 1 3 The accuracy of the data is crucial to the added value of the system. QoAir aims to provide more accurate
measurements than current weather forecasting systems

A 1 4 3 1 3 2 1 4 The availability of the data is crucial to the system to provide trigger warnings for the governmental agencies
and real-time weather measurements for citizens

PA2

C 1 2 2 1 1 2 1 2 The guidelines are openly available. Modifications to the system should be made by a restricted selection of
stakeholders

I 1 2 3 1 3 2 1 3 The accuracy of the service benefits the governmental agencies constituents in providing better countermeasures
against heat waves and is an important part of the system

A 1 3 3 1 2 2 1 3 The availability of the guidelines is important, as the government can aid its constituents in mitigating the heat
waves’ effects. Even though people are able to access the information on the weather individually through the
block chain, the guidelines from the governmental agency probably covers a wider range of the population

Step 3 Supporting Assets - In this step, we connect the primary assets to supporting, tangible
assets. The supporting assets are the cyber components relevant to the risk assessment of
the system. Table 5.10 presents the supporting assets and corresponding cyber components.
Figure 5.2 shows the connections between the supporting assets and the primary assets that
they affect. We present these relations in the supporting asset table with a ‘x’ (see Table 5.10).

The network of sensors is the first supporting asset. Even though there are several sensors, we
group this into a single asset of this system. The sensors collect data which is stored in the
blockchain, where the data is formed into usable data for users by the data synthesizer. The
trigger generator is a control mechanism, which alerts the governmental institution in case of
a heat wave in the area of the network of sensors. The last supporting asset is the distribute
database in the blockchain. The database contains data from the sensors and the guidelines
for heat wave countermeasures.

Step 4 Threats - We identify threats according to the supporting assets. We discuss the identi-
fied threats in this step and present them in Table 5.11. A system with hardware placed in the
outside world always bears risk. From the key cyber components we find that the system of
QoAir has accessible hardware for outsiders. In this case, these are the sensors in the network
of weather measuring sensors. The sensors are prone to hardware failure and theft threats.
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Table 5.10: Supporting Assets of the QoAir case

Cyber Components Supporting Assets / PAs PA1 PA2

Smart meters Network of sensors x
Autonomous decision-making Trigger generator x
Data processing/analysis tool Data synthesizer x
Cloud technologies Distributed database x x

(Dai et al., 2017) consider four types of security issues of blockchain within the application
of Bitcoin. With Bitcoin, security issues mostly concern the financial transaction within the
system. From their security issues, we find two types of threats applicable to our case. First,
there is the hacking threat. Even though blockchain technology eliminates lots of security
issues concerning data encryption, malicious attacks, and malware, there are still threats to
the system. A form of hacking in the blockchain is the majority attack. Lin and Liao (2017)
describe this as an attack by taking the majority of the computing power of a block. Although
this is not as applicable to this case as it is to other fields of study, such as financial transactions,
we still consider this type of attack. Another threat is a software failure. Dai et al. (2017) raise
some concern on the capacity of the blockchain system to store data. Especially in the complex
big data environment, the available storage space is limited.

Table 5.11: Threats for the QoAir system

Supporting Assets Threats
Primary Assets

ImpactPA1 PA2

C I A C I A

Overall impact⇒ 3 3 4 2 3 3

Network of sensors
Hardware failure x 4

Theft x x 4

Trigger generator
Hacking x 3

Software failure x x 4

Data synthesizer
Hacking x 3

Software failure x x 4

Distributed database
Hacking x x 3

Software failure x x x x 4

Step 5 Likelihood Evaluation - We estimate the likelihood of risk for occurring during the
lifetime of a project on a one-to-five scale. We find the estimation by taking into account what
assets a person would need to attack the system, as seen in Marotta et al. (2013). We account
for the time and skills the attacker need for a successful attack. Besides overall time and skill,
the attacker needs specific knowledge of its target, and the target needs to be available for
an attack. Table 5.12 presents the score of the threats on each of the likelihood measures and
the overall likelihood scores. The most likely threat to occur is software failure, followed by
hardware failure. These threats were found to be possible threats to occur more frequently
than once in the project’s life cycle. The failure threats can occur both with and without the
intervention of humans. Therefore, software and hardware failures are likely to occur. Theft
and hacking rely on the intervention of humans. Due to the benefit of blockchain technology
in added security and the amount of time and knowledge, both technical and system-specific,
needed for a thief or hacker, we rate these threats as remote, following Figure 4.7.

Step 6 Risk Level Evaluation - With the impact and likelihood scored in the previous steps,
we can estimate the risk level. Table 5.13 presents the risk level for each threat. The level of
risk determines the mitigation strategy in the next step.
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Table 5.12: Likelihood of the threats for the QoAir system

Supporting Assets Threats Time Knowledge Target Availability Likelihood

Network of sensors
Hardware failure x 3
Theft x x x x 2

Trigger generator
Hacking x x x 2
Software failure x 4

Data synthesizer
Hacking x x x 2
Software failure x 4

Distributed database
Hacking x x x 2
Software failure x 4

Table 5.13: Risk level evaluation of the QoAir system

Supporting Assets Threats Impact Likelihood Risk

Hardware failure 4 3 High
Network of sensors

Theft 4 2 Medium

Hacking 3 2 Low
Trigger generator

Software failure 4 4 High

Hacking 3 2 Low
Data synthesizer

Software failure 4 4 High

Hacking 3 2 Low
Distributed database

Software failure 4 4 High

Step 7 Risk Treatment - The mitigation strategies for each threat is presented in Table 5.14.
With the application of blockchain technology, the pre-control of a robust network is already
in place. Multiple sensors are placed in various locations, independently from each other. This
distribution leads to a robust network where the failure or theft of one sensor does not affect
the other sensors within the network. The same applies to the distributed database within
the system. Blockchain has the benefit of storing the information in each users’ block, making
the system robust by not relying on a central database. With the identified threats, we seek
to control in case of (software) failure. A backup protocol should protect the system in case
a threat occurs. The use of such a protocol gives each stakeholder the responsibility to act
according to the protocol.

Table 5.14: Risk treatment for the QoAir system

Supporting Assets Threats Mitigation Strategy Pre-controls Post-controls

Network of sensors
Hardware failure Indemnification Robust network backup protocol
Theft Mitigation backup protocol

Trigger generator Software failure Indemnification Robust network backup protocol

Data synthesizer Software failure Indemnification Robust network backup protocol

Distributed database Software failure Indemnification Robust network backup protocol
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5.3 cross-case synthesis

5.3.1 High-risk threats

From both risk assessments, we find numerous threats to the system. In this section, we
summarize the high-risk threats and mitigation strategies of both assessments and discuss the
findings. We identify similarities and differences to report the main takeaways from the case
study in terms of risks to innovation projects in climate disaster resilience.

For the assets in the GM4W system, we find several types of high-risk attack threats. GNSS
satellites and receivers are prone to two types of attacks, namely signal jamming and signal
spoofing. Data stored on hardware is vulnerable to data loss due to factors such as hardware
failure and theft of the hardware. Data on the cloud faces numerous threats, of which the
denial of cloud services carries a high risk to the system. The power source, either solar
power or the conventional electrical grid, can be a threat when unable to provide power to the
system. Within the system, we have specialized staff and customer help service staff. Both
of these staff members are prone to human error and insider attack threats. From the key
cyber components, we find that the system of QoAir has accessible hardware for outsiders. In
this case, these are the sensors in the network of weather measuring sensors. The sensors are
prone to hardware failure and theft threats. Even though blockchain technology eliminates
lots of security issues concerning data encryption, malicious attacks, and malware, there are
still threats to the system. We find the capacity of the blockchain system to store data as
software failure threat that bears a high risk.

The two systems show some similarities. Both systems have weather-related measuring in-
frastructures to provide information efficiently. The main difference is the distribution and
storage of information. GM4W has centralized data storage, whereas QoAir uses the decen-
tralized distribution of information through blockchain technology. The blockchain technology
eliminates many software-related threats with encrypted data transfers and distributed data
storage. However, we still find software failure as a high risk. The hardware-related threats
of the two systems are similar. Accessible hardware components are prone to theft, and hard-
ware may fail. A difference in the systems comes with the staff members in the GM4W system.
The specialized staff and customer helpdesk service staff have access to the system and are
prone to human errors and insider attacks. The human involvement in the QoAir is limited
to each users’ block, taking away the human-related threats as high risk. The comparison of
risks exposed to categories of risks. We find risks related to software, hardware, and humans
(see Figure 5.3).

Figure 5.3: The identified threat categories from the risk assessments
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5.3.2 Risk treatment

Signal jamming (including service denial) and spoofing are high-risk threats on the trans-
mission of data. The countermeasures involve integrity monitoring and detection of signals,
encrypting the data, and the prioritization of critical receivers. For the cloud and local stor-
age, we found similar countermeasures of data encryption and backup protocols for both the
local storages and cloud environments. Building a robust network ensures the continuation
of the process in case of incidents. Setting up a backup protocol to ensure the continuation of
the processes may the threats occur. Timely backup is the primary mitigation strategy. The
backups should follow a periodical protocol with everyone involved strictly following it. The
dependency of power to this system complicates the mitigation of this threat. Using backup
generators is a way to ensure the system’s continuation. A way to address the limited capacity
of generators is to prioritize critical assets.

The QoAir assessment provides blockchain threat mitigation strategies with a robust network
and backup protocols. We mentioned these controls in the GM4W assessment, and see these
controls as general good practices for risk treatment. Data encryption and integrity monitoring
are controls for software-related threats more specific to the GM4W. However, QoAir does not
have these threats because of the blockchain technology that it uses. This technology internally
encrypts data and monitors data transmissions.

Human threats involve theft, insider attacks, and human errors from staff members. The first
mitigation step here is identity and access. The system should monitor who accesses what
information and whether this person is allowed to do so. Training the staff mitigates human
errors to some extent, using a backup to create a robust system in case of incidents also can
achieve this mitigation.

5.4 chapter conclusion
This chapter presented the risk assessments of the case studies. First, we subjected the GM4W
system to a risk assessment. The system’s main data transmission was GNSS data. High-
risk threats were jamming and spoofing of signals, failure of hardware, theft, insider attack,
human errors, and power outage. Some of these threats have similar mitigation measures. The
most important measures are data encryption, a backup protocol, creating a robust network,
prioritize critical assets, and integrity monitoring. Second, we had a risk assessment of QoAir.
The system’s main data transmission here was sensor data through a blockchain infrastructure.
Theft or failure of hardware components is a high-risk to this system, along with software
failure. We found two of risk treatment controls in this assessment with a robust network and
backup protocols.

The cross-case synthesis compared the threats to both systems, and we distinguished three
types of threats from this comparison, namely hardware-related, software-related, and human-
related threats. We compared the risk treatment controls as well. Creating a robust network
and having backup protocols are controls identified in both assessments and general good
practices for risk treatment. Data encryption, integrity monitoring, staff training, and identity
and access control are controls for software- and human-related threats more specific to the
GM4W.

The next chapter will use the results from this chapter to design the extension of the TIF. After
that, we conclude this study with the conclusion in Chapter 7.



60 results



6 E X T E N S I O N O F T H E T I F

This chapter will answer the fourth sub-question in this research: Where can cyber risk man-
agement be of importance in the Test and Implementation Framework (TIF) of BRIGAID?
Section 3.1.1 briefly introduces the TIF, which we address in greater detail here. After the
introduction of the framework, we identify potential slots within the framework where we can
implement a cybersecurity extension. Next is the design of the cybersecurity extension (Sec-
tion 6.2). Note that this design uses results from both Section 2.3 and Chapter 5. Section 6.3
continues with a reflection on the design and implementation guidelines, and we validate the
tool in Section 6.4. Section 6.5 concludes the chapter.

6.1 current tif tool
This section will introduce the TIF in greater detail than is done before (see Section 3.1.1).
Sebastian et al. (2019a) is the final version of the guide that is in support of the TIF tool. The
guide elaborates on the explanation of the tool and the mechanisms behind the assessment
scoring system. In this section, we follow the structure of the guide. We analyze climate
adaptation innovation projects as socio-technical systems in the TIF. From this type of system,
we derive three assessments, namely technical testing, impact assessment, and social testing
(Sebastian et al., 2019a).

6.1.1 Technical Testing

The technical characteristics of the projects are assessed based on their technology readiness
level (TRL). The TRL measurement in support of the technical maturity assessment of techno-
logical projects. The measurement originates from the technology planning of NASA space
technology (Mankins, 2009). The scale is adopted in the TIF tool and modified to fit the needs
of climate adaptation innovation. Despite the well-accepted status, the TRL measurements do
have limitations concerning the assumed linearity of technological development and the fram-
ing on technical maturity instead of technical readiness (Sebastian et al., 2019a). BRIGAID
addresses these concerns by forming the TRL in a scale consisting of four so-called stage
gates. These stage gates are soft borders of certain milestones in the development process. An
assessment accompanies each stage-gate, and innovators are advised to revise the previous
phase if the assessment results in major concerns. The border is soft in the sense that innova-
tors are free to choose whether to assess their progress and how to interpret the results of a
performend assessment.

The technical readiness of an innovation project is measured based on four performance indi-
cators in the TIF tool assessment (see Table 6.1). The technical effectiveness of an innovation
project tests the functionality of the innovation in terms of risk reduction. The durability de-
termines the lifetime of a project and the operational activity during that lifetime. A system
can have three statuses, namely active, inactive, or stand-by. Stand-by status for innovation
projects are permanently implemented systems that operate when a hazard occurs. The third
technical performance indicator is the system’s reliability. The reliability of a system is the
inverse of the failure probability, i.e. the reliability is 100% minus the probability of a system
failure. The final performance indicator is the flexibility of a system. The goal of BRIGAID
is to, eventually, serve as a global quality label for innovation in climate adaptation (see Sec-
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tion 1.1.2). The flexibility measures whether we can implement a system in other locations,
without complications to the system and high costs.

Table 6.1: Performance indicators, derived from Sebastian et al. (2019a)

Assessment Performance Indicators

Technical Technical effectiveness Reliability
Durability Flexibility

Impacts Sustainable design Forestry
Environmental impact Health

Ecological impact Infrastructure
Agriculture Tourism

Energy
Societal Psychometric risk factors User acceptance constructs

Inflexibility indicators Responsibility dimensions
Sociocultural preferences

Table 6.2: System status options for types of system durability, types adapted from Sebastian et al.
(2019a)

Durability Operating status

Permanent Active
Semi-permanent Active, stand-by
Temporary Active, inactive
Continuous operation Active
Operation prior to/during a hazard event Active, stand-by

6.1.2 Impact Assessment

Climate adaptation innovations will have a certain impact on the environment. The projects
are designed to tackle one of several climate disasters. The effect is often direct, for example,
with an innovation project on flood protection, where the protection directly affects the river
or sea it is built-in. Besides these, often intended, direct effects, projects also have indirect
effects on the environment. These can be both positive and negative effects. When assess-
ing the ecosystem, we identify lots of cause and effect relations, some that are still unknown
(Loreau et al., 2001). This uncertainty results in surprising or even undesired indirect effects
from adaptation projects. To account for these events, the TIF uses an impact assessment. This
impact assessment scores the project based on three performance indicators, namely sustain-
able design, and the environmental and ecological impacts. The environment in itself has
several socio-economical sectors that can be affected, both positively and negatively, by a cli-
mate adaptation innovation. BRIGAID focuses on six socio-economic sectors when assessing
the innovation’s environment, namely agriculture, energy, forestry, health, infrastructure, and
tourism.

Figure 6.1 shows the system of climate disasters and the effects adaptation and innovation
projects have on the occurrence and impact of climate disasters. Arrows represent the effects
from one element to the affected element. A positive relation is illustrated with a plus sign,
whereas a minus sign represents a negative relation. For example, climate adaptation and
innovations have a positive effect on climate change mitigation, meaning more innovations
result in more mitigation effects. The negative relation of adaptation is good in the sense
that more adaption and innovation leads to less impact of climate disasters. The relation
of adaptation and innovation in the environment does not weigh positively or negatively.
The relation can be either negative or positive and depends on the effects resulting from the
adaptation or innovation. Each of the socio-economic sectors serves as a performance indicator
in the impact assessment of the TIF tool.
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Figure 6.1: System diagram of climate disaster adaptation, own image derived from Sebastian et al.
(2019a)

6.1.3 Social Testing

The final part of the TIF assessment tool addresses the societal concerns that innovations might
raise. Sebastian et al. (2019a) derives five performance indicators from the literature review
to structure the assessment on societal acceptance. The first indicator concerns psychometric
risk factors. These are factors on how end-users and society perceive innovations. Inflexibility
indicators is a second indicator. This indicator focuses on the organization of innovations and
the management of technology. Thirdly, we have socio-cultural preferences. This indicator
is important in the context of Europe. The wide variety of cultures and social constructs in
Europe ask for different implementation methods. Innovations are scoring high on this in-
dicator if the implementation doesn’t carry high costs and risks. Since this is often not the
case with climate adaptation innovations, responsibilities for implementation, financing, and
risk-bearing must be addressed before offering the innovation on the market. Fourth, we have
user acceptance constructs. This indicator isn’t necessarily on the performance of the innova-
tion, as it is more on the perception of users on the innovation’s performance. The innovation
should bring benefits to the user, either by being easy to operate or meets the subjective stan-
dards of users. The final indicator of social acceptance addresses the responsibility dimension.
Responsibility, in this case, concerns the responsible practice of research, development, and
performance. We assess innovators on the different uses of their projects, the robustness of the
innovation’s performance, and involving all stakeholders.

6.2 extension design
With the current structure of the TIF tool as a base, we continue with the design of a cyberse-
curity extension. First, we focus on potential space where to place a cybersecurity extension.
The current tool operates in Microsoft Excel. Excel is a spreadsheet tool that can store, analyze,
and visualize data in one file. Innovators can answer the questions in the different sheets per
category. Excel calculates the score based on the answers of the innovators and BRIGAIDs
formulas. A separate sheet is created to present a summary of the scores and visualize the
results with a score table and graphs (see Figure 6.2). The sheets of different categories work
independent, i.e. each category can be assessed individually. With creating the extension, we
must choose between extending one of the categories (Figure 6.3) and creating a new sheet for
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Figure 6.2: Example of TIF output for an innovation (Rica et al., 2017)

cybersecurity (Figure 6.4). Designing a new sheet as a standalone assessment would maintain
the structure of the tool. We consider the potential addition to one of the existing categories
as well. Adding cybersecurity to an existing category means that cybersecurity must have
significant overlap with the category’s current performance indicators or that cybersecurity
questions benefit the robustness of current indicators. The addition will make sense if we
add a limited set of questions to the tool. The addition of too many questions impacts the
assessment’s impact in terms of user fatigue and ease of operating. It also changes the cate-
gory’s process and scoring system, and the validation of the assessment as a whole needs a
re-examination. Results show that the cybersecurity assessment for systems is standardizable
to some degree, but this needs a certain number of questions that will complicate the cate-
gory assessment as a whole. Current assessment questions consider the safety of the system.
The assessment tool already addresses the technical, environmental, and societal concerns on
safety. The impact of innovations on sectors also takes safety into account. However, the secu-
rity of the system itself is out of the scope of the current tool. Therefore, we choose to design a
separate sheet for cybersecurity, making it a new category in the TIF tool. Despite the usability
of questions in other categories, we assess cybersecurity separated from the other categories.
This independency makes our extension a standalone assessment tool within the TIF for the
security of information and services as provided by innovations. Innovators may choose to
solely assess the cybersecurity of their system at any point of development without the need
to assess their innovation in all categories. We continue with the design of the new assessment
for the cybersecurity of innovations.

The first extension option is to add cybersecurity as a Performance Indicator to the Technical Readiness as-
sessment of the TIF tool. A scoring mechanism for cybersecurity and extra questions are added, and current
technical readiness question can be utilized as well

Figure 6.3: First option for the TIF extension design

There are numerous ways to assess the cybersecurity of a system. Section 4.3 shows the variety
of methodologies and how we chose to follow the SecRAM method for the risk assessments
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The second extension option is to create a new assessment category to the TIF tool. Cybersecurity will have
questions in three categories, resulting in scores on three new Performance Indicators: Confidentiality, Integrity,
and Availability

Figure 6.4: Second option for the TIF extension design

of this study. The CIA characteristics of assets are briefly discussed in Section 4.3.4. The
characteristics, confidentiality, integrity, and availability of assets are the main focus in the
SecRAM risk assessment. We assess the assets of systems based on the presence of these
characteristics. There are various ways to structure the cybersecurity assessment. The TIF tool
asks for a simple structure, similar to the structures of the assessments in place currently. The
other categories either use yes or no questions or multiple choice questions with three answer
choices (A, B, or C). We similarly structure the new cybersecurity assessment and use yes
or no questions. The yes and no answering options create an accessible and straightforward
assessment and make room for more items, covering a more comprehensive range of possible
subject for the questions. We divide the assessment into three subcategories, each covering
one of the CIA characteristics. In this design, each of the three CIA characteristics represents
a Performance Index for cybersecurity (see Figure 6.4). We now present the performance
indices.

Confidentiality
The confidentiality of assets determines how information and services are disclosed to its
users. Confidentiality is breached when unauthorized entities gain access to the asset.

Integrity
The integrity of an asset determines whether the asset provides information and services as it
was intended. The asset should provide the full information and services without outsider’s
breach of that information.

Availability
The availability of information and services should be available whenever an end-user needs
it, without interference or obstruction.

With the structure of the extension set, we continue with the content of the assessment tool.
These are the questions that innovators answer to self-assess the cybersecurity readiness of
their innovation project. We divide the questions in the cybersecurity assessment into four
sections, namely service, data transmission, hardware, and identity and access. Each of these
sections contains questions that affect high-risk threats to innovation projects found in the risk
assessments in Chapter 5. Figure 6.5 shows which sections cover what performance indicators
of cybersecurity.

Firstly, the service section covers the electricity dependence of the project (see Table 6.3). The
questions determine whether the project needs electricity and if so, what protocol is in place
in case of a power outage, which is identified as a high-risk threat. An innovation that remains
in operation during a power outage, either by operating offline, prioritizing critical assets in
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Figure 6.5: Causality of the questions on the performance indicators

case of limited supply or a backup protocol, is prepared for this threat. This threat influences
the availability characteristic of the system’s cybersecurity.

Table 6.3: Assessment questions in the Service section

1 Service C I A

1.1
Does any part of your
innovation’s system require electricity?

X

1.2
Is there a protocol in place in case of power outage or other
disruption of service?

X

1.3
Does your innovation have a protocol in case of
limited power supply?

X

1.4 Is the innovation able to operate without an internet connection? X

Secondly, we have the data transmission, which is found to be the primary process in the
system from a technical perspective (Information Security Officer, ABN Amro, 2019). Table 6.4
presents the questions in this section of the cybersecurity assessment. There are a total of
nine questions in this section, influencing all three performance indicators. The section has
two parts, one covers the high-risk threats for the communication of data, while the other
part covers data storage threats. Data communication threats involve signal jamming and
spoofing, hacking, and malware. Questions in this part assess the communicating components
in the technical perspective. These are questions involving servers, firewalls, and mitigation
strategies such as backup protocols and data encryption. Items in the data storage part include
questions about the system’s storage facilities and its security. We also assess the privacy
concerns of data. Threats covered in this part are human errors, insider attacks, and theft.

Thirdly, we assess the hardware of a system (see Table 6.5). The location and security of the
system’s devices are subject to the questions in this section. Theft, hardware failure, insider
attacks, and signal jamming and spoofing are threats we consider in this section for the confi-
dentiality and availability of the system.

Lastly, we have the identity and access section, as presented in Table 6.6. This section covers all
three performance indicators and mainly focuses on human errors and insider attack threats.
We ask the innovator about the accessibility of the system, both for authorized and unautho-
rized entities. We ask questions on the freedom people have when entering and working in
the system, and whether this is controlled. The aim is to find out how prepared the system is
against human errors and threats from the environment. Suppliers are essential stakeholders
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Table 6.4: Assessment questions in the Data Transmission section

2 Data Transmission C I A

2.1
Does any part of your innovation’s system
require the transmission of data?

X X X

2.2
Does your innovation have servers
sending or receiving data?

X X X

2.3
Does your innovation have firewalls
for the protection of your servers?

X X X

2.4 Does your innovation store data? X X X

2.5
Is stored data in the innovation’s system
protected from unauthorized access?

X

2.6
Does the data used by the innovation contain
sensitive data (privacy, legal, ethical)?

X X

2.7 Is data transmission within your innovation secured? X

2.8
Is the validity of the data in your innovation
regularly monitored?

X

2.9 Is there a backup protocol in case of loss of data? X X

Table 6.5: Assessment questions in the Hardware section

3 Hardware C I A

3.1
Does any part of your innovation’s
system require hardware?

X X

3.2
Is any hardware belonging to your innovation
placed in an on-site location?

X X

3.3 Is the site location of your innovation secured? X X

3.4
Is any hardware belonging to your
innovation placed out in the open?

X X

3.5
Are the hardware elements of the system
protected against outsiders?

X X

in a system. The cybersecurity of the system also depends on the security efforts made by sup-
pliers of assets and components that are used in the system. This section assesses the threat of
vendor lock-in. Vendor lock-in is the event in which all of the external parts of a system come
from one vendor. This situation creates a significant dependency on that one vendor, who can
exploit this dependency by excluding competition from offering their services to the innovator
(Information Security Officer, ABN Amro, 2019).

Table 6.6: Assessment questions in the Identity & Access section

4 Identity & Access C I A

4.1
Does any part of your innovation’s system
require access for staff members?

X X X

4.2
Does your innovation have control for
identification of accessing entities?

X X

4.3
Does your innovation have a clear distinction
in the authorization of different entities?

X

4.4
Is the data within your innovation openly
accessible to the ones in need of that data?

X X

4.5 Do users have access to the innovation at all times? X

4.6
Are entities with access to the innovation’s
system trained to limit human errors?

X X

4.7
Does any part of your innovation’s system
require outside parties’ access?

X

4.8
Is every part of your innovator’s system
built within your own company?

X
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6.3 extension implementation
Within the implementation part of the tool extension, we see how the extension is implemented
in the current tool. The TIF is designed in Microsoft Excel. Each assessment has its sheet in the
Excel file with a link to the summarizing sheet that shows the results of the entire assessment.
We need to implement the cybersecurity extension in a new sheet. We pose the questions and
model the scoring system according to the design of the current tool to align the extension
to the rest of the TIF tool. Figure 6.6 presents the questions in the cybersecurity extension of
the tool as captioned in the Excel file. We formulate the scoring system in the same form as
the scoring systems of the other assessments (see Algorithm 6.1). The pseudo code shows the
formulas for the three performance indicators. The results are presented in the form of the
following sentences:

• Your innovation raises [C] concerns related to confidentiality, having scored [X1] out of
a possible [Y1] and is [Z1] from/to being ready/effective in terms of its cybersecurity.

• Your innovation raises [I] concerns related to integrity, having scored [X2] out of a possi-
ble [Y2] and is [Z2] from/to being ready/effective in terms of its cybersecurity.

• Your innovation raises [A] concerns related to availability, having scored [X3] out of a
possible [Y3] and is [Z3] from/to being ready/effective in terms of its cybersecurity.

The variables in between brackets are the formulas we present in Algorithm 6.1. The question
that apply to a performance indicator are counted in the Y variable. Only questioned that are
filled in with an answer are considered for the score. The answer determines if a project scores
positive (1) or negative (0) on the indicator. The scores are counted in the X variable.

Figure 6.6: ScreenScreensScreeScreenScreenshotof the cybersecurity extension in the TIF tool
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Algorithm 6.1: Pseudo code of the formulas in the cybersecurity extension

1 C = if X1 / Y1 ≤ 0.4 then
2 ”many” [concerns]
3 else
4 ”some”
5 end
6 I = if X2 / Y2 ≤ 0.4 then
7 ”many” [concerns]
8 else
9 ”some”

10 end
11 A = if X3 / Y3 ≤ 0.4 then
12 ”many” [concerns]
13 else
14 ”some”
15 end
16 X1 = Count the cells with ”Yes” for Questions 2.3, 2.5, 2.7, 3.3, 3.5, 4.2-4.3, 4.6, 4.8 + count the cells

with ”No” for Questions 2.1-2.2, 2.6, 3.1-3.2, 3.4, 4.1, 4.4, 4.7
17 X2 = Count the cells with ”Yes” for Questions 2.3, 2.8-2.9, 4.6 + count the cells with ”No” for Questions

2.1-2.2, 2.4, 2.6, 4.1
18 X3 = Count the cells with ”Yes” for Questions 1.2-1.4, 2.3, 2.9, 3.3, 3.5, 4.2 + count the cells with ”No”

for Questions 1.1, 2.1-2.2, 2.4, 3.1-3.2, 3.4, 4.1, 4.4-4.5,
19 Y1 = Count the number of answered questions for Questions 2.1-2.7, 3.1, 3.5, 4.1-4.4, 4.6-4.8
20 Y2 = Count the number of answered questions for Questions 2.1-2.4, 2.6, 2.8, 2.9, 4.1, 4.6
21 Y3 = Count the number of answered questions for Questions 1.1-1.4, 2.1, 2.4, 2.9, 3.1-3.5, 4.1-4.2, 4.4-4.5
22 Z1 = if X1 / Y1 ≥ 0.5 then
23 ”close” [to being ready]
24 else
25 ”far”
26 end
27 Z2 = if X2 / Y2 ≥ 0.5 then
28 ”close” [to being ready]
29 else
30 ”far”
31 end
32 Z3 = if X3 / Y3 ≥ 0.5 then
33 ”close” [to being ready]
34 else
35 ”far”
36 end
37
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6.4 tool validation
For the validation of the tool, we use the Technology Acceptance Model (TAM) (see Figure 6.7).
The TAM as a method aims to model the acceptance and intention of users to use a new tech-
nology (Davis et al., 1989). For this case, we interview the Project Manager of BRIGAID to
model his intention to use and general attitude towards the extension. The interview, con-
ducted on 10 September 2019, was semi-structured around the following questions:

1. Does the risk assessment benefit the TIF? (U)

2. Does the risk assessment result in new insights with respect to innovation project assess-
ment? (U)

3. Are there any improvements you see when assessing the tool extension? (U)

4. Do you believe the risk assessment to be an improvement of the current tool? (E)

5. What are barriers to adopting this extension of the tool do you see, if any? (E)

Figure 6.7: Technology Acceptance Model. Adapted from Davis et al. (1989, p.985)

We designed the questions to answer a block in the model, as presented in Figure 6.7. The letter
of the block that the question addresses is reported in between brackets. The semi-structured
interview gave us an openness to elaborate on certain questions to model the perceptions and
intentions according to the model.

Figure 6.8 presents the model with the results of the interview. The results show that the
perception towards the extension is positive. We determined a positive attitude towards the
extension and the intention to use. The main drawback and barrier is the intention of the
BRIGAID partners and innovators. The model should be applied to these stakeholders as well,
to determine their intention to use as well. We find that the Project Manager of BRIGAID
intends to propose the extension to the experts and partners of the program. A positive
attitude toward using from these stakeholders leads to an intention to use and ultimately to
the actual use of the system.
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6.5 chapter conclusion
This chapter aimed to answer the fourth sub-question of this research: Where can cyber risk
management be of importance in the TIF of BRIGAID?. First, we discussed the current TIF. Three
assessment groups were identified, divided into the four categories of the current tool. The
structure of the different assessments is similar in the sense that we ask mere clear questions
and score them according to manageable equations. There are two types of questions, namely
yes/no and multiple-choice questions. The assessments have performance indicators to indi-
cate where the project potentially is lacking.

From the current tool, we identified two types of extensions. One is to add cybersecurity
as a performance indicator to the technical testing of the tool. The other is to create a sep-
arate assessment category for cybersecurity, with its performance indicators. We chose the
latter for the design of the extension. The standalone assessment tool for cybersecurity is
expected to provide a more extensive assessment of the system. The CIA characteristics are
the assessment’s performance indicators, and questions that influence these type of threats
are influencing their score. The assessment tool asks the innovators four types of questions,
namely service, data transmission, hardware, and identity and access. To validate the tool, we
used the Technology Acceptance Model to find the usefulness and ease of use of the tool, as
perceived by the Project Manager of BRIGAID. We found that the Project Manager perceives
the tool as useful and that there is an intention to use the tool. However, the partners and
innovators of BRIGAID need to have the same perception of usefulness and intention to use
for the extension to be implemented.

The next chapter concludes this thesis. The research questions are presented once again and
answered according to the findings of this study. We present recommendations for the use
and possible improvements to the extension of the TIF.
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This chapter concludes the thesis. The main research question is revisited and answered in a
stepwise approach by answering the sub-questions in Section 7.1. After presenting the main
conclusions, we continue with a critical reflection by summarizing the research and placing
our findings in the intended context of innovation, both in climate disaster resilience and
beyond (Section 7.2). We discuss the limitations of this study. The relevance to policymakers,
innovators, and the scientific field are discussed, as well as the alignment with the Engineering
and Policy Analysis Master’s curriculum. Finally, we leave the reader with the contributions
of this study and recommendations for innovators and academic research (Section 7.3).

7.1 conclusions
The objective of this study is to assess the relevancy of cybersecurity in BRIGAIDs Test and
Implementation Framework (TIF) and to develop an extension to the TIF in which cybersecu-
rity threats can be identified and mitigated effectively. We focus specifically on innovations
for climate disaster resilience, as featured in the BRIGAID program. We posed the following
main research question:

How can cybersecurity threats be effectively identified and mitigated to minimize the risk
of cyber attacks on innovation projects for climate disaster resilience?

To answer this question, we posed five sub research questions, each aimed at one part of the
research. Here, we will present each sub-question with the findings on the question from this
study. These conclusions lead us to the main conclusion of this study, where we answer the
main research question.

What type of cyber components can be distinguished when assessing risks in innovation
projects?
The answer to this question follows from the literature review, expert interviews, and the
results from the survey in Chapter 2. We first assessed related fields of study, such as the
Internet of Things, SCADA, and smart technologies. From the results, we formed a frame-
work with four elements of innovation projects. The freedom of innovation was found to be
essential and unique to innovation. The freedom to work in a system and improve it is a
crucial trade-off with the security of that system. The human factor and human interactions
merged in the roles and responsibilities element. The cyber part of innovation is covered by
the information architecture element, while the physical security element houses the physical
side of the system.

Within those last two elements, we identified the space for cyber components. Cyber compo-
nents are parts of the cyber-physical system of innovation projects, and we categorized them
into five elements, namely components of data collection, communication, data processing,
and control, and physical components. Through expert validation data, we found the cate-
gorization to be subjective and not leading when assessing key cyber components. After the
survey data, we compiled a list with key cyber components, with components in differing
categories from the initial list (see Figure 7.1). The data from the interviews also showed the
different perspectives in which we assess the cybersecurity of systems. We initially used a
physical perspective when assessing the cyber components. Following the SecRAM method-
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Figure 7.1: The identified key cyber components

ology, we changed to a technical perspective, focusing more on the functioning components
and assessing these according to the confidentiality, integrity, and availability categorization.

What innovation projects within the BRIGAID project can provide the broadest variety of
cyber components?
The answer to this question follows from Chapter 3. We used the identified key cyber com-
ponents and the data from BRIGAID to identify two representative cases. From the survey
data, we divided the innovation projects based on the perceived importance of cybersecurity
and satisfaction with current cybersecurity efforts. We sought a project with high perceived
importance for cybersecurity, and one with much satisfaction with ongoing efforts. Systems of
potential cases should include the majority of the key cyber components and address different
climate disasters. We found GM4W as a much-satisfied project with current cybersecurity ef-
forts, while we found QoAir as the project with a high perceived importance of cybersecurity.
GM4W covered nine of the key cyber components. This project uses GNSS sensors to pre-
dict heavy precipitation on a local scale. The system uses a centralized data distribution and
storage concept. QoAir covered ten of the key cyber components. The project of QoAir uses
blockchain technology to measure urban heat islands more effectively than current weather
measuring sensors. The transmission of data through blockchain provides a decentralized
distribution. The differences in the structure of the systems provide us with a wide variety of
components and processes.

What type of cyber risk assessment methods are applicable to risk assessment of innovation
projects?
The answer to this question follows from Chapter 4. We performed a literature review to
find a suitable method for this research. The search is performed across the field of innova-
tion and recent technology, similarly to the analysis in which we compiled the list of cyber
components. Other fields of study, such as IoT, SCADA, and smart technology, showed more
available methods. We established three selection criteria to narrow down the list of methods
for risk assessment. First, we chose between quantitative and qualitative assessment methods.
Qualitative methods use a subjective classification of the level of risk in a system. Quantitative
methods measure risks with numerical data and often are probabilistic of nature. While the
objective data of quantitative methods is preferred, the downside of these methods is the need
for empirical data. We conclude that in the case of innovation projects with limited data avail-
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able, we qualitatively assess the risks. The second criterion is the classification of assessment
methods from Cherdantseva et al. (2016). The need for a complete risk assessment, including
all steps, and the lack of need for a high level of detail leads us to guideline methodologies.
The last criterion is the applicability of the method. A feature of this research is the projects
subject to it. The wide variety of projects we could use in the assessment made it necessary
for the method to apply to different project’s needs.

The literature review and selection based on the criteria led us to the SecRAM methodology.
The methodology uses the ISO 27005 standard for information security risk management as
a base. The method is used in different fields of study and was deemed as applicable to
a variety of cases, while still delivering a complete assessment of the innovation system’s
risks. We categorized the risks according to the CIA principles (confidentiality, integrity, and
availability), and the assessment applies to the wide variety of systems that we found when
assessing innovations. The qualitative, stepwise approach leads us from context establishment
to risk management strategies.

Where can cyber risk management be of importance in the TIF of BRIGAID?
The answer to this question follows from Chapter 5 and Chapter 6. The results of the survey
showed a difference in the impact of risks and the innovators’ perception of the importance
of cybersecurity. Within the TIF , we found two options for a cybersecurity extension. First,
we had the option to add a cybersecurity performance indicator to the technical readiness
assessment of the tool. Questions already available in this section are usable to the scoring
system of cybersecurity without affecting the autonomy of the technical testing section. This
option, however, would impact the size of the section and limit the cybersecurity assessment
to a single performance indicator. The second option is a new assessment section for cyber-
security. By designing the new sheet as a standalone assessment, we maintain the structure
of the tool. The cybersecurity can be designed in more detail and be assessed according to
several performance indicators, leading to a more detailed assessment and advice.

We found the option of a new section for cybersecurity to be the preferred option. We de-
signed the cybersecurity assessment in more detail, and we based the cybersecurity score on
three performance indicators, namely confidentiality, integrity, and availability. Each of the
indicators is scored based on a set of questions specifically aimed at the indicator. The main
takeaway of this sub-question is that we validated the perceived usefulness of the extension
with an application of the Technology Acceptance Model by interviewing the Project Manager
of BRIGAID. He found the extension to be a thorough assessment which confronts innovators
to new insights of their system. We conclude that the tool aligns with the rest of the TIF. How-
ever, we need the perception and intention of the partners of BRIGAID to be positive as well
for the implementation of the cybersecurity extension.

Figure 7.2: The proposed cybersecurity extension of BRIGAIDs TIF tool

What recommendations can be made based on the risk assessment of innovation projects for
climate disaster resilience?
The answer to this question follows from Chapter 5. The cross-case synthesis compared the



76 conclusion

threats to the GM4W and QoAir systems. We distinguished three types of threats from this
comparison, namely hardware-related, software-related, and human-related threats. The key
component of accessible hardware indicates whether a system has components that are prone
to hardware-related threats, of which we found hardware failure and theft to be high-risk
threats. The software-related threats involve more knowledge on the type of system that we
assess. The two cases in this study had the same software-related components in terms of con-
trol and data processing and collecting components. The main difference between the two was
the centralized data storage versus the decentralized data storage with the blockchain technol-
ogy of QoAir. Security issues concerning data encryption, malicious attacks, and malware are
addressed with blockchain, even though the software is still prone to failure. The GM4W had
human-related threats to the system. Having staff with access to the system makes the project
prone to human errors and insider attacks. By addressing each of the three categories, we can
assess the risk to the system in a structured manner.

We compared the risk treatment controls as well. Creating a robust network and having
backup protocols are controls identified in both assessments and general good practices for
risk treatment. We found software and hardware failure in both cases as high-risk threats.
The failure of key components can be mitigated with the aforementioned robust network and
backup protocols. We divide human-related threats into the staff of system and outsiders. Staff
training addresses the human error threat, while identity and access control mitigate theft and
insider attacks. The identity and access control grants access to parts of the system, while
also checking the history of who accessed the system. Software-related threats can have more
specific mitigation controls, such as data encryption to secure data transferring and integrity
monitoring, to ensure the validity of data.

The main research question
In conclusion, we circle back to the main research question we presented at the start of this
section. We fount ound that the identified key cyber components for innovation projects
benefit the identification and mitigation of cyber threats. When assessing an innovation, the
cyber components serve as a starting point of the assessment. We used SecRAM as the risk
assessment method in this study and aimed to test whether the method applies to the risk
assessment of innovation projects. We conclude that the SecRAM method serves its purpose
and applies to the innovation projects in the context of this study. The risk assessments applied
to different cases with contrasting structures and enabled us to identify and mitigate cyber
threats effectively.

The cases in this study revealed numerous potential threats for innovation projects in cli-
mate disaster resilience. We categorize the threats to hardware-, software-, and human-related
threats. We found mitigation controls for each category, and in general terms as well. Creat-
ing a robust network and having backup protocols are controls identified in both assessments
and general good practices for risk treatment. These mitigation controls apply to most of the
identified risks for innovation projects.
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7.2 reflection

7.2.1 Research Limitations

We used a mix of methods to gather data in this study. A combination of quantitative and
qualitative methods was used to gather and analyze data in different parts of the study. The
use of both quantitative and qualitative methods come with various assumption and limita-
tions. Combining the results of these methods should address the assumptions and limitation
of these methods as well. The validity of results is a concern in some of the methods and
discussed per method in this section.

The study used cases from the BRIGAID program. The program’s portfolio contains a wide
range of climate disaster resilience projects, varying in subject, hazards covered, type of inno-
vation, and project size. Despite the variety of the portfolio, the projects were chosen based on
their common goal of climate disaster resilience. Other types of innovations not covered in this
study could show other results, such as other key cyber components. The conclusions of this
study, especially the generalized conclusions made for innovation projects, come with the un-
derstanding and remark that these conclusions are made based on a select type of innovation
project.

This limitation also affects the survey results. The sample came from a finite population,
namely the innovation projects affiliated with the BRIGAID program. The limited number of
responses increases the margin of error of the sample size. When interpreting the results, we
must keep this margin of error in mind.

The SecRAM risk assessment uses qualitative data for the assessment of the cases. We aimed
for a qualitative risk assessment due to the lack of data, especially in the case of innovation
projects. This lack of data would have complicated the practicality of the study. The qualitative
risk assessment comes with the notion that the risk estimations are mostly subjective of nature.
This subjectivity is a concern for the validity of the assessment. Expert knowledge improves
the validity of the assessment. This was not achieved in this study due to time constraint.

7.2.2 Societal Relevance

The increasing use of the cyberspace and connectivity of society has raised numerous con-
cerns about our safety, security, and privacy. The proposed extension of the TIF tool benefits
the innovation projects in preparing their systems for a safe and secured market introduction.
Successful, local practices become common practices and can benefit innovations globally. This
benefit helps not only the innovators but also the users of these innovations. Additionally, the
data that innovations hold or use in their processes are more secured as well. The security
of our data and privacy will become more important in our developing (cyber) society, and
this study’s results should benefit the protection of the data and privacy of society with the
effective identification and mitigation of cyber threats as presented in this study. By assessing
the systems of innovation projects in climate disaster resilience according to the proposed tool,
we can prepare the innovators by confronting them to new insights in their systems and ex-
posing areas of concern according to the confidentiality, integrity, and availability performance
indicators.

7.2.3 Scientific Relevance

This study focused on innovation projects in climate adaptation and disaster resilience, as these
are the innovation within the BRIGAID program. The self-assessment tool of BRIGAID serves
the innovators in producing a more efficient development of their projects by using scientific
proofed assessment methods. This study aimed to add a cybersecurity assessment to the TIF
tool. We addressed the found knowledge gaps in cybersecurity of how to manage the changing
risks to a system with the compilation of a cyber component list and assessment methodology.
Where assessment methodologies in other fields of study are dependent on data or assess
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aspects of a system irrelevant to innovation projects, we designed a cybersecurity assessment
covering the key components of an innovation project’s system. The risk assessment showed
its applicability to systems with different structures, in this study’s case, a centralized cloud
environment, and a decentralized blockchain system. The small sample size and the lack of
involvement of the innovators in the later stages of the assessment are limitations to the study.
Nonetheless, the results showed an effective approach for the assessment of cyber-physical
systems. This approach could be used as a practical road map for assessing cyber risks. The
compiled list of cyber components served well in the conceptualization of systems in this
study. More specific, the list identifies supporting assets of a cyber-physical system effectively
and could serve future research involving a cyber risk assessment.

7.2.4 EPA Curriculum Alignment

This research aligns with the Engineering and Policy Analysis curriculum and requirements
for the Master thesis. The current increasing frequency and severity of climate disasters urge
innovators to come up with solutions to keep our society safe. Solutions from the covered in-
novation projects are not solely relevant for a single part of society, as most of the innovations
can be applicable on a global scale. Both climate change and cybersecurity are grand chal-
lenges we face as a society. This research focuses on cybersecurity of innovations for climate
disaster resilience because of the projects that affiliate with the BRIGAID program. However,
the conclusions of this research are aimed at innovation projects on a larger scale, making
cybersecurity the main grand challenge of this research. The conclusions should benefit inno-
vators in generating more knowledge on the cybersecurity of their projects and support their
decision making when risks need treatment.

7.3 recommendations

7.3.1 Contribution of the Study

This study aimed for an effective way to identify and mitigate cyber threats. The study used
a mix of methods to derive data from both quantitative and qualitative methods. We iden-
tified key cyber components of innovation projects from literature, interviews, and a survey
to conceptualize the system of a project and identify cyber threats effectively. The cases for
this study came from the BRIGAID program and gave a variety of innovation projects in cli-
mate disaster resilience. The risk assessments, according to the SecRAM method, provided us
with an effective method for the identification and mitigation of cyber threats that are gener-
ally applicable. The study categorized threats in three groups, dividing software-, hardware-,
and human-related threats, with treatment controls for each category. From the results, we
designed a cybersecurity assessment tool that serves as an extension to the TIF assessment
tool of BRIGAID. Innovators can self-assess their projects with the extension to identify cyber
threats and assess their projects from a system-oriented, technical perspective.

7.3.2 Recommendations for BRIGAID

The TIF cybersecurity extension from this study is verified and validated to be of use in the
current state. The extension follows the same structure as the rest of the tool and works as
a standalone assessment. We recommend BRIGAIDs experts to critically reflect on the tool
and determine whether the extension improves the overall tool enough to be implemented.
For the validation, we use the Technology Acceptance Model (TAM) for the implementation
of the proposed cybersecurity extension. The TAM aims to measure the usefulness and ease
of use as perceived by the intended users. The model gives an indication of the intention to
use and eventual usage of the new technology. In this study, we applied to the model to the
perceptions of BRIGAIDs Project Manager. We recommend applying this validation model
to a sample of innovators and partners of BRIGAID to determine their perceptions on the
extension of the tool. Both the expert validation and intention to use the model help indicate
whether the extension is worth implementing.
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7.3.3 Recommendations for Innovators

We recommend innovators to self-assess their systems with the proposed tool extension. The
tool benefits innovators in different stages of development. Addressing issues with the system
early in the development cycle benefits the project by exposing threats right away and limiting
the number of unaddressed risks later on in the cycle. We found the perceived importance
of cybersecurity among the responding innovators to our survey to be relatively low. Some
cyber threats are more obvious than others, and the likelihood and impact of the threats can
be misjudged. Again, addressing these threats early on reduces the chance of surprises during
the later stages of development or even after deployment. The assessment differs from the rest
of the TIF tool in the perspective that we used. The current tool forces innovators to assess
the project focused on the implication to the environment and the climate disaster that they
address. The extension forces innovators to assess its project systematically. This different
perspective conceptualizes the data flows and infrastructure within the system and can bring
new insights to the innovation.

7.3.4 Recommendations for Future Research

The tools used in this study vary per method. For the web scraping of the Climate Innovation
Window, we used a web tool in combination with a Python script to clean up and visualize the
data. On the other hand, we used R to clean up and visualize the data from the survey. We
chose R as the preferred option for data analysis and visualization. However, we used Python
because of its potential improvements for the web scraping method. We now manually initiate
the web scraping process and load the data in the Python script. Future studies can improve
upon this method by having Python begin the web scraping process. Python has packages
that can scrape data off the web, but also initiate online tools to do so. The next step in
improvement is the storage of the data and updates to that storage. The connection between
Python and MySQL serves as an excellent option to create a database and maintain it with
periodical updates of the database.

Section 7.2.3 addressed the applicability of the risk assessment used in this study as the main
takeaway from this study. Marotta et al. (2013) concluded that the applicability of SecRAM
should be tested in other fields of study, and we conclude that the method is applicable to
assessing innovation projects as well. We base this conclusion on a small sample size, and
future research should expand upon the range of projects assessed following the SecRAM
method. Involving the innovators and experts in the data-gathering phase, as we did in
this study is recommended. However, the innovators’ involvement could be extended to the
assessment phase as well. This involvement is not addressed in this study but should be
considered for future research.

Finally, we address the methodology in this study. We used a mix of both quantitative and
qualitative methods. The use of numerous methods had the benefit of providing different
results that apply to different parts of the study. For example, we used a literature review,
expert interviews, and a survey among innovators to compile the list of key cyber components.
Each method provided us with information from different perspectives. However, we found
the use of a mix of methods to be challenging, especially when structuring the found data
and scientifically using that data. Each method comes with its assumptions and limitations,
and by drawing conclusions from different sources, we should address the combination of
assumptions and limitations as well to ensure the validity of our conclusions.
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A I N T E R V I E W P R O C E D U R E

a.1 procedure
I want to start by thanking you for your time and effort with participating in this interview.
With your consent, the interview will be recorded to prevent disruptions in the conversation as
much as possible. Interview results will be presented in the thesis, I will personally send each
interviewee a digital copy, if defended successfully. The expected duration of the interview is
approximately 30 minutes.

I am currently working on my master’s thesis, which is a study on how to assess cybersecu-
rity specifically for innovation projects. The cybersecurity of innovation projects has unique
components which I have tried to identify through a literature review. This resulted in a list
of cyber components, which I want to validate through interviews with experts in the field
of innovation projects or relatable fields of study. I am interested in your approach to the
cybersecurity of your system(s) and what elements, vectors, or components you see as crucial
when assessing (cyber)risks. On the page below you will find the list of components I have
identified through the literature review.

a.2 questions
1. How do you describe your role in your company?

2. How would you describe your company’s cybersecurity efforts?

3. Do you believe that innovation projects are unique when assessing cybersecurity?

4. What are your most important Lessons Learned when assessing cybersecurity of innova-
tion projects?

5. What do you consider to be the most important knowledge gap of cybersecurity of
innovation projects?

6. In the proposed list of cyber components, five categories are defined.

a) In your view, do these five categories cover the important components of a system?

b) What adjustments would you make to these categories?

c) What do you consider to be the most important category?

7. Most innovation projects consist of a cyber-physical system. Is the physical element a
vital part of the cybersecurity of your system?

8. Can you name three key components of cybersecurity?

9. Do you believe that the key components are different when focusing on innovation
projects specifically?

10. Are there any specific components (/elements/assets) that, in Your view, are key to the
cybersecurity of innovation projects and missing or not covered properly on this list?
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a.3 cyber component list

Cyber Components of Innovation Projects

Data collection - Components that collect data in the physical world

• Real-time data (e.g., Meteorological sensor, Real-time Business Intelligence)

• Smart meters (e.g., Electricity/Gas/Water meter, Load Control)

• Cameras (e.g., Closed-circuit television)

• Other types of sensors, namely:

• Other data collecting component(s) not on the list, namely:

Communication - Components which enable communication between components in a system
or between separate systems

• Communication through landline, power grid line

• Communication through mobile line (GSM, 3G, 4G)

• Communication through satellite (GPS)

• Human Machine Interface (e.g., Automated assistance, Equipment/Machinery Monitor-
ing, Electronic Display)

• Other communication component(s) not on the list, namely:

Data processing - Components that either store collected data or perform some type of action
based on data collecting components

• Autonomous decision-making (e.g., Decision-making algorithms, Machine learning)

• Other actuators, namely:

• Data processing/analysis tools (e.g., spreadsheet, data visualization, raw data)

• Cloud technologies

• Offline data storage

• User Interface (e.g., Operating system, programming environment)

• Other data processing component(s) not on the list, namely:

Control - Components that control the physical components of a system and monitor perfor-
mances

• Servers

• Firewalls

• Anti-viruses

• Feeder protection relays

• Malfunction Management Units

• Other control component(s) not on the list, namely:
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Physical - Components that are placed in or part of the physical world

• Accessible hardware (for insiders only) (e.g., in-office servers, hardcopy data, on-site
setups)

• Accessible hardware (for outsiders) (e.g., equipment physically accessible for outside
attackers/intruders, off-site setups)

• Network access points / Points of entry

• (Ecological) Environment that can affect hardware (e.g., equipment prone to erosion/wear
tear/extreme weather)

• Other physical component(s) not on the list, namely:

a.4 interview data
We use a word table to structure the qualitative data from the interviews (see Table A.1). It is
a form of coding for the gathered data from the interviews to ensure the replicability of the
research. We distinguish the main concepts as the primary level words. We structure these
main concepts with underlying concepts, which we present as secondary level concepts. Cer-
tain secondary level concepts have underlying concepts themselves, creating a final, tertiary
level of ideas from the interview results. Table A.1 has a fourth column, which provides a
brief explanation of the concept.

Table A.1: Three-level word table as a presentation of concepts from the interviews

Level
Primary Secondary Tertiary Theme

Cybersecurity From what perspective do you look at cyber-
security

Technical Technical perspective focuses on the separate
components of a system, and what connec-
tion to the system are possible

Process The process perspective focuses on the main
communication line, and from there explain
the system

Policy Policy’s perspective is focusing on the gover-
nance of the system, seems lacking in innova-
tion

Personal
data

Personal data is valuable and needs protec-
tion, which is monitored by law

Physical This perspective looks at components as
physical, tangible products, such as ma-
chines

Data Flow This perspective focuses on data traffic,
where is data coming from and going to

Security
Concepts

The security concepts of information security

Confidentiality Are the information and services disclosed to
serve only authorized entities

Continued on next page
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Table A.1 – continued from previous page
Primary Secondary Tertiary Theme

Integrity Are the information and services provided
accurate and complete

Availability Are the information and services available at
all times, or when demanded

System How can we define and frame a system, dif-
ferent components can be identified

People People play a role when entering the sys-
tem,affecting its process

Identity Who is entering the system

Authorization What can you do in the system

Authentication What do you know, what information affect-
ing the system do you have

Accountability What are your roles and responsibilities in
the system

Components Individual components can be distinguished
in a system

Incoming What is the input for a component does it
require information or services

CommunicationHow is the component communicating with
other parts of the system

Outgoing What information about services is provided
by the component

Location Where is the component placed, is it accessi-
ble

Infrastructure The infrastructure of the system can be both
physical as cyber

Middleware Software that connects hardware to
databases or the main operating system

Software Data or instructions for components to oper-
ate

Components Physical assets of the infrastructure, using
middleware and software in their processes

Hardening Concept of eliminating all information and
services that are not needed or can be re-
duced

Communication Communication between components en-
sures the exchange of information and ser-
vices

Ports Ports are entrances to the communication
lines of a system, often protected by a fire-
wall

Servers Servers are the entities that are sending and
receiving information through the communi-
cation line

Continued on next page
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Table A.1 – continued from previous page
Primary Secondary Tertiary Theme

Encryption Encryption takes data an puts a protective
layer on or creates a protected communica-
tion line for data to travel over

Protocols Protocols are layers used to communicate
over the internet

Internet The internet is a communication line, which
has numerous layers to describe the commu-
nication

Access point Physical points of entry of the system, such
as a router for internet communication

Encryption Encrypting data can be done in several ways,
different parts of a system need encryption

Data Data, like an e-mail or instant messages, can
be encrypted by encoding them before send-
ing

Communication
line

Data can be sent through an encryption tun-
nel, protecting it from outsiders’ eyes

Database Storages of data can be accessed through
communication, and need protection after
data is unpacked and stored

Passwords Passwords grant access to a system, encrypt-
ing passwords storages and communication
increases the security

Security Security of a system can be approached in
different ways, themes of system security are
defined

Framework A framework for security is a standard, each
new system or project can be assessed by the
same framework

Experience Experience is identified as a critical factor, as
experience in the field provides tacit knowl-
edge like situation recognition

Resources Funding and man power are needed re-
sources to ensure the safety of a system

Rules & reg-
ulation

With data comes privacy and protective mea-
sures set by public authorities

GDPR European law for personal data protection

Information
usage

Information cannot be used without consent
of the rightful owner, protected under law

Illegal sale Information, like personal data and system
vulnerabilities, are valuable and sold on the
black market

Governance Systems are controlled by an overarching
governing authority

Continued on next page
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Table A.1 – continued from previous page
Primary Secondary Tertiary Theme

Risk Ap-
petite

How much risk are you willing to accept

Impact The impact of a risk, if it would occur

Likelihood the likelihood of a risk to occur

Incident
manage-
ment

How to manage risks that are occurring

ITIL Processes standard for IT systems

Agile Strategy popular in businesses, focussing on
delivering products to clients as efficient as
possible

VSM Visual Security Management

Suppliers Do you know who the suppliers of your com-
ponents are, and how secure they operate

Vendor
Lock-in

Concept of using a single supplier for all
your needs, simplifies VSM

BCM Business Continuity Management

Strategy How are you ensuring the continuity of the
system and its processes

Back-up What is the plan if processes or part of the
system is inactive

Key deliver-
able

What are the most important information or
services you need to deliver to remain opera-
ble

End of the table
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b.1 climate innovation window
This appendix discusses the database creation of the innovation projects in greater detail than
it is in Section 3.1.3. The establishment of the database on the innovation projects is focused on
the Climate Innovation Window as created by BRIGAID. The window is a web-based collection
of all the innovation projects on climate disaster resilience which are in some way associated
with the BRIGAID program. The website allows users to log in and communicate directly with
innovators, while all the necessary information is available. Each innovation has a unique page
where all available information on the project is provided, including public documents and a
direct link to the innovator’s website.

We structure the appendix in the same order as the database creation process Figure B.1. First,
we mined the web content from the Climate Innovation Window with a web scraping tool.
Second, we cleaned the data and structured the results into a database, with visualizations of
the descriptive data in Python. Lastly, we present the database.

Figure B.1: The process of the database creation

b.2 web scraping
The first step in storing the data from the /acciw is web scraping the data off of the website.
Web scraping is a collection of methods and techniques that serve as automatic data gatherers.
Web scrapers are particularly useful to structure data from the web into a database (Vargiu and
Urru, 2013). We use the web scraping technique for web content mining. Web content mining
differs from text mining in the sense that text mining involves unstructured text, whereas web
content provides (semi-)structured text (Bharanipriya and Prasad, 2011). The CIW provides
structured web content, i.e. we structure the content on the innovation pages in specific text
categories. Figure B.2 shows the categories of texts that we identified and extracted from the
innovations’ web pages to store in our database.

The web scraping process starts at the homepage of the CIW. This page is the site map which
is the root of the scraping process. All actions initiate from this root. If a new sequence starts,
the tool must start from this site map onwards. From the homepage, the scraping tool looks
for innovation-links. These are predetermined links to the unique innovation pages. Since
the homepage doesn’t load all of the innovation links at once, we order the tool to open all
pages. We manually inspected the site and found thirteen pages of innovation page links. On
these innovation pages, the scraping tool has predetermined selectors. Each type of data that

97



98 climate innovation window database

Figure B.2: Web scraping selector steps

the tool finds on the page has a selector. The CIW is structured, so each kind of information
locates in the same place on all innovation pages.

After structuring the scraping selector process, we initialize the tool, and it scrapes data to a
CSV-file. The data within this file is cleaned and visualized in the next step.

b.3 python script
We load the web scraped data into the python environment. We provide Python with the
data, and the script should clean this data, visualize the descriptive data, and export the
newly created databases. Algorithm B.1 the pseudo-code snippet of the data cleanup. We list
the used packages before initializing the data cleanup. The process starts with the CSV-file
containing the web content. The data is retrieved and structured in a pandas data frame. The
column headers, originally the name of the selector from the web scraping tool, are renamed
for clarity. The code mines TRL categories as a string, such as ”TRL 3”. To create an integer
column, the ”TRL ” (including space) is removed from the values, leaving solely the number
which represents the level. Now we have an integer value. Now the data frame is clear, we can
distinguish the data tables that we desire. We form four data frames by assigning the specific
columns from the original data frame to each of the new data frames.

Lastly, we create the database, which is an Excel-file, with four sheets. Each of them contains
a data table that holds a different type of data. The first one will provide the data that we use
in this study, which includes the TRL, Hazard, and Topics, and the innovation’s name as the
index. The second data table contains general information of the innovation, including a brief
description of the innovation and the innovator behind it. The third data table focuses on the
progress of the innovation, again the TRL is included, and presents the status with BRIGAID’s
involvement. Lastly, there is sales data, with the provided information on the innovation,
including the added value and limitations of the project. The data frame presents purchase
and rental prices as provided. Table B.1 shows the full breakdown of the data tables.

The second part of the Python code visualizes the descriptive statistics for the TRL, Hazard
categories, and Topic categories. Algorithm B.2 shows the pseudo-code for this visualization.
The packages pandas, numpy, and mathplotlib are again used, as both Algorithm B.1 and
Algorithm B.2 are snippets from one python file. For the TRL we made a bar chart Figure B.3.
For the Hazard and Topic categories, both a horizontal bar chart (respectively Figure B.4 and
Figure B.6) and a pie chart (respectively Figure B.5 and Figure B.7) are formed to visualize the
results.
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Algorithm B.1: Pseudo code of the python data cleanup and database export

1 Load in packages; pandas, numpy, mathplotlib;

2 Load in the database;
3 data = climate-innovation-window.csv
4 df = dataframe of data with columns ’hazard’,’topic1’,’topic2’,

’topic3’,’description’,’developer’,’summary’,’trl’,’status’,
’execution’,’how-does-it-work’,’limitations-conditions’,
’added-value’,’purchase-price’,’rental-price’ included

5 Renaming the column headers for clarity

6 TRL Level is expressed as an integer instead of a float;

7 Databases are created for different purposes;
8 df1 is input data for the study on representative projects
9 df2 is a database for general information on the projects

10 df3 contains information focusing on the progress of the projects
11 df4 is a database with information for end sale purposes

12 while write in excel file do
13 df1 as sheet ’Study data’
14 df2 as sheet ’General info’
15 df3 as sheet ’Project progress’
16 df4 as sheet ’Sale info’
17 end

Table B.1: Categories covered per data table
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Algorithm B.2: Pseudo code of the python data visualization

1 visualizatuion of the TRL;
2 trl list = column ’TRL’ of df as a list
3 trl plot = plot for the ’TRL’ colums
4 histogram plot of trl list
5 Save plot as png file

6 visualizatuion of the Hazards;
7 hazards count = pivot table of the count value of the ’Hazards’ column in df
8 hazards = dataframe of pivot table ’hazard count’

9 horizontal bar chart plot of ’hazards’
10 Save plot as png file

11 pie chart plot of ’hazards’
12 Save plot as png file

13 visualizatuion of the Topics;
14 topic1 count = pivot table of the count value of the ’Topic (1)’ column in df
15 topic1 = dataframe of pivot table ’topic1 count’
16 topic2 count = pivot table of the count value of the ’Topic (2)’ column in df
17 topic2 = dataframe of pivot table ’topic2 count’
18 topic3 count = pivot table of the count value of the ’Topic (3)’ column in df
19 topic3 = dataframe of pivot table ’topic3 count’
20 topic = concatenate topic1,topic2,topic3 in one dataframe
21 fill all n/a values as 0

22 make all columns integer types
23 topic[’Count’] = topic[’Count (1)’] + topic[’Count (2)’] + topic[’Count (3)’]
24 make ’Count’ contain integer values horizontal bar chart plot of ’topic’

25 Save plot as png file

26 pie chart plot of ’topic’
27 Save plot as png file

Figure B.3: Number of innovations per TRL category
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Figure B.4: Number of innovations per hazard
type

Figure B.5: Proportion of innovations per haz-
ard

Figure B.6: Number of innovations per topic
category Figure B.7: Proportion of innovations per topic
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C I N N O VATO R S U R V E Y

This appendix presents the survey of cyber components among innovation projects in its en-
tirety. We report the questions, as shown in the online survey. After the survey questions, we
present the results from the survey among the innovators. The results include the code table,
which shows the translation from survey questions to numerical values. Lastly, we present the
pseudo-code for the data analysis in R.

c.1 introduction
Cyber Components

The goal of this survey is to acquire insight into the cyber components that are specifically
applicable to innovation projects when assessing cybersecurity. We define cyber components
as specific parts of a system that perform a single action within that system and its cyberspace.
The projects within the BRIGAID portfolio are used to validate the current list and add new
components that were not identified in the literature review phase. The results will solely be
used for this study. Your answers and the results will not be shared outside the research group
of BRIGAID and Delft University of Technology.

I want to thank you beforehand with the time and effort you put into this survey.

Question 1 What is the name of your innovation project?

Question 2 If your project was missing on the list, please provide the name below

Question 3 How important is cybersecurity for your innovation project?

Question 4 How satisfied are you with the current efforts concerning the cybersecurity of your innova-
tion project?

c.2 cyber component categories
The next set of questions concern the cyber components of your project’s system. We have
defined a set of cyber components and categorized these based on our literature review. Per
category, we will provide you with a list of components. We ask you to select the components
which are relevant to your project’s system. Lastly, we will ask you to provide us with new
components, if there is any component you feel that are relevant to that category and to the
cybersecurity of your system.

The categories of components are:

1. Communication: Components which enable communication between parts of a system
or between separate systems.

2. Control: Components that control the physical elements of a system and monitor perfor-
mances

3. Data collection: Components that collect data through physical objects
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4. Data processing: Components that either store collected data or perform some type of
action based on data collecting components

5. Physical: Components that are placed in or part of the physical world

Question 5 Given the categories of cyber components from above, are there any type of components
that are missing on this list? If so, please state the missing category and briefly describe the category of
cyber components.

c.3 cyber components
Each category has a set of components. You are asked to check the components which are
present in your project’s system, Each question also has the option to add components, which
you think are missing and relevant to that category.

Question 6 My project’s system has the following communication components:

Question 7 My project’s system has the following control components:

Question 8 My project’s system has the following data collecting components:

Question 9 My project’s system has the following data processing components:

Question 10 My project’s system has the following physical components:

Question 11 In your opinion, how would you rank the categories, given the components in that category,
going from most important to least important to the cybersecurity of your project?
(Communication, Control, Data collection, Data processing, Physical components)

Question 12 Do you have any remarks or recommendations on the cyber components in this survey or
any relevant lessons learned from your cybersecurity efforts?

Question 13 Lastly, if you are interested in discussing your cybersecurity efforts in greater detail,
please provide your contact details below (e.g., name, phone number, e-mail). Again, this will not be
shared outside this research.

c.4 survey results
The previous section showed the survey as we presented it to the innovators. We code the
responses to the questions into numerical values to analyze the results. Table C.1 presents the
code table of this survey. Algorithm C.1 presents the pseudo code of the R script that we use
to clean and visualize the data. Note that for the thesis, we manually edited the figures to
keep the figures and tables in line with the rest of the report.

We assess the number of projects that responded to the survey. We divide the responses into
the type of hazard covered by the project (Figure C.1) and the topics of the projects (Figure C.2).
We find a significant number of projects covering drought as a hazard in the response pool.
From the database of the complete pool of innovation projects, drought was the second most
frequent covered hazard, behind multi-hazard projects. The multi-hazard projects are on a
shared second place with the heavy precipitation projects in our response pool. Note that the
total number of topics is greater than the number of hazards covered because projects can
have multiple topics. Agriculture is the most occurring topic in the response pool, followed by
’Disasters and ICT’ and ’Urban Areas’. These three topics stand out from other topics in terms
of occurrence. In the general pool of projects, these topic are also among the most reported
innovation topics.

We have measured the composition of the innovation projects’ systems according to the com-
piled list of cyber components. Respondents were asked to select the components which are
present in their system. We gave the respondents the freedom to add categories and com-
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ponents which they deem important in their system. Table C.3 presents the components as
proposed by the respondents. We assess the proposed components, and decide whether we
adopt the component to the list, merge several entries into one component or add an entry
to an existing component. The classification column in Table C.3 shows how the entries of
respondents are classified. ’Internet’ and ’GPRS’ are both communication lines, and make use
of the mobile line we represented with the ’communication through mobile line’ component.
GPS data and GIS are different systems that we did not include in the proposed cyber com-
ponents list. Therefore, we add these as new components. We do the same for ’mechanical
components’, which differ from the hardware components we present in the list by the spe-
cific function they have. We can see the ’drones’ component as a data collecting smart sensor.
However, within innovation projects and the technical developments, drones can become more
than ”regular” smart meter and have multiple features that make them unique as a compo-
nent. Therefore, we added ’drones’ as a new component, as well. The final new component
we added from the respondents’ entries is ’manually entered data’. A total of four innovation
projects added some manual data gathering as another component, which is a relatively high
count for such a small sample size. Lastly, one innovator added ’just a simple data structure’
as another component. We see this resembling a data storage structure and assume by the
term ”simple” that this is an offline data storage, which is already a component in the cyber
component list.

We present the most occurring components in Table C.2. While we conclude that the categories
are not of the main importance, we present the number of occurring components per category
(see Figure C.4). The most occurring component is the data processing/analysis tool. Most
projects use some data processing tool. The survey did not ask in detail what this tool entails.
The second component in terms of occurrence is ’Human-Machine Interface’. This communi-
cation component occurs in the same number of projects as ’Servers’ and ’Accessible hardware
(for insiders)’. To identify key cyber components, we assess the most occurring components
of projects of innovators who perceive the importance of cybersecurity either as moderately
high or extremely high (see Table C.4). This filter presents components which occur in systems
where the cybersecurity of that system is highly rated. We do the same for projects with (very)
satisfied innovators concerning the current cybersecurity efforts (Table C.5).

The perception of the innovators on the importance of cybersecurity and their satisfaction with
the cybersecurity efforts in their project are involved in determining the cases for this study.
We present the response to these questions in Figures C.5 and C.6. Figure C.3 compares the re-
sults from the two ratings. No dissatisfaction with the current cybersecurity efforts is reported.
At the same time, we see a satisfaction increase with the increase in the perceived importance
of cybersecurity. The innovators’ valuation of importance for the cyber component categories
is also surveyed (see Figure C.7). The data collection category is perceived as most important,
followed by both the control and data processing categories. The average importance score for
communication is just below these categories, whereas the physical components follow with
a significantly lower perceived importance from the innovators. We also compared the impor-
tance of the categories divided by the cybersecurity importance (Figure C.8) and satisfaction
with cybersecurity efforts (Figure C.9 answer options.
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Table C.1: Code table of the survey

Question Description Variable Code

1 Name of Project name selection from list
2 (Name when not on BRIGAIDs List) name other open answer

3 Importance cybersecurity cybersecurity importance

0 = not applicable
1 = not at all important
...
5 = extremely important

4 Satisfaction with cybersecurity efforts cybersecurity satisfaction

0 = not applicable
1 = very dissatified
...
5 = very satisfied

5 Addition to categories other category open answer
6 Communication through landline communication landline 0 = no, 1 = yes
7 Communication through mobile line communication mobile line 0 = no, 1 = yes
8 Communication through satellite communication satellite 0 = no, 1 = yes
9 Human Machine Interface communication hmi 0 = no, 1 = yes
10 Other communication component communication other 0 = no, 1 = yes
11 (namely) communication other component open answer
12 Servers control servers 0 = no, 1 = yes
13 Firewall control firewall 0 = no, 1 = yes
14 Anti-virus control anti-virus 0 = no, 1 = yes
15 Feeder protection relays control feeder relays 0 = no, 1 = yes
16 Malfunction Management Unit control mmu 0 = no, 1 = yes
17 Other control component control other 0 = no, 1 = yes
18 (namely) control other component open answer
19 Real-time data collecting real-time data 0 = no, 1 = yes
20 Smart meters collecting smart meters 0 = no, 1 = yes
21 Cameras collecting cameras 0 = no, 1 = yes
22 Other types of sensors collecting sensors other 0 = no, 1 = yes
23 (namely) collecting sensors other component open answer
24 Other data collecting component collecting other 0 = no, 1 = yes
25 (namely) collecting other component open answer
26 Cloud technologies processing cloud technologies 0 = no, 1 = yes
27 Offline data storage processing offline storage 0 = no, 1 = yes
28 User interface processing user interface 0 = no, 1 = yes
29 Autonomous decision-making processing autonomous 0 = no, 1 = yes
30 Data processing/analysis tools processing data analysis 0 = no, 1 = yes
31 Other types of actuators processing actuators other 0 = no, 1 = yes
32 (namely) processing actuators other component open answer
33 Other data processing component processing other 0 = no, 1 = yes
34 (namely) processing other component open answer
35 Accessible hardware (insiders) physical accessible insiders 0 = no, 1 = yes
36 Accessible hardware (outsiders) physical accessible outsiders 0 = no, 1 = yes
37 Network access points / Points of entry physical access points 0 = no, 1 = yes
38 Environment physical environment 0 = no, 1 = yes
39 Other physical component physical other 0 = no, 1 = yes
40 (namely) physical other component open answer

41 Ranking importance of the categories categories ranking
most important (5)
...
least important (1)

42 Remarks, recommendation, lessons remarks open answer
43 Contact information contact open answer
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Algorithm C.1: Pseudo code of the R script

1 working directory is set to the R map in My Documents
2 load in the necessary libraries (data.table, plyr, ggplot2)
3 load in the export data from the survey. The file is formatted by SurveyGizmo
4 surveydata ¡- ”SurveyExport.csv”
5 create dataframe results from the export, exclude columns that serve no purpose in this study
6 results = subset(surveydata, select = delete unused columns
7 rename the columns, since renaming all 44 columns at once produced an error, we split the

function in four sub functions
8 setnames(results, old column names, new column names)
9 qualresults = subseto f resultscontainingthecolumnswithopenanswers

10 the qualitative data is exported to csv for further review
11 write qualresultstocsvandnameit”qualitativeresults.csv”
12 results = subset of results without the columns with open answers
13 recode the component values with 1 ( = component in project) and 0 ( = component not in

project)
14 missing values are also treated as 0 ( = component not in project)
15 recode the two questions with Likert rating scales to 1-5 scale, with 0 value for ”not applicable”
16 NOTE: This section is a manual action for cleaning wrongful data. Revise before running entire

script
17 the first response was a test run, which is deleted from the results
18 results = results without the first row
19 Some respondents checked the ’other’ components box, but gave an answer in the sense that

this component does not apply to their project. This while that component is still counted as
one for the total sum. We adjust this by manually changing these values from 1 to 0

20 results of rows 4,8,11 adjusted to 0 for other variables
21 We calculate the number of components per category
22 results total columns = sum of components within the categories
23 We now calculate the total number of components in a project
24 results totalcomponentscolumn = sumo f alltotalcolumns
25 Data from the Climate Innovation Window on the Hazard, Topics, and TRL of projects is loaded

in the script
26 webdata = dataframe with data from ”webdata.csv”
27 set names of webdata columns to lower case names
28 We merge the data from the CIW with the results from the survey
29 df = dataframe with data from results and webdata dataframe, with the name column as pivot
30 haz = dataframe that counts the hazard data
31 t1,t2,t3 = dataframe that counts the topic data
32 tt = dataframe that merges t1,t2,t3
33 Most used components
34 components = subset of results dataframe with only the component columns
35 Data from the importance of categories
36 cats = dataframe with data from ”categoryscore.csv”
37 Before visualization, we save the results dataframe as a csv file
38 write df to csv file named ”results.csv”
39 VISUALIZATION
40 install ggplot2 package
41 plot of the frequency of hazards named ”hazards.png”
42 plot of the frequency of topics named ”topics.png”
43 prepare data: group sum of components by category
44 plot of the number of components per category
45 plot of the Importance vs Satisfaction of Cybersecurity named ”importancesatis f action.png”
46 scatterplot of the importance score on x-axis and satisfaction score on y-axis
47 chart of the ranking of importance for component categories named ”importancecategories.png”
48 plot of the number of components per category
49 chart of the ranking of most counted components named ”componentcount.png”
50 plot of the number of components per category
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Figure C.1: Number of respondents per
hazard

Figure C.2: Number of respondents per
topic

Table C.2: Ten most occurring components

Component Count

Data processing/analysis tool 13

Servers 12

Anti-virus 11

Accessible hardware (for insiders) 11

Human Machine Interface 10

User interface 9

Firewall 9

Communication through mobile line 8

Offline storage 8

Smart meters 7

Table C.3: Classification of newly added
components from survey data

Other Component Classification

Internet Communication mobile line
GPRS Communication mobile line
GPS Data added as component
Mechanical component added as component
Drones added as component
Manually entered data added as component
Simple data structure Offline data storage
GIS added as component

Table C.4: Components with high CS importance
Ten most occurring components in projects with high

perceived importance of cybersecurity

Component Count

Servers 7

Communication through mobile line 7

Offline storage 7

Data processing/analysis tool 6

User interface 6

Anti-virus 5

Firewall 5

Human Machine Interface 4

Real-time data 4

Accessible hardware (for outsiders) 4

Table C.5: Components with high satisfaction
Ten most occurring components in projects with high

satisfaction with cybersecurity efforts

Component Count

Servers 7

Communication through mobile line 6

Offline storage 5

Data processing/analysis tool 5

User interface 5

Anti-virus 4

Firewall 4

Human Machine Interface 4

Real-time data 4

Communication through landline 4
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Figure C.3: Perception of cybersecurity
importance vs. satisfaction
with cybersecurity efforts

Figure C.4: Number of components per
category

Figure C.5: Perceived Importance of Cyber Security

Figure C.6: Satisfaction with Cyber Security Efforts
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Figure C.7: Average Category Importance Score

Figure C.8: Average Category Importance Score per Perception of Cyber Security Importance

Figure C.9: Average Category Importance Score per Satisfaction with Cyber Security Efforts
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