
Delft Center for Systems and Control

An Artificial Neural Network Ap-
proach to Within-Game Predic-
tions in Football using Spa-
tiotemporal Data

Stijn Römer

M
as

te
ro

fS
cie

nc
e

Th
es

is





An Artificial Neural Network Approach
to Within-Game Predictions in

Football using Spatiotemporal Data

MASTER OF SCIENCE THESIS

For the degree of Master of Science in Systems and Control at Delft
University of Technology

Stijn Römer

April 24, 2022

Faculty of Mechanical, Maritime and Materials Engineering (3mE) · Delft University of Technology



Copyright © Delft Center for Systems and Control (DCSC)
All rights reserved.



Abstract

Recent developments in Machine Learning (ML) have paved the way for unprecedented possibil-
ities in the field of data analytics in numerous team sports, such as American football, baseball,
and basketball. In more recent years, ML techniques have been applied to football as professional
teams got inspired to collect enormous quantities of data to evaluate the performance of their
players and their applied tactics. However, research in performance analytics has primarily fo-
cused on the development of offline evaluation techniques, while online evaluation of a game has
remained largely unexplored. To attract the attention of executive decision-makers in football, re-
search requires the creation of comprehensive metrics that can give answers to the continuous
calls of coaches and trainers to evaluate within-game performance. This work therefore aimed at
finding an online evaluation technique to capture the complex aspects and highly non-linear dy-
namics of the sport in an interpretable way.
To achieve this goal, an online predictive model was developed using an Artificial Neural Net-
work (ANN) approach, which is able to give an instantaneous value to every moment in the game
through the computation of the Expected Danger (ED). The ED is a comprehensive metric created
in this work, which defines a form of relative, goal-related danger and encapsulates the complex
spatio-temporal characteristics of the 22 players on the pitch. The ANN’s have been trained and
evaluated on two newly created datasets of simulated data which contain a combined total of 72
games and include the tracking data of the players and ball as well information on in-game events
such as shots, passes, and goals. The extensiveness of the datasets enabled the creation of a novel
Markov Decision Process (MDP) that describes the complicated dynamics of the system. The de-
veloped MDP model is a crucial component of this work and served as the basis for the design
of the ED and allowed the creation of the ANN-based prediction model. The prediction pipeline
was tested over five different prediction horizons, ranging from 5 to 45 minutes. Accurate pre-
dictive performance was achieved over all horizons, thereby showing the ANN architecture was
able to account for all the nuances within the wide range of games of the datasets. The predictor
functions were also tested on a small, additional dataset of unknown opponents to evaluate on-
line performance and test robustness against unknown opponents. Experiments on this dataset
demonstrated that reasonably accurate predictions can be made as long as the prediction horizon
is not larger than 15 minutes.
Results achieved in this work show that a ANN-based approach to online predictive modelling can
achieve accurate results. However, future research should focus on validating the performance of
the ANN’s on a more extensive dataset of unknown opponents and, ultimately, on a dataset of real-
life football games. In addition, the online prediction pipeline of this work can be extended to an
online decision-making model with the purpose of changing tactics dynamically during the game.
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Chapter 1

Introduction

This chapter introduces the topic of research of this work. The relevancy of the area of research will
first be discussed in section 1-1, which also highlights the potential of the field to be researched.
Section 1-2 then formulates and explains the research questions and sub-questions. The chapter
concludes with an overview of the structure of the report in section 1-3.

1-1 Problem and Relevance

Sports is a domain that has been growing consistently for the past decades and is of significant
importance to many economies, while simultaneously influencing our social and cultural fabric.
This importance is emphasized by a quantification of the size of the industry through a recent
study from Kearney 1, which found that the global size of the sports industry is worth between
€350 billion and €450 billion. Additionally, the growing rate of the sports industry is much higher
than national gross domestic product (GDP) rates around the world, which proves this industry will
likely stay economically interesting for the years to come. At the heart of the industry are the sports
teams themselves, including the players, the coaches, and the staff. It is therefore not surprising
that people have started thinking of ways to boost player and team performance within sports.

In the past, tactical analysis was based on observations dealt with by domain specialists, such as
managers, coaches, scouts and other staff members, with limited analytical skills. However, the
variables they use discard most contextual information. This gap can be filled through the use of
data science, which exploits the knowledge hidden inside large datasets. Already, successful ap-
plications of data science within sports have been made. One of the first to adopt a successful
statistical data analysis approach were the 2002 ’Oakland Athletics’ baseball team [1]. In 2002, they
had the third-lowest team payroll in the league, with approximately $44 million in salary, com-
pared to the New York Yankees $125 payroll that season. Through statistical data analysis, they
found that historically important player statistics were often outdated, subjective, and flawed. By

1https://www.nl.kearney.com/communications-media-technology/article?/a/the-sports-market
Date accessed: 12-01-2022
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identifying the most important statistics, Oakland was able to find and buy the most underval-
ued players on the market. Despite their significantly smaller budget, this approach led them to
consecutive playoffs places in both 2002 and 2003. A more recent example is showcased by the
success of football club Leicester City, a team who were in the third tier of English football in 2009
and spend the majority of the 2014-2015 season battling for bottom place. However, a remarkable
run in the 2015-2016 season lead them to win the league title, as their data analytics and sports
science departments were the most advanced in the league [2]. During their champions season,
Leicester City used various advanced data and analytical tools in combination with wearable GPS
technology aiming to train and play optimally, and find the best-performing strategies. Success
stories like Oakland Athletics and Leicester City have promoted technological and data-driven ap-
proaches by sports clubs. Even though there are many uncertainties that contribute to the out-
comes of matches, it seems that assistive algorithms in sports can be very beneficial for teams.
These algorithms may assist in various decision-making processes, ranging from the selection of
players, in-game tactics, player transfers, and the planning of training sessions. However, the first
step in making such decisions is through the creation of predictive algorithms able to model the
likely outcomes of games and within-game plays.

In recent years, a large amount of interest has been shown in predictive analysis within sports, in-
cluding baseball [3], American football [4][5], basketball [6], and football [7] [8] [9] [10] [11]. How-
ever, contrary to these other sports, data in football has only been collected systematically in the
past decades [12]. It is therefore not surprising that predictive modelling within football is still in
its infancy. Several reasons have contributed to this late arrival. Traditionally, football has always
been regarded as the sport that cannot be modelled due to its complex nature and less controllable
settings [13]. The nature of the sport is highly dynamic, the pitch is large, it is played by numer-
ous players, the patterns in plays are highly complex, and the game sequences are long without
any interruptions. As a result, teams and big companies have only just started collecting football
data systematically. Current techniques are able to capture a large variety of data, which includes:
the position tracking data of players, health statistics, and individual player performance statistics
during games [14]. Data gets collected through state-of-art technologies developed by big, com-
mercial companies. An example is the Apex Pro Pod wearable tracking device, able to transfer 260+
metrics real-time 2 , thereby allowing the creation of enormous datasets.

From a scientific perspective, large datasets like these can best be understood though the use of
Machine Learning (ML) and Artificial Intelligence (AI) algorithms due to their great processing ca-
pabilities and high generalization powers. Predictive analysis through AI and ML is therefore being
used extensively in the football industry in various areas, such as: match outcome prediction [7]
[8] [9], strategic and tactical decision-making [15] [10], injury management [16], and the scouting
of players [17]. However, only relatively recently, breakthroughs have been made in learning tech-
niques that are able to cope with the newly acquired highly dimensional spatio-temporal datasets
in football [12]. Finally, after lagging behind, predictive algorithms have gained the potency to as-
sist in the tactical decision-making processes of teams using ML. Football team therefore do not
have to rely solely on the knowledge of their experts, but can put their trust in more reliable and less
biased technological assistance to, ultimately, gain a competitive advantage. Considering the size
of the football industry, the potential gains in predictive analytics in football are enormous, since
research in this field has been lagging behind when compared to other sports. The integration of
football data into prediction models therefore provides a great area of research, by attempting to

2https://statsports.com/apex/ Date accessed: 13-01-2022
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model ’the unmodellable sport’.

1-2 Research Questions

The purpose of this work is to explore if and how a learning-based algorithm can be created, which
is able to make accurate within-game predictions in football when having knowledge of the past
and present states of the game. This section will discuss the research questions and sub-questions
of this research. The main research question that is to be answered is formulated as follows:

How can accurate online predictions in football be made with spatio-temporal data using learning-
based algorithms?

The definition of online predictions intended here is that the algorithm should focus on making
within-game predictions with as little latency as possible. As a result, predictions can be made
during the game, which, in turn, can assist in the making of online tactical decisions. Furthermore,
spatio-temporal data refers to football data that is collected across both space and time, that is, the
state of the football game with all its state variables (e.g., player positions and information about
within-game events) across time. Finally, learning-based algorithms refer to algorithms designed
using ML techniques.

Two sub-questions were created. Each sub-question will assist in the process of finding a solution
to the main research question as formulated above. The sub-questions are as follows:

1. How can a theoretical, descriptive model describing the course of a football match be created?

A theoretical, descriptive model will help to conceptualize and comprehend the complexity
of the evolution of a football match and will provide a better understanding of the actual,
underlying system. Comprehension of the system is especially useful when dealing with
learning-based algorithms, as they don’t provide comprehensible information about the sys-
tem due to their black-box nature. Furthermore, when prediction results are not as desired,
the theoretical model may help locate the potential problems.

2. How can a representative, realistic dataset of football data be obtained, suitable for training
and evaluating a learning-based algorithm?

Learning-based models are only as good as the datasets that are used to create them. It is
therefore of crucial importance to collect a representative dataset that is able to capture the
complex dynamics of a football match. Furthermore, the dataset should be large and rich
enough for training and evaluation purposes.

1-3 Thesis Structure

This section provides the structure of this thesis report and intends to give an overview of the topics
that will be discussed. Chapter 2 describes the heritage of predictions in football, with a particular
focus on ML-based algorithms. In addition, the chapter presents the algorithm requirements, dis-
cusses the scope of this research, and elaborates on the limitations and assumptions of this work.
The chapter concludes with a structured overview of the entire project and a visual representation
of the algorithm pipeline of the entire project.
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The theoretical background of this work is explained in chapter 3, which dives into concepts such
as Markov chains and Markov Decision Processes (MDP’s), Artificial Neural Networks (ANN’s), and
various digital image processing techniques. Chapter 4 then provides the theoretical modelling
framework as used throughout this work. A top-down modelling approach was applied, where a
very general model is formulated first and abstracted into a more functional MDP model there-
after. The chapter concludes with a proposal of the prediction model, which is based on the MDP
model.
Chapter 5 gives a detailed analysis of the creation of the datasets, where it elaborates on the se-
lection process of the data sources and describes how the datasets were obtained. The design-
ing process of the prediction algorithm is then discussed in chapter 6. The chapter evaluates the
training, tuning, and testing procedures while also discussing various design choices. The results
achieved by the designed algorithms are analyzed in chapter 7, where the main focus lies on the
evaluation of the performance of the predictions model. Finally, chapter 8 summarizes the main
conclusions of this work and aims to answer the research questions and sub-questions, alongside
recommendations for future work.
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Chapter 2

Heritage

This chapter describes the scope of this work. Section 2-1 will describe the heritage of predictive
modelling in football. A particular focus will be put on research where predictions rely on Machine
Learning (ML) algorithms. Section 2-2 then lists and discusses the prediction algorithm require-
ments. Lastly, section 2-3 discusses the scope of this research. The intention of this chapter is
to provide an overview of the purpose of the research. Furthermore, it aims to already provide a
preview of the work as a whole.

2-1 Heritage

The use of Artificial Intelligence (AI) techniques and methods have gained large popularity in so-
ciety over the past decades due to the need to transform large amounts of data into meaningful
knowledge and solutions. Nowadays, a growing amount of data is getting documented and the de-
velopment of automated algorithms for practical solutions are becoming increasingly important.
However, the efficiency of such AI methods within society is still developing, as is the case in sports
[14]. In the past decade, the interest in data analysis in football has increased immensely as elite
sports oriented companies and football clubs have invested large amounts of resources to analyze
performance [12]. A shift in reasoning has been taking place, in which analysts do not only want to
know who will win, but are keen on investigating why teams will win. In other words, people want
to know what the influencing factors are and why certain scenarios take place.

This has led to extensive research in the field of performance evaluation in football in the form of
meaningful metrics [18]. Then, based on the analysis of those metrics, teams can apply tactical
changes and gain a competitive advantage. Teams apply these tactics mostly offline (i.e., prior to
a match) [13], thereby not anticipating unexpected tactical decisions by the opponent or occur-
rences of unforeseen events. Tactical decisions are thus primarily made reactively, and only little
research has been conducted in proactive online decision-making (i.e., within-game decisions)
[12].
The first step in online decision-making is making accurate online predictions (i.e. within-game
predictions). Teams can then change or update their tactics during a football match based on the
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predicted outcomes.
In recent years, prediction algorithms in football have been largely based on the concept of ML, as
will be touched upon in subsection 2-1-1. ML-based prediction algorithms have shown great pre-
dictive performance and have been able to outperform traditional methods in football [16]. Their
power lies in their potential to find relevant pieces of knowledge in huge datasets, which would
have been impossible to find otherwise. However, lots of data is needed for the creation of ML al-
gorithms. An analysis of the availability of football data will therefore be given in subsection 2-1-2.

2-1-1 Predictions in football

Predicting the outcomes of future matches in football has been a topic of research since at least
the 1960s. Some pioneering researchers within the field of football predictions were Reep and
Benjamin (1968) [19] and Hill (1974) [20], who proposed methods to predict result outcomes of
future matches. In earlier years, research was based on various statistical methods, which include
but are not limited to: Poisson models [21], Bayesian models [22] and rating systems [23]. ML tech-
niques were applied only later and have been gaining popularity over the past decade as a result of
the widespread availability of data. One of the first to adopt a ML approach was O’Donoghue et al.
(2004) [24], who used ML together with statistical methods for result predictions of the FIFA World
Cup 2002.

Machine learning models

In recent years, through the developments in the field of ML technology and the abundance of
data, researchers have been able to make predictive models in football on a more accurate level,
thereby outperforming the statistical methods [14]. Various authors have proposed different ML
models for result prediction in football: Baboota et al. (2019) [7] used a gradient boosting model,
Goes et al. (2019) [18] used a logistic regression model, Balogun (2019) [9] used an Artificial Neu-
ral Network (ANN) model, but many other ML approaches have been applied to date. The pre-
dictive accuracy of the methods applied by most studies was found to be surprisingly high, with
accuracy rates of more than 90% in multiple studies, although most studies only made use of a
rather limited sample size or focused on only a single dominant team. A systemic review of ML-
based performance predictions in team sports was conducted by Claudino et al. (2019) [16]. They
found that the ML techniques with the highest predictive potential within football are given by
ANN’s. Traditional ML algorithms such as Support Vector Machines or Logistic Regression have
not been able to keep up with the newly acquired abundance of data and, consequently, have
reached their peak performance. ANN’s, on the other hand, are able to take full advantage of an
increasing amount of data, thereby outperforming the other ML alternatives when datasets get
larger. The potential of Neural Networks (NN’s) is demonstrated by an algorithm able to detect
buildings and create building footprints using only satellite images [25]. Accurate results were ob-
tained by training the network using a dataset of 100k satellite images containing 1.75M labelled
building instances, thereby emphasizing that NN’s show great performance when confronted with
huge datasets. NN’s can therefore be regarded as a highly potent predictive technique for football
modelling, where datasets are generally enormous. Research in ANN-based prediction algorithms
was therefore further explored.
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Tracking data

Large datasets are generally used for training an ANN-based algorithm. In football, the data types
can be classified into two main classes, namely: tracking data, defined as the positional coordinate
data of players and ball; and event data, defined as detailed information about events (e.g. shots
on target, goals and passes). A general analysis of the state of ANN-based predictive modeling
within football was conducted by Memmert et al. (2017) [26], who based their study on a single,
objective dataset of tracking data. They found that dynamic passing and movement patterns be-
fore critical events (e.g., goal scoring chances, goals) can be identified by making use of tracking
data. In turn, this can help understand the process of preventing or scoring goals, thereby help-
ing a team towards success. Their conclusion is based on various studies which have shown how
predictive algorithms can use tracking data to compute collective variables (e.g., centroids, stretch
indexes, length and widths, surface areas of teams) to identify the inter-team and inter-line (e.g.
line of defenders) coordination of teams before goals [27] [28] [29] [30] [31]. Their findings show-
case the potential of ANN-based predictive models in football that exploit tracking data, especially
when predictions are made on a team level. A particular focus will therefore be put on research in
ANN-based algorithms that use tracking data for team-level predictions.

Key performance indicators for online modelling

Current literature in ANN-based algorithms for team-level predictions in sports has mainly fo-
cused on the predictions of Key Performance Indicators (KPI’s) [18]. "A KPI is a selection, or com-
bination, of action variables that aims to define some aspects of a performance in a given sport
and, these KPI’s, should relate to successful performance or outcome"[32]. Different authors have
succeeded in defining dynamic KPI’s capable of quantifying team-level performance within team
sports in continuous-time [15] [4] [33] [34] [35] [13]. In basketball, Cervone et al. (2014) [15] pro-
pose a framework for calculating a dynamic KPI known as the expected possession value (EPV); a
real-time estimate of the expected points obtained at the end of a single possession phase. They
propose a two-level Markov chain model in which the continuous-time movements of players
and ball as well as the discrete-time events (e.g., shots, turnovers, passes) are combined hierar-
chically for the real-time computation of the Expected Possession Value (EPV). To date, the EPV
still remains a popular metric and is still used in the American NBA. In American Football, Yurko,
Horowitz, and Ventura (2020) [5] propose a novel method for continuous-time within-play valu-
ation in the National Football League using player tracking data. They constructed a Long Short
Term Memory (i.e., a class of ANN) to estimate how many meters the ball-carrier is expected to
gain from their current position, depending on the locations and trajectories of the ball-carrier
and it teammates and the opposing players. They propose a conditional density estimation such
that the expectation of any measure of play value can be calculated in continuous-time, similar to
the EPV. Similar work within American Football was done by Burke (2019) [33] who successfully
attempted to model passing game outcomes during a play using a deep learning approach.
In football, only a handful of authors have tried to create models to compute similar interpretable
online metrics, such as the EPV, which can be used in continuous-time. One of the first were Link,
Lang, and Seidenschwarz (2016) [34], who were able to quantify attacking shot danger by estimat-
ing the probability of scoring a goal at every moment in time throughout a possession phase of a
team, using an extensive dataset that included tracking data. A more recent study by Wagenaar et
al. (2019) [35] propose a deep convolutional neural network (a class of ANN) to predict goal scoring
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opportunities in football based on tracking data and event data of certain events (e.g. possession
team, passes). The most promising online KPI in football is proposed in a study by Fernandez and
Bornn (2019) [13], who created a deep-learning model to find the EPV, thereby quantifying the ex-
pected outcomes at each point in time during a possession phase, similar to the work of Cervone
et al. (2014) [15] in basketball and Yurko, Horowitz, and Ventura (2020) [5] in American Football.
In their case, the EPV is defined as a real number in the set [−1,1] in which -1 and 1 express the
likelihoods of the attacking team and the defending team respectively scoring a goal during their
possession phase. An example of the EPV progressing throughout a possession phase can be seen
in Figure 2-1.

Figure 2-1: The EPV of a possession phase on the y-axis and the time on the x-axis during a Real
Madrid - F.C. Barcelona match, where three remarkable turning points have been highlighted.
Obtained from Fernandez et al. (2019) [13].

To conclude, research has shown that online, team-level ANN-based predictions in football can be
made in the form of dynamic KPI’s [35] [13]. Many interesting online KPI’s thus remain unexplored,
thereby opening doors for novel research. Furthermore, no studies were found examining the link
between online predictions and within-game tactical decision-making. This further shows that a
great potential still lies in the field of online predictive modelling.

2-1-2 Data availability

One of the major challenges within ML-based algorithms is the need to obtain enormous amounts
of data. It is therefore of crucial importance to obtain a dataset as complete as possible. As loosely
mentioned in subsection 2-1-1, a complete dataset in football consists of: tracking data, defined
by the (x,y)-coordinate data of all players and the (x,y,z)-coordinate data of the ball; and event
data, which consists of detailed information about events (e.g. shots on target, goals and passes),
including their time-stamps, and the players involved. Different methods were therefore explored
with the aim of obtaining a dataset as complete as possible.
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Commercial datasets

In practice, almost all of this data gets extracted from video data and sensor data [36]. In the case
of video data, camera-based tracking can be performed using computer vision technology, able to
accurately calculate the positions of players and ball. Video recordings are used everywhere within
football, as is showcased by the British broadcaster Sky TV, who generally use 24 cameras on the
ground for their recordings 1. The current market leader within the world of automatic tracking
through video recordings in football is the company ChyonHego, who created the ’TRACAB Opti-
cal Tracking’ system 2. Various prominent football leagues (e.g. the English Premier League, the
Spanish La Liga, UEFA Champions League) are currently using their piece of technology to extract
data.
In the case of sensor data, various companies (e.g., Opta Sports, Statsperform, Sportlogiq, Panini-
Digital, Scisports) provide detailed and advanced datasets as products, created by making use of
state-of-art GPS trackers created by numerous companies (e.g., Statssport, Scisports, Catapult,
KINEXON), which are able to accurately transfer the (x,y,z)-coordinates of players during a game of
football. There are currently no rules from the FIFA and UEFA prohibiting players to wear trackers
during games 3. Studies with similar research scopes were conducted by influential and prominent
research teams, able to get assistance from commercial companies or big teams. The team from
the study by Wagenaar et al. (2019) [35] created their dataset of 29 full-length matches by making
use of the Amisco multiple camera-system, which was able to track all moving players on the foot-
ball field. The team from the study by Fernandez and Bornn (2019) [13] worked closely together
with the Spanish world-class team F.C. Barcelona, who provided them with a complete dataset.
Unfortunately, a collaboration with a team or company could be realized for this project. This
work will therefore not go into more detail about these commercial datasets and will only focus on
finding data sources available to this project. Additionally, this work reviewed the state-of-art tools
and metrics designed by commercial companies, which is presented and discussed in Appendix
A-1. Although their studies and products are not accessible for the wide public, it is important to
know what tools, techniques and methods have already been created in the industry, even if the
theory behind them is not fully accessible.

Data extraction algorithms and available datasets

datasets from commercial companies and top-tier teams are not available for public use. As a re-
sult, various authors have attempted circumventing them by producing their own techniques for
the extraction or creation of football datasets.
In regard to event data, various authors have attempted to create automatic event detection algo-
rithms in football to make datasets cheaper and more available. Studies by Imai et al. (2018) [37],
Morra et al. (2020) [38], and Khaustov and Mozgovoy (2020) [39] all propose techniques to auto-
matically classify events from event data. Their results show event recognition can be: effective for
some event classes, such as shots on goal, successful passes, unsuccessful passes, and goals; while
challenging for other classes, such as tackles and player duels. A more recent study by Morra et
al. (2020) [38] proposed a method able to recognize 16 different events using a declarative Interval

1http://www.dailymail.co.uk/sport/football/article-1301170/The-impossible-job-Sky-TV-24-cameras-referees-much.
html

2https://chyronhego.com/products/sports-tracking/tracab-optical-tracking/
3https://www.bbc.com/sport/football/34267968
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Temporal Logic based algorithm. Their method was able to identify 9000 events from their dataset.
Some event classes (e.g. shots and passes) showed accurate detection results, while others classes
(e.g. tackles) showed poor detection performance, as can be observed in Figure 2-2.

Figure 2-2: Results in precision and recall for event detection from tracking data within football
from a study by Morra et al. (2020) [38].

Furthermore, multiple publicly available datasets providing only event data were found. One of the
most promising datasets covers around 1,941 matches (Pappalardo et al. (2019) [40]). The events
in the dataset all consist of multiple tags, such as: player information, timestamps, coordinate po-
sitions, event types and event outcomes. Another large dataset includes a total of 9,074 games from
the biggest 5 European football leagues and can be downloaded for free on Kaggle 4.
In regard to tracking data, different work has been proposed for automatic tracking. A subdivi-
sion was made on work proposing: player tracking algorithms, and ball tracking algorithms. Both
will be discussed briefly. One of the first to detect and label players were Liu et al. (2009) [41],
who proposed an unsupervised labeling technique for automatic player detection using Markov
chain Monte Carlo data association. Results were promising but also biased as the sample size
consisted of only three short clips. A more recent study by Cui (2018) [42] used a player detection
approach based on a so-called fuzzy decision-making Support Vector Machine (SVM) algorithm.
They pointed out several shortcomings of current detection techniques, however, their results
showed not all players could be detected and tracked. The most promising algorithm follows from
a study by Hurault et al. (2020) [43], who present a semi-automatic player tracking and detection
algorithm using video images, and were able to obtain impressive results using a self-supervised
learning approach, obtaining an average detection accuracy of 97.3%. Their algorithm shows ro-
bust performance to different camera angles, although detection accuracy performance decreases
whenever player collide or move close to each other. In the field of ball tracking algorithms, a study
by Najeeb (2020) [44] was able to estimate the position of the ball using an extended Kalman filter
through video images. Results show their approach was able to correctly identify the ball 92.8% of
the time. Their code is available for public use and can be found on Github 5.
In addition, a few publicly available few datasets containing only tracking data were found. The
most promising dataset is presented in a study by Pettersen et al. (2014) [45]. However, the dataset
captures only three different games played at the Alfheim Stadium, played by the Norwegian top-

4https://www.kaggle.com/secareanualin/football-events. Date accessed: 04-07-2021
5https://github.com/samuro95/Self-Supervised-Small-Soccer-Player-Detection-Tracking/. Date

accessed: 04-07-2021
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tier team Tromsø IL. Another detailed dataset is presented by Martin Kleppe (2013) 6, who used the
work of Muschler et al. (2013) [46] to create a dataset containing the exact locations of all players
and ball during a full match played at the Nuremberg Stadium in Germany.

Simulation data

Simulation data can solve the problem of data scarcity, as simulations can be executed millions
of times using modern computers. State-of-art football simulators might very well be capable of
capturing the complex dynamics of real players, making them a great potential data source for
the creation of an ANN-based prediction algorithms. This is demonstrated through games such
as FIFA 21 and PES 2021, which are becoming increasingly realistic to a point they can almost not
be distinguished from real-life football. In order to mimic the movements of players as close as
possible, state-of-art games have been making use of sensor-equipped suits on football players.
The FIFA game series, as published by EA Sports, has even been able to equip all 22 players on
the field with the state-of-art Xsens suits 7. The Xsens suits allow the game developers to record
every touch, tackle, sprint, and duel of each player on the field at a high intensity. As a result,
they have been able to optimize the movements, responsiveness, and physicality of a wide vari-
ety of different types of players alongside the behavior of a team as a whole. Realistic simulators,
such as the FIFA or PES football game series, give possibilities to analyze simulated games instead
of real-life games, as even the complex dynamics of real-life football can be modelled. However,
even the most advanced simulators experience the so called simulation-to-reality gap [47], which
describes the inherent inability of simulators to capture all the real-life influencing factors of a
football match. For example, it is hard to consider factors such as: calf pain, player restedness,
supporters influence, or individual coach instructions. This will make the simulated data flawed
when compared to a real-life dataset, which may cause problems when predictive models fitted on
simulated data will be used for real-life football.

Unfortunately, no realistic football simulators were found which allow fast and easy access to the
underlying data. However, two football simulators were found, allowing rather cumbersome meth-
ods to extract the data. These two simulators were therefore thought to be interesting for further
research. The most promising simulator is the game "eFootball" (formerly known as "PES2021").
The game is not open-source. It is thus not possible to access their software files and transfer the
underlying data directly. However, one of their online game-modes allows a top-view camera angle
of the match, where players and ball are represented by player-indexed and team-colored circles.
In addition, numerous match statistics are represented in a separate section of the interface. This
relatively simple visual representation gives possibilities to extract the underlying data by writing
a separate digital image processing algorithm. Although this indirect approach may appear cum-
bersome, it has the potential of creating the most extensive football dataset publicly available.
Another simulator is the Google Research Football (GRF) simulator. The simulator is a project by
the Google Research Football team and the football club Manchester City F.C. 8 and explores a new
type of realistic gameplay in which they allow people to code their own agents as players through
Reinforcement Learning (RL) techniques. The simulator is open-source and thus allows extra lines
of code to be written with the goal to transfer the raw underlying data to a separate file. The raw
data includes the exact locations of all players and ball alongside extensive contextual information

6https://github.com/ubilabs/soccer-debs-challenge/tree/master/paper. Date accessed: 04-07-2021
7https://www.xsens.com/blog/fifa-22-motion-capture
8https://www.kaggle.com/c/google-football/overview/training-rl-agents
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of the match (e.g. event data, players orientation, fitness levels). By letting the simulator run a
number of matches, an extensive dataset can quickly be generated. However, when compared to
the eFootball simulator, the main drawback of the GRF simulator is that the players move accord-
ing to rule-based mechanics, resulting in simplistic and less realistic gameplay.

2-1-3 Conclusion

Many authors have tried to model and predict the game of football through ML-based approaches
[7] [18] [9] [35] [13]. Within the field of ML, ANN’s were found to have the highest predictive poten-
tial as they have the ability to identify the relevant pieces of knowledge in enormous datasets, while
performance in traditional algorithms lags behind under similar conditions [16]. Zooming in on
ANN-based methods, algorithms using tracking data were found to achieve the most promising
results for within-game predictions, especially when predictions are made on a team-level [26].
This has led to the development of a series of dynamic KPI’s, which can be designed and com-
puted using ANN techniques and tracking data, capable of quantifying plays within team sports in
continuous-time. Promising KPI’s were created in basketball [15] and in American football [5] [33],
which are still being used today at the highest level. In football, only a handful of authors has tried
to find ways to compute similar interpretable metrics for online predictions [34] [13] [35]. Many
interesting online KPI’s thus remain unexplored, opening doors for novel research. Furthermore,
no research was found connecting online predictions to online decision-making, i.e., optimization
of team tactics during the game. Past research has focused primarily on reactive, offline decision-
making, but a great potential still lies in proactive, online decision-making [12]. The first step in
creating an online decision-making algorithm is the creation of an online prediction algorithm.
This further shows the hidden potential of online predictions in football.

A suitable dataset is required for the training of each ANN-based algorithm. In the case of ANN-
based online predictive modelling in football, a suitable dataset includes tracking data and prefer-
ably also event data. However, a publicly available dataset meeting those requirements was not
found, as the state-of-art technology for automatic tracking and event detection are all in the hands
of commercial companies and big football teams. Various authors have attempted circumventing
them by creating their own techniques for the extraction of event data [37] [38] [39] and tracking
data [43] [44]. Their work encourages people to create their own datasets, which can then be used
for any research purpose. Several datasets were found containing either event data or tracking
data. The most promising dataset regarding only event data covers around 1,941 matches [40] and
is free to download. Two promising datasets regarding only tracking data were found, covering a
summed total of four different football games [45] [46]. Both datasets can be downloaded for free.
Another possibility for the acquirement of a large enough dataset can be achieved through simula-
tions. Simulations can solve the problem of data scarcity, as they can be executed millions of times
using modern computers. However, a drawback of simulators is their inherent inability to capture
all the real-life influencing factors of a football match [47]. No existing datasets of simulated data
were found, but two promising football simulators were identified which can lead to the creation
of a new dataset, namely: the GRF simulator and the eFootball simulator. The GRF simulator is
an open-source simulator and thus allows possibilities in the transfer of raw data by writing extra
code in the development files. In theory, the GRF simulator is therefore able to generate a fully
accurate and complete dataset within a short amount of time. In contrast to the GRF simulator,
the eFootball simulator is not open-source. Nonetheless, the simulator has the option to view the
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gameplay from an animated, top-view angle of the field, thereby opening doors for indirect access
to the underlying data through digital image processing algorithms.

2-2 Algorithm Requirements

Numerous requirements for the prediction algorithm were set based on the heritage, as discussed
in chapter 2. The requirements assist in finding a solution to the main research question by nar-
rowing down the problem. The prediction algorithm requirements are as follows:

• AR01: An algorithm shall be designed, able to make online predictions in football

• AR02: The algorithm shall predict a KPI defining performance on a team-level

• AR03: The algorithm shall rely on the usage of an ANN

• AR04: The algorithm shall be trained on a large-scale dataset consisting of at least 15 games
of tracking data

Algorithm requirement AR01 is straightforward and follows from the problem and relevancy as
described in section 1-1. The requirements AR02, AR03, and AR04 are based on the developments
within the literature as discussed in subsection 2-1-1, which showed a great potential still lies in
ANN-based online predictions of KPI’s defined on a team-level through the usage of tracking data.

2-3 Scope of the Research

The scope of the research, as defined in subsection 2-3-1, will further specify the aim of this project
and is based on the research questions as provided in section 1-2, the heritage as discussed in
chapter 2, and the algorithm requirements as stated in section 2-2. In addition, it will already give
a preview of the work as a whole. Afterwards, subsection 2-3-2 will discuss the assumptions and
limitations of this research with the intent to give the reader an idea of what can be expected.

2-3-1 Scope of the research

The fast progress in ML in recent years has opened up many possibilities for further research within
the field of predictive modelling in football. Current research has shown that even football, previ-
ously described by many as an unmodellable sport, can actually be modelled and predicted using
state-of-art techniques. However, there still lies great potential in the field of online predictions.
This work therefore aims to design an algorithm able to make accurate predictions online in the
game of football. These predictions will be made in the form of a goal-related metric specifically
tailored to the problem. The problem and ultimate goal of this work can be described as follows:

Problem statement: Obtain an ANN-based predictor function able to map the state of a football
game to a metric, which quantifies goal-related attacking danger.

The proposed predictor function was inspired by and shows similarities to the predictor function
created in the work of Fernandez and Bornn (2019) [13]. They created a deep-learning model to
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find the EPV; a KPI quantifying the expected goal probability at each point in time during a posses-
sion phase. Nonetheless, the angle of this work will be to design a different metric using another
learning-based approach. A comparison between the two will therefore be meaningless and will
not be made in this work.

In assistance to finding a solution to the problem statement, a theoretical model will be created
first. The theoretical model will help solve the problem in a more structured way by describing the
system and the behavior of the system in a mathematical language. This work aims to accurately
describe the course of a football match using Markovian theory and, to be more precise, formulate
the system into a Markov Decision Process (MDP) framework. The modelling problem can be
defined as follows:

Sub-problem statement: Obtain a MDP model of the system, where the system describes the state of
a football match over time.

The Markovian modelling framework for online predictive purposes is inspired by the work of Cer-
vone et al. (2014) [15], who proposed a MDP framework for calculating a real-time estimate of the
expected points obtained at the end of a single possession phase in basketball.

2-3-2 Limitations and assumptions

The following points state and discuss the limitations and assumptions of this work.

1. Only simulation data is considered: The goal is to obtain a dataset as complete as possible,
which includes tracking data and preferably also event data. No suitable real-life football
data sources or datasets were found meeting these initial requirements. A choice was there-
fore made to use simulation data using two different simulators, namely the GRF simulator
and the eFootball simulator. Both provide possibilities to indirectly extract the large amounts
of data. The usage of simulators for the acquirement of data has several advantages. First,
simulators provide the possibility to generate more data if needed. Furthermore, they allow
controlled experiments to be executed. Finally, the heritage showed that state-of-art simula-
tors, such as the eFootball simulator, are able to create highly realistic football environments
similar to real-life scenario’s. Simulation data was therefore chosen for further research. A
more thorough analysis of this choice will be given in section 5-1.

2. Prediction results will be based primarily on data from the eFootball simulator: A main
goal of this project is to create a dataset of simulated football data. Both the GRF simula-
tor and the eFootball simulator were found to be of interest to the project and were further
investigated for usage. Data can be acquired a lot faster using the open-source GRF simula-
tor, which was therefore chosen as the initial source of data. However, the gameplay of the
eFootball simulator was found to be more advanced and realistic, and thus more relevant to
the problem. This naturally led to the following plan of action. First, a ANN-based predic-
tion pipeline will be created based on the data acquired by the GRF simulator. Then, after
satisfactory prediction results are obtained, a new dataset will create using the eFootball
simulator. A digital image processing algorithm will be written to extract the data from the
simulator. The same ANN-based prediction pipeline will be used on the eFootball dataset.
Since the data from the eFootball simulator is more realistic, this work will primarily focus
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on making predictions within the eFootball environment.

3. The dataset is not perfect: The data from the eFootball simulator will be collected using a
digital image processing algorithm. This digital image processing algorithm will be coded
during this project and will contain flawed accuracy in processes such as the labelling and
detection of players, ball and events. The dataset will thus not consist of completely accurate
data.

4. Within-game predictions can be made with limited knowledge: The prediction algorithm
will be based upon a simplified model of a football match, where the state of the game is
described by only a selected amount of relevant state variables. The prediction algorithm
will then base its predictions on a selected series of past states of limited variables, where an
assumption was made that is possible.

5. Predictions based on simulated football data are, to some extent, representative for real
football predictions: Simulators cannot capture all real-life influencing factors of a foot-
ball match. However, state-of-art football simulators have become increasingly realistic to a
point they can almost not be distinguished from real-life football. As discussed in the her-
itage, the game-makers have even used sensor-equipped suits on real football players to op-
timize player movements and team behavior. It is therefore assumed that predictions based
on the eFootball simulator will be, to some extent, representative for real-life football pre-
dictions.

6. The purpose of this work will be dedicated to the development of an online prediction al-
gorithm: The scope of this research is focused solely on the development of a within-game
prediction algorithm. A link to within-game tactical decision-making will therefore not be
made, although several decision-making solution proposals based on the prediction model
of this work will be presented and discussed in Appendix C.

7. The abstracted system description of the MDP model is an accurate representation of the
actual system: Various heuristics will be used to reduce the complexity of the actual system
and frame it into a MDP model such that the problem becomes solvable. Examples of such
heuristics are the reduction of the state space through state variable selection, and state dis-
cretization. It is assumed that the MDP model will still be an accurate representation of the
actual system after simplifications have been made.

8. The designed/chosen metric quantifies goal-related attacking danger: No separate anal-
ysis will be made to discover the correlation between the chosen metric and goal-related
attacking danger, although an assumption was made that this correlation does exist. This
assumption was made using logical reasoning and basic football knowledge.
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2-3-3 Overview of entire project

The entire project consists of a series of steps. First, a model of the system will be proposed using
a MDP modelling framework in chapter 4. Chapter 5 will then discuss the process of finding the
right data sources and elaborate on the creation of the datasets used in this work. Subsequently,
based on the MDP model, a predictor function will be designed using an ANN in chapter 6. Finally,
the prediction results will be discussed in chapter 7. An overview of the entire project is visualized
in Figure 2-3.
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Figure 2-3: Workflow diagram of project, classified in separate segments. Each segment is
labelled with the corresponding chapter.
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Chapter 3

Preliminaries

This chapter explains the theoretical concepts used throughout this work. First, Markovian mod-
els will be explained in section 3-1. The Markovian models used in this work are a Markov chain,
a higher-order Markov chain, and a Markov Decision Process (MDP). Second, the concept of
Machine Learning (ML) will be explained in section 3-2, with a particular focus on Artificial Neural
Networks (ANN’s). Finally, the used digital image processing techniques will be explained in detail
in section 3-3.

3-1 Markovian Models

Markovian models are stochastic models used to model random or partially random changing sys-
tems. Markovian models assume all future states do not depend on past states, but only on the
current state; a concept also known as the Markov property [48]. Mathematically speaking, given a
state s = {st : t ∈N}, the Markov property holds that,

Pr(st+1 | st , st−1, . . . , s0) = Pr(st+1 | st ). (3-1)

Following the Markov property assumption, it becomes possible to make models of systems which
would otherwise be intractable. In the case of predictive modelling in real-life scenarios like foot-
ball, it is therefore desirable to design a model which possesses the Markov property. Markovian
models can be used as a mathematical framework to describe a football match in a simplified man-
ner, aiming to only include the most relevant game features and variables.

In this work, multiple Markovian models were used to describe the system. The theoretical back-
ground behind each of the relevant models will be explained in the following. First, a Markov
chain will be described briefly in subsection 3-1-1. Subsection 3-1-2 will then extend the Markov
chain into a higher-order Markov chain model. Finally, subsection 3-1-3 will describe the theory
of MDP’s.
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3-1-1 Markov chain

A Markov chain is a stochastic sequence of states, where the probability distribution over the next
states is only dependent on the current state. This means that state transitions are random, where
each state transition is determined based on a conditional probability distribution. Markov chains
are considered to be memoryless, although the dependence of state transitions on a conditional
probability distribution could also be regarded a form of memory of the system [49]. A Markov
chain can be defined as a discrete-time or a continuous-time process. Only discrete-time Markov
chains were considered for this project.

Discrete-time Markov chains can be defined by a 2-tuple (S,P), where the Markov chain itself is a
sequence of states: x0, x1, x2, . . . , xt , where each state xt : t ∈N is located in state set S. The possible
values si ∈ S with i = {0,1,2, . . . ,n} form a countable set S of size n. Generally, S is a finite size with
n being a finite integer. However, Markov chains with countably infinite state spaces have also
been explored throughout the literature [50], and show different behaviour than Markov chains
with finite state spaces [51]. Throughout this work, only finite state spaces were explored, and
countably infinite state spaces will therefore not be discussed any further.

If the probability P (xt+1 = s j |xt = si ) does not depend on time t , a Markov chain is considered to be
homogeneous, while the opposite case is called inhomogeneous. Provided a discrete-time Markov
chain is homogeneous with S being a countable set at most, the transition probabilities are given
by P = (pi j )S×S , where

pi j = Pr(xt+1 = s j |xt = si ) (3-2)

is the probability of transitioning from si ∈ S to s j ∈ S. The process of possible state transitions,
where each possible transition has its own probability, is graphically visualized in Figure 3-1.

Figure 3-1: A visualization of a discrete-time, homogeneous Markov chain probability distribution
from initial state so ∈ S towards any other state si ∈ S between two consecutive time instances.

An important step within the creation of a Markov chain is the estimation of the one-step tran-
sition probabilities between states. Consider a discrete-time, homogeneous Markov chain with a
finite state space S, such that |S| < ∞. The Markov chain is observed at the following points in
time, (0,1,2, . . . ,T ), on the trajectory (s0, s1, s2, . . . , sT ). The transition probabilities pi j can be now
estimated by means of the maximum likelihood; a technique which can be used for estimation
a probability distribution, based on a given dataset. Through maximization of a likelihood func-
tion, it becomes clear which probabilities are most probable for a given dataset. The individual
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transition probabilities between states pi j can be estimated through the likelihood function,

Pr(x0 = s0)
∏′T−1

t=0 Pr
(
xt+1 = s j | xt = si

)
= Pr(x0 = s0)

∏n
i=1

∏n
j=1 pk(i j )

i j ,
(3-3)

where k(i , j ) is defined as the number of transitions from si to s j in the observed trajectory. After
discarding the initial term (the initial state is arbitrary), the maximum likelihood estimator of pi j

can be computed as follows,

p̂i j = k(i j )

k(i , ·) (3-4)

with k(i , ·) defined as the total number of transitions coming out of state si in the given Markov
chain. Asymptotic convergence applies, where a longer Markov chain will yield a more reliable
probability distribution, and optimal estimation is realized whenever k(i , ·) → ∞. Furthermore,
before estimation and given all state transition probabilities are unknown, the complete probabil-
ity distribution will consist of unknown (n−1)n parameters, where n is the size of the state set. The
last parameter can be deduced from the fact that the sum of all transition probabilities towards a
single state should sum up to one.

3-1-2 Higher-order Markov chain

A major limitation of a Markov chain when modelling a highly dynamic environment is its inability
to describe complex correlation properties between long-distance states [52]. This limitation can
be solved using the concept of higher-order Markov chains, additive Markov chains or a discrete-
time Markov chain of order m [53], which all refer to the same theoretical model. Consider the
state sequence (xn , xn−1, xn−2, . . . , x0), where each state xi is confined within finite state space S.
Then, a Markov chain of order m, with m being a finite number, is a process which satisfies:

Pr(xn | xn−1, xn−2, . . . , x1)
= Pr(xn | xn−1, xn−2, . . . , xn−m) for n > m.

(3-5)

Instead of future states being dependent on only the current state, Equation 3-5 describes a process
where future states are dependent on the past m states, thereby creating a model which explicitly
includes memory. A Markov chain of order m can be redefined such that it possesses the Markov
property by constructing a new chain x̃n from xn . A chain (x̃t ) from states (xt , xt−1, . . . , xt−m+1) can
be constructed for t > m +1 as follows:

x̃t =
[
xT

t xT
t−1 . . . xT

t−m+1

]T
, (3-6)

where each state x̃i is a concatenation of m different states following a certain trajectory. Further-
more, the chain now satisfies the Markov property, such that:

Pr(x̃t+1|x̃t , x̃t−1, . . . , x̃0) = Pr(x̃t+1|x̃t ) (3-7)

3-1-3 Markov decision process

An MDP is a stochastic control process which can be used as mathematical framework for decision-
making models where the outcomes are partly stochastic and cannot be fully controlled by the
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decision-maker [54]. An MDP is an extension of a Markov chain and can be defined by a 4-tuple
(S, A,P,R), where: S is the state space; A is the action space; P is the set of probabilities, with
Pa(st , st+1) the probability that action at in state st will lead to state st+1; and R is the set of re-
wards, with Ra(st , st+1) the immediate reward obtained after a transitioning from state st to state
st+1 after action at . Furthermore, MDP’s follow the Markov property, a principle stating that the
next state st+1 is dependent on the current state st and the decision-maker’s action at , but condi-
tionally independent of all previous states and actions.

The goal in MDP’s is to find a good policy π for the decision-maker. Policy π(s) is a function which
defines which action to be selected when in state s. A good policy π will maximize some cumula-
tive function of rewards, which usually is the expected sum over a potentially infinite horizon. An
assumption is made that the state s is observable when the action needs to be taken. Whenever this
assumption holds untrue, the problem can be called a Partially Observable Markov Decision Pro-
cess (POMDP)[55]. This work, however, only considers fully observable states for its MDP model.

3-2 Machine Learning Models

This section discusses the theory behind the ML concepts used throughout this work. First, a gen-
eral introduction to ML will be given in subsection 3-2-1. Subsection 3-2-2 will then elaborate on
the general theory behind ANN. A description of how ANN’s are designed is given in subsection 3-
2-3.

3-2-1 Machine learning

ML is the study in which computer algorithms automatically get improved through experience
[56]. ML algorithms make use of sample data, known as training data, to make a model with the
purpose of making predictions or decisions without explicitly being programmed to do so [57].
This way, the machine will learn abilities to perform accurately on new, unseen tasks which were
derived from the training data. ML is an umbrella term which encapsulates many different com-
putational algorithms. Some of the most known algorithms are: linear regression, logistic regres-
sion, decision trees, support vector machines, and Neural Networks (NN’s). As already discussed
in chapter 2, this work will focus on NN’s.

Classes of Neural Networks

NN’s consist of three major classes: ANN’s, convolutional neural networks, and Recurrent Neural
Networks (RNN’s). An ANN is the simplest class of NN’s, but can already find any input-output
relation when given enough data. Convolutional neural networks use the same basic principles as
ANN’s, but are specifically designed to analyze images. Finally, recurrent neural networks also use
the same principles as ANN’s, but specialize in analyzing sequential data, such as speech recogni-
tion, handwriting recognition, or other sequential data types. This work only considers ANN’s as
they already serve as a very powerful prediction tool and are generally easier to design than more
advanced concepts such as models within RNN’s. Nonetheless, RNN’s models have the potential
to be more suitable for predictive modelling as the states of a football game across time can be seen
as a temporal sequence. This may therefore be an interesting topic of research for future work.
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3-2-2 Artificial neural networks

ANN’s are computational networks which are able to solve large, complex problems by computing
a universal function approximator [58]. ANN’s are made up of large amounts of artificial neurons
(or nodes) interconnected with each other like a web. The goal is to learn from presented informa-
tion and find a right combination of nodes, connections and weights in a network such that any
input-output relationship can be mimicked. A distinction can be made between classification and
regression problems. Classification is the task of predicting a discrete y label as an output based on
a x example as an input, whereas regression is the task of predicting a continuous quantity y as an
output based on an x example as an input.

The process of finding the right network can be subdivided into a training phase, a validation
phase, and a testing phase. The initial dataset is usually split up into three parts such that each
phase has its own sample of data and can be carried out in an unbiased manner. During the train-
ing phase, labelled input-output examples (x → y) are given repeatedly to the network. Output
results then get improved by adjustments of the network’s parameters using a learning method
called backpropagation, i.e., the backward propagation of the error. During the validation phase,
the parameters of the fitted model get tested on a separate dataset known as the validation set,
with the purpose of tuning a set of parameters called the hyperparameters. During the testing
phase, a final evaluation of the fitted model is performed on another dataset known as the test set,
which serves as an unbiased testing procedure to quantify the performance of the parameters and
hyperparameters of the fitted model.

Neurons

A neuron is a node within the ANN structure which computes a weighted average of its input val-
ues and passes this sum on through a non-linear function known as the activation function. The
output of this activation is then passed on to other neurons in the network. In a mathematical
sense, a single neuron has the following parameters: an input vector x of input size nx , weights w ,
and scalar bias b, defined as follows:

x =


x1

x2
...

xnx

 , w =


w1

w2
...

wnx

 , b =


b
b
...
b

 . (3-8)

The parameters w and b are needed to compute the intermediate output vector z, which is a
weighted sum of nx different input values plus a bias term b. The activation function g (z) then
determines the output of each neuron. Usually, nonlinear functions are used, as this allows com-
plex non-linear problems to be solved through relatively few neurons. These equations can be
formulated as follows,

z = wT x +b
a = g (z)

(3-9)

A graphical representation of a neuron is given in Figure 3-2b.
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Forward propagation

The neurons are interconnected through connections with certain weights. Each weight gives a
relative importance to the connection. Typically, ANN’s are structured trough different layers of
artificial neurons, in which each layer will perform different transformations on their inputs. Dif-
ferent connections are possible between two layers. Layers can be fully connected, in which each
node in one layer is connected to each node in the second layer. These connections between nodes
result in numerous possibilities in patterns for the whole network, in which the network can be vi-
sualized through a directed, weighted graph, as portrayed in Figure 3-2a. Signals will travel all the

(a) Graphical representation of a three-layer Multilayer Percep-
tron (MLP), which is a class of an ANN. During the training
phase, the weights w and biases b are adjusted to minimize the
cost function.

(b) Graphical representation of a single neuron,
where two separate computations take place. First,
z is computed, which, in turn, is used for computa-
tion of a.

Figure 3-2: Architecture of an ANN, where Figure 3-2a depicts a general overview of a network,
and Figure 3-2b zooms in on what happens inside a single neuron.

way from the first layer to the last layer, in a process called forward propagation. The first layer of
the network is called the input layer and will obtain the external data. The last layer, that ultimately
yields an output, is called the output layer. In between the input and output layer are the hidden
layers of the network. The output layer will eventually complete a certain task. For example, an
algorithm could have the task to predict the likelihood of the occurrence of a goal in the next 10
minutes.

Labeling each neuron in the network is done through: subscript i , representing the i th position of
the neuron within a layer; and superscript [l ], representing the l th layer in the network. Further-
more, each training example is labeled through superscript (k), representing the k th input-output
training example. The equations of Equation 3-9 can now be extended to compute a single forward
propagation step. For a single training example, the output z[l ](i ) can be computed as follows,

z[l ](k)
1

z[l ](k)
2

...

z[l ](k)
n[l ]

=


w [l ]T

1

w [l ]T
2
...

w [l ]T
n[l ]


︸ ︷︷ ︸

W [l ]


a[l−1](k)

1

a[l−1](k)
2

...

a[l−1](k)
n[l−1]

+


b[l ]

1

b[l ]
2
...

b[l ]
n[l ]


︸ ︷︷ ︸

b[l ]

(3-10)

Stijn Römer Master of Science Thesis



3-2 Machine Learning Models 23

Observe that only a single training example k is considered in Equation 3-10. When considering all
training examples m, the forward propagation equations can be extended by including the whole
training dataset. A general matrix notation is applied and yields the final equations defining the
entire forward propagation process of all parameters over all training examples.

Z [l ] =W [l ]T A[l−1] +b[l ]

A[l ] = g [l ]
(

Z [l ]
) (3-11)

where matrices W [l ] and b[l ] remain the same as defined in Equation 3-10. Matrices Z [l ] and A[l ]

are defined as follows:

Z [l ] =


z[l ](1)

1 z[l ](2)
1 · · · z[l ](m)

1

z[l ](1)
2

. . .
...

...
. . .

...

z[l ](1)
n[l ] . . . . . . z[l ](m)

n[l ]

 , A[l ] =


a[l ](1)

1 a[l ](2)
1 · · · a[l ](m)

1

a[l ](1)
2

. . .
...

...
. . .

...

a[l ](1)
n[l ] . . . . . . a[l ](m)

n[l ]

 (3-12)

with Z [l ] ∈Rn[l ]×m , W [l ] ∈Rn[l ]×n[l−1]
, A ∈Rn[l−1]×m , and b ∈Rn[l ]×m . A[0] = X is used as initialization,

where X is a matrix of horizontally stacked input vectors from the examples coming into the input
layer. X is defined as follows,

X [l ] =


x(1)

1 x(2)
1 · · · x(m)

1

x(1)
2

. . .
...

...
. . .

...
x(1)

nx
. . . . . . x(m)

nx

 , X ∈Rnx×m (3-13)

It is important to prevent all neurons in the first layer (as well as subsequent layers) to compute
the same function, a concept also known as the symmetry problem. Fortunately, this problem can
easily be solved by randomly initializing W and b.

To summarize, forward propagation is the process of feeding all training examples layer-by-layer
through the network. The input values of the training examples are given to the input layer of the
network without any operations. Each subsequent layer then receives the values of the previous
layer and applies multiplication, addition and activation, until the output layer is reached.

Backpropagation

Backpropagation is used to update the parameters W and b during the training phase. This process
occurs after forward propagation and analyses of the error between the predicted output value
ŷ after forward propagation and the actual output values y . The prediction error between the
predicted output ŷ (i ) and the actual output y (i ) of a single training example i is called the loss
and can be calculated by a loss function L (ŷ , y). Then, by taking the adjusted average of the loss
functions over all training examples m, the cost function J (W,b) can be computed. The goal is to
adjust W and b in a way that it minimizes the overall cost function J (W,b). Minimization of the
cost function,

min J (W,b) = min
1

m

m∑
i=1

L
(

ŷ (i ), y(i )

)
, (3-14)
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through the process of backpropagation will yield a local (or global) minimum and thereby also
yield corresponding values for the weights W and biases b. A graphical representation of a convex
cost function is given in Figure 3-3a. The illustration shows a rather simple representation of the
cost function, with a global minimum value (highlighted with a red arrow) given by optimal weights
w and biases b. In practice, the cost function will almost certainly have local minima and thus not
be convex, as is the case in Figure 3-3b 1. The figure shows a more realistic representation of the
cost function, where the highly non-linear behavior is visualized. It is important to initialize the
weight carefully to avoid getting stuck in local minima or plateaus when minimizing the loss each
iteration.

(a) Simple representation of cost function J (W,b). [59]

(b) A more realistic representation of cost function
J (W,b).

Figure 3-3: Examples of two cost functions J (w,b) of an ANN are given. For plotting purposes,
W has been simplified to a single dimension in both plots.

Finding a minimum is done through an iterative process called gradient descent. Each iteration of
gradient descent, the parameters W and b are updated in the direction of the steepest descend,
defined by the negative gradient. The step size for the updates of W and b each iteration is deter-
mined by the learning rate α. An iteration process defined by the following equations:

W [l ] :=W [l ] −α∂J (W,b)

∂W [l ]

b[l ] := b[l ] −α∂J (W,b)

∂b[l ]

(3-15)

Learning rateα is a tuning parameter, known as a hyperparameter, and is generally regarded as the
most important hyperparameter [60]. Great care should be put into selecting an appropriate value
for α ∈ [0,1]. A learning rate too low will have very tine updates to W and b, resulting in terribly
slow progress. A learning rate too high may lead to divergent behavior or undesirable overshoot
near minimum points. The effects of the learning rate are graphically illustrated in Figure 3-4,
where four different learning rates were tested on a convex cost function J (W,b). Furthermore,
when training deep networks, it can be helpful to include a learning rate decay. As you get closer
to the minimum, smaller steps are desired, because a large step might result in overshooting the
intended minimum point. Exponential decay seems to be most commonly applied whenever us-
ing a variable learning rate [61]. More advanced optimization algorithms are gradient descent with

1https://medium.com/@RosieCampbell/demystifying-deep-neural-nets-efb726eae941,Dateaccessed:
12-02-2022

Stijn Römer Master of Science Thesis

https://medium.com/@RosieCampbell/demystifying-deep-neural-nets-efb726eae941, Date accessed: 12-02-2022
https://medium.com/@RosieCampbell/demystifying-deep-neural-nets-efb726eae941, Date accessed: 12-02-2022


3-2 Machine Learning Models 25

Figure 3-4: Multiple iterations of gradient descent are applied on the convex cost function
J (W,b), updating the parameters of W and b with each iteration. Four different values for the
learning rate α were tested, namely: [0.1, 0.3, 0.8, 0.9] [62].

momentum 2, Root Mean Square (RMS) prop 3, and Adam optimization [63]. All these optimiza-
tion algorithms are improvements or extensions on the basic principle of gradient descent and will
be discussed in more detail in chapter 6.

The process of backpropagation starts from the output layer and moves backwards towards the
input layer. When all layers have been passed in a backwards motion, forward propagation is done
again. This process is repeated until stopping conditions are reached. Ideally, this happens when
the value of the cost function is at a global minimum and satisfactory results are obtained.

Multi-layer perceptrons

This work uses MLP’s to create the predictor functions [64]. A MLP is an extension of the original
Perceptron model, proposed by Rosenblatt [65], and a popular class within ANN’s. A MLP consists
of one or more hidden layers in between the input and output layer, with all its neurons arranged
as layers. The neurons in each previous layer are fully connected to the next layer, and each con-
nection is directed towards the subsequent layer (see Figure 3-2a). MLP’s have numerous advan-
tages which all contributed to the choice of selecting the MLP as a framework for prediction. First,
within the context of ANN’s, the architecture of MLP’s is relatively basic (with only feedforward sig-
nals), making them easier to tune and optimize as fewer hyperparameters exist. Second and third,
they can be used for complex, non-linear problems and work great for large input data sequences.
Fourth, fast predictions can be made when training is completed, thereby making them suitable
for online prediction algorithms.

Transfer learning

Training an ANN often requires a large labeled dataset and substantial computational resources.
It can therefore take quite some time to build, shape, and design an ANN. However, random ini-
tialization of the weights and biases assumes there is no a priori information available before the
network is trained. In the case there exists prior knowledge about the problem to be solved, trans-
fer learning could come in handy. Whenever an ANN has already been designed, tuned and trained
on a similar dataset, the weights and biases can be transferred as initialization of the new model.

2https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/SGD. Date accessed: 19-04-2022
3https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/RMSprop. Date accessed: 19-04-

2022
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This way, knowledge of a previously solved problem can be used as memory for a new problem
and, as a result, can save substantial time and efforts.

3-2-3 Design of an artificial neural network

Design of an ANN consists of a series of systematic steps, namely: collecting the data; prepro-
cessing the data; building, shaping, and training the network; and testing the performance of the
network. All steps will be discussed briefly in the following.

Data collection

An important step in the design of an ANN is the collection of a sufficient amount of data. Initially,
raw data is gathered into a large dataset. Subsequently, the data is processed into a sample set of
labeled input-output examples, which can then be used for training the network. Unfortunately,
there is no general solution to know beforehand how much data is required for the design of a good
enough model, although some general guidelines do exist. For example, a common rule of thumb
is that the sample size needs to be at least 10 to 100 times the number of features (which is the
size of the input layer) [66]. Another more widely applied rule-of-thumb is that the sample size
should be at least 10 times larger than the total number of weight parameters in the network [66].
Ultimately, the model should generalize the data such that it can make predictions on new data.
To achieve this task, enough data needs to be gathered to cover for the diversity and complexity
of the underlying system. Whenever too little data is obtained, it can always be beneficial to add
more data to the dataset, as long as the complementary data can add to the diversity of the existing
data, such as the inclusion of more corner cases.

Data preprocessing

Data preprocessing is the process of preprocessing data before it can be used efficiently for a spe-
cific ML model. There are different reasons why data cannot be used directly but needs to be
preprocessed. A couple of examples are: extra requirements need to be added to the data; noise
and errors need to be adjusted and corrected; and complex nonlinear dependencies need to be
simplified or removed. Although transforming raw data into a suitable dataset can be specific to
each project, various standard practices can be used during the data preparation phase.
These practices are: data cleaning, feature selection, feature engineering, and dimensionality re-
duction. Data cleaning refers to the identification of errors in the data and correcting them. Fea-
ture selection is the identification of input variables most relevant for solving the problem. Data
transforms is the process of changing the scale or the distribution of the variables. Feature engi-
neering consists of the derivation of new variables from the data based on relevant features. Di-
mensionality reduction is the process of reducing the dimension of the data through creations of
compact projections. All of these methods are a complete discipline on their own and have al-
ready been studied thoroughly. Moreover, each of them have their specialized algorithms that can
be applied to the dataset.
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Building, shaping and training the network

The process of tuning the weights and biases on the training data is known as the training phase.
The training phase is followed by the validation phase, where the hyperparameters get tuned on
an unbiased validation data. The final model, with all its parameters and hyperparameters, is
then tested for performance on another unbiased dataset, known as test dataset, during the testing
phase.

Parameters are the weights W = {W [0],W [1], . . . ,W nl } and biases b = {b[0],b[1], . . . ,bnl } of all layers.
These are modified during forward propagation and backpropagation with the goal to minimize
the cost function. However, there are other plenty of other parameters which can be adjusted
when designing a neural network, such as: learning rate α, the number of iterations, the number
of hidden layers nl , the number of hidden neurons n[l ] in each layer l , the choice of activation
function, choice of loss function, etc. These parameters are called hyperparameters. Finding the
right parameters and hyperparameters in the design of a network is an empirical process. Results
can be improved by continuously experimenting with different parameters and hyperparameters
and adjusting them each iteration based on results.

Performance metrics for network evaluation

ML based models can be evaluated using a wide variety of performance metrics, which, in the case
of ANN’s, are integrated into the model as the cost function, but are also frequently used during
the validation and testing phase to check model performance. At least 48 different performance
metrics exist, all focusing on different aspects of the error distributions of the predictions [67]. Two
major classes of performance metrics within ANN exist and can be subdivided into regression and
classification metrics. However, this work focuses solely on the prediction of continuous values
and therefore only considers regression-based performance metrics.

In regression problems, performance metrics all quantify how close the predicted value is rela-
tive to the actual value. A variety of performance metrics exist, each with its own strengths and
weaknesses. The three most widely used performance metrics are: (1) R-square, (2) Mean Squared
Error (MSE), and the (3) Mean Absolute Error (MAE) [67]. All are mathematically displayed in the
following:

R2 = 1−
∑N

i=1(yi − ŷi )2∑N
i=1(yi − ȳi )2

(3-16) MSE = 1

N

N∑
i=1

(yi − ŷi )2 (3-17) MAE = 1

N

N∑
i=1

|yi − ŷi | (3-18)

The R-square metric (R2) of Equation 3-16 is a value in the set [0,1], where a value close to 1 indi-
cates a low error between the predicted values and the actual values. R-square works well on mod-
els based on systems with lots of dependent variables. However, when systems compose of many
independent variables, the model could test very well on the training data, but have poor perfor-
mance on the test data as a result of overfitting. This problem can be partially solved using the
extension of the R-square metric, which is the adjusted R-square. The adjusted R-square gives less
weight to added independent variables, thereby preventing potential overfitting problems. The
MSE of Equation 3-17 yields the average squared error of the predictions and can be used effi-
ciently to compare multiple models with one another. The Root Mean Squared Error (RMSE) is the
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square root of the MSE. It is used commonly as the MSE might become large quickly and, as a re-
sult, get more difficult to compare easily. A similar metric as the MSE is the MAE, which is defined
by the average absolute error. However, the MAE is less sensitive to far-off predictions, giving the
same weight to each error, while the MSE gives an increasingly large penalty to larger predictions
errors.

To conclude, the R-square or adjusted R-square is preferred whenever considering only a single
model, because the performance can be quantified as a percentage of the variability of the out-
put. When comparing the performance of a multitude of models, the metrics MSE (or the root
mean squared error) or MAE are generally preferred as they give a more intuitive representation of
the error. In the case that large prediction errors need to be penalized, the MSE provides a great
solution, while the MAE can be used whenever different predictions errors should have the same
weight. The RMSE is often preferred whenever values get too big, while the MSE is a reasonable
metric whenever values do not blow up.

3-3 Digital Image Processing

Digital image processing is the use of a digital computer in order to process digital images through
algorithms. [68] During the project, a dataset was created by making use of two existing digital
image processing techniques, namely: Hough Circle Transform (HCT) and template matching.
First, the HCT will be explained in subsection 3-3-1. Then, the concept of template matching will
be elaborated on in subsection 3-3-2.

3-3-1 Hough circle transform

The HCT method is a method within digital image processing which allows circles to be extracted
from an image, even if circles are not complete. The HCT method was patented in 1962 by the
researcher Hough and is still used frequently today [69]. The method tries to extract possible pa-
rameter values of a circle by making use of a constraint equation. A circle has the parameters of its
centre coordinates (a,b) and its radius r , which can be related to the location of edge points (x,y)
through the following constraint equation:

(x −a)2 + (y −b)2 = r 2. (3-19)

Although implied in Equation 3-19, it should be recognized that the three parameters (a,b,r) are
required for the description of a circle in a two-dimensional space, while any (xi , yi ) are merely
edge points on this circle.
Then, any edge point (xi , yi ) can be a point on any circle whose parameters lie on the surface of a
right circular cone in the three-dimensional (a,b,r) parameter space [70], as illustrated in Figure 3-
5. When cones of multiple edge points intersect at a single point in the (a,b,r) space, a circle can be
identified with those parameters.

Multiple circles of unknown radii can be detected in a single image using this technique. First,
edges of possible circles are detected using a filtering algorithm. Then, by iterating over these
points (xi , yi ) with possible parameters (ai ,bi ,ri ), "votes" can be collected in the accumulator ma-
trix. The accumulator matrix is a separate array of counters, which accumulates the "votes" for
each edge point (ai ,bi ,ri ). At the end, the array entries which contain high numbers are very likely
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Figure 3-5: Different edge points (x,y) create cones in a three-dimensional parameter space
(a,b,r). Whenever multiple cones intersect, a circle is defined with the corresponding parameters
[70].

to present the shape of a circle in the image with the corresponding parameters. An algorithm for
the detection of circles in an image of size (a,b) can now be constructed based on the aforemen-
tioned theoretical background. An overview of this algorithm is displayed in Figure 3-6.

The obvious problem with the algorithm as presented in Figure 3-6 is its inefficiency, as it copes
with iterating over values in a three-dimensional parameter space. Furthermore, it will likely deal
with data sparsity issues, as only a few entries in the accumulator matrix would be filled. Fortu-
nately, this problem can be overcome using a method known as the Hough gradient method.

OpenCV Hough circle transform algorithm

This work will make use of an algorithm known as OpenCV Hough Circle Transform, which is an
HCT algorithm making use of the Hough gradient method 4. It is publicly available in the com-
puter vision library OpenCV and can be used as a library within the coding environment Python.
The theory behind the detection algorithm was explored, as numerous optimization parameters
must be tuned before desired results can be achieved. An explanation of both the Hough gradient
method and the OpenCV HCT algorithm will therefore be given in the following.

The Hough gradient method is a method takes the gradient into account in its search for circles.
In the earlier described variation of the HCT method, circles in the two-dimensional (a,b) space
could be identified by ’drawing’ inverted cones in the three-dimensional parameter space (a,b,r)
while incrementing the entries in the accumulator matrix. The Hough gradient method improves
efficiency as now, instead of ’drawing’ complete circles, only the entries in the accumulator matrix
in the direction of the gradient of each edge pixel are considered.
The OpenCV HCT algorithm makes use of the Hough gradient method and can be broken down
into two subsequent stages. First, the candidates for the centres of potential circle are identified.
Second, the best radius is computed for each centre candidate. Both stages will be explained in the
following part.

4https://docs.opencv.org/3.4/d4/d70/tutorial_hough_circle.html, Date accessed: 14-08-2021
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Hough Circle Transform (HCT) code overview 

1: Initialize accumulator array A[a,b,r] to a zero array 
2: Detect edges (x,y) in image using any edge detection algorithm
3: Iterate over r, where         
          
 4: Iterate over the edge pixels (x,y) in image
   5: Iterate over the degrees in a circle, where

     6: Compute a:    

     7: Compute b: 

     8: Increment value: A[a,b,r] = A[a,b,r] + 1

9: Set suitable threshold value

10: Find [a,b,r] values in A[a,b,r] above the threshold value

 

Figure 3-6: Hough circle transform code overview

The edges within the image are found using the Canny edge detector [71]. Information about the
gradients for each image pixel are calculated using the Sobel operator [72]. Then, for each edge
pixel, only the entries in the accumulator matrix that are located in both the directions of the gra-
dient will be incremented. Finally, the circle centres can be identified by the entries in the accumu-
lator matrix that are both above a certain threshold and are a local maximum. Now that the circle
candidates have been identified, the new stage of finding the optimal radius for each candidate
begins. It is important to notice that the parameter space is reduced to a one-dimensional space,
and thus a new one-dimensional accumulator matrix will be used. For each candidate, an accu-
mulator matrix will be created by computing the distance to all the edge pixels and incrementing
accordingly. The optimal radius will then be the radius corresponding to the highest incremented
counter, supported by most edge pixels. This process can be repeated for all candidate centres. Se-
lected centres that lie too close to centres that were found previously and have less support of edge
points (lower counter values) are discarded. The OpenCV HCT algorithm has multiple parameters
that can be tuned and can be related to the theoretical description of the algorithm as explained
above. The parameters are explained in Table 3-1 based on the description given by OpenCV 5.

5https://theailearner.com/tag/hough-gradient-method/, Date accessed: 10-04-2022
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Parameter Description

image An 8-bit, single-channel, grayscale input image.

method
Choice of method between ’Hough gradient’ and a variation known as ’Hough
gradient alt’.

minDist
Defines the minimum distance in pixels between the centres of detected
circles. All candidates below this distance are discarded.

param1
Defines the threshold given to the Canny edge detector. A higher threshold
leads to more edge points, higher values in the accumulator matrix, and thus
more candidate circle centres.

param2
Defines the threshold for the accumulator matrix. A higher threshold leads to
more detected circles but increases chances of false positives.

minRadius Minimum radius in pixels considered for any circle.

maxRadius Maximum radius in pixels considered for any circle.

Table 3-1: List of parameters of the OpenCV HCT algorithm for circle detection in an image.

3-3-2 Template matching

Template matching is a technique in digital image processing for finding parts in an image that
match a template image [73]. The concept can be explained by having the smaller template image
"slid" across the original image, keeping track of the locations of possible matches. In a mathemat-
ical sense, a search image S(x, y) and a template image T (xt , yt ) can be presented as an example,
where (x, y) and (xt , yt ) are the coordinates of the pixels in the search image and template image
respectively. The template image then moves one pixel at a time across the search image, while at
the same time a metric, representing the matching accuracy, is computed and stored in the result
matrix R. The entry within R with the highest value then represents the (x, y)-location within S
with the highest probability of a match with T . A visual representation of this process is given in
Figure 3-7.

Figure 3-7: Example of a search within an original image (left) using a template image (middle).
The template image is then identified by the algorithm and highlighted as a red rectangle (right).

Template matching is effective whenever the exact template can be found in the unseen search
image. However, template matching algorithms are not robust against changing perspectives and
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external influences, such as: a dynamic camera changing its point of view, angle and intensity of
light, or three-dimensional movements of the elements within the template image. Furthermore,
template matching can be computationally expensive whenever large search images are used in
combination with large template images. However, whenever the circumstances allow it, template
matching is a relatively simple and easy to implement technique for identification of a part within
an image and can achieve high accuracy results. Moreover, when compared to more advanced
image recognition algorithms like convolutional neural networks, it does not need much prior in-
formation. Instead, it only needs a template image and a search image.

OpenCV template matching algorithm

The open-source computer vision library OpenCV comes with a function for the purpose of tem-
plate matching 6. The function consists of three input parameters, which are listed and described
in Table 3-2.

Parameter
Matrix
symbol

Description

Search image S A gray-scale input search image.

Template image T
A gray-scale input template image, which can not be bigger in size
than the search image.

Value matrix R
A choice of 6 different metrics to compute all values in the value
matrix. All metrics quantify some form of correlation between the
template image and an equal-sized part of the search image.

Table 3-2: List of input parameters of the OpenCV template matching algorithm.

OpenCV offers six different methods for the computation of the value matrix R in the template
matching function. A mathematical formulation of all metrics can be found in the document files
of OpenCV 7. Out of all six methods, the normalized correlation coefficient is typically used to
determine how "similar" the intensities of the pixels of the two images are. Each entry (x, y) in
two-dimensional matrix R is then computed using this metric by sliding template T over search
image S. The matrix R is constructed in such a way that each (x,y)-coordinate of S also has an
entry in R, provided that the size of the patch in S has the same width and height as T . When R is
fully computed, and all patches of S have been compared to T , the highest values in R indicate the
(x,y)-locations of the best matches.

The normalized correlation coefficient will be defined in the following. Let the S be of size [W ×H ]
and T of size [w ×h]. The size of R then follows and is equal to [(W −w +1)× (H −h +1)], since
T is slid across all parts of S and the entire template T should fit in S. For x ′ = 0, . . . , w − 1 and
y ′ = 0, . . . ,h −1, the normalized correlation coefficient can be computed as follows:

R(x, y) =
∑

x ′,y ′
(
T

(
x ′, y ′) ·S

(
x +x ′, y + y ′))√∑

x ′,y ′ T
(
x ′, y ′)2 ·∑x ′,y ′ S

(
x +x ′, y + y ′)2

. (3-20)

6https://docs.opencv.org/4.x/d4/dc6/tutorial_py_template_matching.html, Date accessed: 18-12-2021
7https://docs.opencv.org/4.x/de/da9/tutorial_template_matching.html, Date accessed: 18-12-2022
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Again, the values for the normalized correlation coefficients are saved in the value matrix R. When
R has been fully constructed, the high values in R indicate good matches, while low values indicate
bad matches. A visual interpretation of R is illustrated in Figure 3-8b, which relates high values in
R to bright pixels and low values in R to dim pixels. In addition, it can be noticed from Figure 3-8b
that the sizes of R and S do not correspond. As described earlier, this is because the entire template
T should fit in S before a value of R(x, y) can be computed.

(a) T (top-left image) and S.
(b) Visual interpretation of R
(top-left in front), and S (back-
ground).

Figure 3-8: Visual representation of the OpenCV template matching algorithm, where T will be
slid over S as shown in (a). Metric values, representing the correlation between T and patches
of S, are stored in R, as illustrated in (b), where high/bright values correspond to a good match.
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Chapter 4

System Modelling

This chapter will provide the theoretical modelling framework of this work, which consists of a
description of the system and a proposal of the prediction model. Section 4-1 will first describe a
general model of a football game. Section 4-2 will then formulate a simplified model of a football
game by applying various abstractions to the general model based on Markovian theory. Section
section 4-3 will then formulate the system as a Markov Decision Process (MDP). Finally, section 4-4
will propose the prediction model as used throughout this work.

4-1 General Model

The abundance of data in a game of football opens up many possibilities for further research within
the field of prediction. However, a careful approach needs to be taken when dealing with large
quantities of data. A mathematical model will help to formulate the problem in a structured way
by defining the problem in mathematical language to describe the behavior of the system. A top-
down modeling approach will be applied, in which a general model will be defined first. Subse-
quently, abstractions of the general model can be formulated, where less relevant parts of the data
will be left out for simplification purposes. Finally, the concept of Markovian Models, as described
in section 3-1, will then be used to mathematically describe the course of a football match.

4-1-1 The state vector of a football match

A real football match arguably has infinitely many state variables involved in its description. Exam-
ples of these state variables are the temperature of the grass, muscle soreness of individual players
and perhaps even the single molecules and atoms involved in the game, which all contribute to the
evolution of a match and portray the extensiveness of the real state set. Of course, it is generally not
possible to model an almost infinite amount of state variables. The problem to solve will simply
become too large and complex. Therefore, in practice, state vectors will be an abstraction of the
actual state vector, meaning that only a relatively small amount of state variables are selected for
modeling. In the case of football, these state variables include: the positional coordinate data of
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players and ball xp ; and contextual information about the match xc . These vectors can be captured
in the state vector of the game, defined as follows:

x(t ) =
[

xp (t )
xc (t )

]
. (4-1)

In Equation 4-1, x(t ) is the n-directional state vector consisting of: a np -directional vector xp (t )
describing the exact location coordinates of all players and ball with respect to the football field at
time t ; and a nc -directional vector xc (t ) describing all possible contextual information about the
match at time t . Contextual information includes: the team in ball possession, player positions,
passes given, shots, etc.; but also individual player statistics, such as shot accuracy, distance cov-
ered, successful tackles, etc.

4-1-2 System behaviour

The behavior of the non-linear system can now be described by a general function,

x(t +1) = f (x(t ), x(t −1), x(t −2), ..., x(1), x(0),d(t )), (4-2)

with d(t) being some unknown, stochastic disturbance changing over time. The disturbance fol-
lows from the unknown variables influencing the state evolution. The game starts at in initial state
x(0) and ends in final state x(T ), which represent the kick-off and final whistle of the game respec-
tively.
Although the function f might exist, the prediction of the entirety of the next states might very
well be impossible due to the size and stochasticity of the problem. Besides, exploiting all past
states from a game will make the problem extremely computational intensive, while at the same
time making it increasingly difficult to comprehend. A less complex problem will therefore be cre-
ated by abstracting the general model and, subsequently, convert it into a MDP model. Various
heuristics and simplifications will be used to help in this process.

4-1-3 Model abstractions

The general model of Equation 4-2 will be abstracted using three different heuristics. Each heuris-
tic will help reduce the complexity and solvability of the problem. Furthermore, the heuristics are
necessary requirements for the creation of the MDP model, as will be proposed in section 4-3. The
model heuristics are as follows:

• Heuristic 1: Instead of predicting the entirety of the state vector, a single meaningful metric
shall be created. The selection process and design of the metric will be discussed in subsec-
tion 4-4-1.

• Heuristic 2: Only a selection of state variables shall be considered for the state vector, as not
all state variables are relevant for the prediction of the metric. The selection process of this
state vector will be discussed in subsection 4-3-1.

• Heuristic 3: The continuous state variables shall be discretized to fit the MDP model. The
state discretization will be presented in subsection 4-3-2.
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Two relevant implications of the above heuristics should be noted. First, heuristic 2 implies that
the length of the state vector shall be finite. Second, heuristic 3 implies that all state variables in
the state vector shall be discrete. Both implications are taken into account in the design of the
Markovian models.

4-2 Markovian Models

The system can be described as a MDP following Markovian theory, as explained in section 3-1. In
the following parts, a Markov chain and a Markov chain model of a football game will be formu-
lated. Afterwards, the Markov chain model will be extended to a MDP model.

4-2-1 A Markov chain description

The system can be described by means of a Markov chain, described by a 2-tuple (S,P ), as the-
orized in subsection 3-1-1. The state set S is the set of possible states after discretization of the
state vector and P is the set of state transition probabilities between those states. Each state s ∈ S
describes the current state of the football match, featuring a configuration of the exact locations of
all players and ball and some contextual match information.
Now, let each state variable si ∈ s be bounded on both sides such that S can be defined as a finite
set, where:

s ∈ S ⇒ s ∈Zn , ‖s‖1 <∞.

Now consider the set of transition probabilities:

P : S →Pn , with P ∈Rn×n ,

There exist n2 state transition probabilities, as there are n possible transitions from each of the
n states in S. P therefore consists of (n −1)n unknown parameters, as the last parameter can be
deduced from the fact that the sum of all probabilities add up to one.

The system moves in discrete-time, where at each time instance the system switches state or stays
in the same state following certain probabilities. Of course, not all state transitions are possible
and will therefore have a zero probability of happening. For example, a player can not simply
move from one part of the pitch to the other without crossing everything in the middle. When a
whole match is played, each tick of the clock will force a state transition, where each transition has
its own probability.
A Markov chain of an entire match can now be constructed,(

x0, x1, x2, . . . , xT
)
,

where each state xi with i = {0,1,2, . . . ,T } is confined in set S and the probabilities of all possible
state transitions are defined in P .
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4-2-2 A higher-order Markov chain description

The system can now be described by means of a higher-order Markov chain, as explained in sub-
section 3-1-2. The higher-order Markov chain is defined as a new 2-tuple (S̃, P̃ ), where future states
are conditionally dependent on the past m states. A new chain (x̃t ) of m states can be constructed
for t > m +1 as follows:

x̃t =
[
xT

t xT
t−1 . . . xT

t−m+1

]T
. (4-3)

Let the chain satisfy the Markov property as defined in Equation 3-7. For easier notation, the length
of the state vector x̃(t ) will be set equal to ns , where:

ns = n ×m. (4-4)

A new finite set S̃ can be constructed such that each possible state x̃t is confined within S̃. Each
state s̃ ∈ S̃ is given by a concatenated sequence of m states from S, where each s ∈ S is bounded on
both sides. The following proposition therefore holds:

s̃ ∈ S̃ ⇒ s̃ ∈Zns , ‖s̃‖1 <∞. (4-5)

In contrast to the states s ∈ S, the states s̃ ∈ S̃ now have memory, although the total size of the set S̃
has become exponentially larger. A visualization of the updated state x̃n sequence is presented in
Figure 4-1.

Figure 4-1: An example of the creation of a single state x̃t inside the higher-order Markov chain.

Now consider the updated set of transition probabilities:

P̃ : S̃ →Pns , with P̃ ∈Rns×ns .

In comparison to a regular Markov chain, which consists of (n −1)n parameters, the total number
of unknown parameters of a Markov chain of order m increases exponentially to (n −1)nm [74].
A football game can now be modelled as a higher-order Markov chain,(

x̃0, x̃1, x̃2, . . . , x̃T
)
,

where each state x̃i for i = {0,1,2, . . . ,T } is confined in the finite set S̃ and all state transition prob-
abilities are defined in P̃ .
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4-2-3 A Markov decision process description

The system can be extended to a 4-tuple (S̃, A, P̃ ,θ), as explained in subsection 3-1-3, where S̃ is
the state set as defined in Equation 4-5. The action space A consists of the actions a ∈ A which
the decision-maker (e.g. the coach, the manager) can take during the match, where each action
corresponds to a formation of a team. A formation can be described as a set-up of players, usually
organized by the team’s coach or manager. Examples of formations are 4-3-3, 4-4-2, and 3-5-2.
The numbers in the formations represent the number of defenders, midfielders, and attackers in a
team respectively and exclude the goalkeeper. A decision was made to only include a single action
in the action space, i.e. na = 1, as predictions about the evolution of the match can be made in a
more controlled manner by focusing on a team following only a single action. As a result, within-
game outcomes will not be influenced by changing actions over time.
Now consider the transition probabilities:

P̃ : S̃ →Pns , with P ∈Rns×ns , (4-6)

where each entry Pss′ is the probability that (action a in) state s ∈ S̃ will lead to state s′ ∈ S̃, confined
within the interval [0,1].
Finally, the metric reward function θ : S̃ → R is defined as a function mapping any state s̃ ∈ S̃ to
some reward, where the reward is related to a goal-related metric. Already, a conceptual idea of this
reward function can be obtained by defining the ’goal reward function’, i.e., the reward function
referring to the scoring of a goal. The goal reward function is defined by the reward function R :
S̃ → {−1,0,1} , which maps the state s̃ ∈ S̃ to a value in the set {−1,0,1}. A value of 1 corresponds
to a goal being scored by the user team, a value of −1 corresponds to a goal being scored by the
opponent team, and a value 0 defines all other cases.
An example of the MDP model is visualized in Figure 4-2, where only three states are considered.
In practice, state set S̃ will contain much more states. Since only a single action is considered,
probabilities and rewards are only dependent on the states.

Figure 4-2: Representation of a simple MDP consisting of only three states, |S̃| = 3, including
state transition probabilities and state-based rewards.

4-3 A Football Match as a Markov Decision Process

This section will go into more detail about how a football game can be described as the MDP as
presented in subsection 4-2-3. The model heuristics as stated in subsection 4-1-3 will be imple-
mented to acquire this model. The heuristics will simplify the general model of the system and
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make it possible to formulate the system into this MDP framework. First, the state variables will be
selected in subsection 4-3-1. Second, a discretization method for the state vector will be described
in subsection 4-3-2. Third, a reward function will be chosen in subsection 4-3-3. Finally, a football
match will be properly described as a MDP in subsection 4-3-3.

4-3-1 State vector proposal

The raw state vector of high quality football data sets includes detailed information such as the
positional data of the players and ball, and various contextual variables (e.g., game mode, total
passes, possession percentage). Finding the right state simplifications can be a challenging task
as a trade-off needs to be made between two weighing factors. On the one hand, simplifying the
state will lead to a simplification of the problem, which can lead to a better understanding of the
problem and accelerate the process of finding a solution. On the other hand, simplification of the
state vector already leads to the removal of valuable information, which could in turn drastically
reduce the predictive potential of the algorithm.

State variable selection

The following state requirements were constructed to assist in the selection process:

• SR01: The state shall include the locations of all players and ball.

• SR02: It shall be possible to compute the value of the dangerousness metric at a single time
instance from the state alone.

• SR03: The dimension of the state shall be kept as small as possible.

SR01 follows from the performance potential of using tracking data in the predictive algorithm,
as discussed in the heritage in chapter 2. This means that the (x,y)-coordinates of the players and
ball will be implemented in the state vector. Next, SR02 is constructed, as it needs to be possible
to compute the value of the metric for all time instances in order to make predictions. Besides,
implementation becomes straightforward whenever the metric is a mapping from the state. SR03
was set as a requirement to keep the problem as simple as possible, without losing valuable in-
formation. Furthermore, following the theory of Artificial Neural Network (ANN) as explained in
subsection 3-2-2, one should only include information necessary for the output to be predicted.
In the case of the project, it therefore makes sense to only include information that contributes to
the computation of the metric. Adding extra information to the state vector will therefore not be
relevant to the problem and could possibly lead to a sharp increase in the computational efforts of
the ANN to find an accurate input-output relation. Besides, contextual information about within-
game events can often be inferred from the tracking data over time (e.g. shots, goals, passes, etc.)
and is therefore of less importance.

Based on the state requirements, it was chosen to include xp and xposs in the state vector. The
vector xp is defined as the (xi , yi ) coordinates of all player and ball, where i = {1,2, . . . ,23} refers to
the 22 players of both teams and the ball. Scalar xposs ∈ {−1,1} defines which team is in possession

Stijn Römer Master of Science Thesis



4-3 A Football Match as a Markov Decision Process 41

of the ball, where −1 and 1 correspond to the opposing team and user team being in possession
respectively. The chosen state variables together form a n-dimensional vector, where n = 47, and
have been summarized in Table 4-1.

Variable
name

Description Vector size State type
Evolution
Mechanism

xp
A vector containing the exact
[x,y]-coordinates of the players of both teams.

46 Continuous Time

xposs
A value denoting the team who owns the ball
(user team, opposing team).

1 Discrete Event

Table 4-1: Summary of state vector variables.

Formulation of the state vector

The state variables can now be captured inside a state vector x̃(t ) that defines the state of the game
at time t . This state vector is constructed as follows:

x(t ) =
[

xp (t )
xposs(t )

]
, x̃(t ) =


x(t )

x(t −p)
...

x(t −pm)

 , (4-7)

where m defines the amount of past states and p ∈ Z+ is a parameter used for sampling. The
amount of sampled states m and the sampling time p are both parameters to the model. Multiple
values for both m and p were tested in an iterative way. Ultimately, the final fitted models on both
data sets were given the following values for m and p, with p defined in minutes:

m = 4

p = 5.
(4-8)

With m = 4 and p = 5, the predictor function will make its predictions at time t based on its knowl-
edge of x̃t , which can now be updated as:

x̃t =
[
xT

t xT
t−5 xT

t−10 xT
t−15.

]T
. (4-9)

Any state x̃t will be confined in set S̃, as described in Equation 4-5.

4-3-2 Discretization proposal

Discretization of the state vector is the process of transferring the continuous state variables into
discrete state variables in order to reduce the problem such that it becomes more suitable for nu-
merical evaluation and model implementation. A drawback is that information about the game is
being thrown away intentionally. In this work, discretization of the state vector is necessary for the
creation of a finite state set S̃ such that it can fit the MDP model as proposed in subsection 4-2-3.
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As can be observed from Table 4-1, xp contains the only continuous variables in the state vector. xp

will be discretized by dividing the football field into regions. Let [d1 ×d2] be the size of the football
field in metres. Now, let F be the set of nr distinct regions on the field, defined as:

F = { fi }nr

i=1, fi ⊂ [0,d1]× [0,d2],

fi ∩ f j =;,

∪ fi = [0,d1]× [0,d2], ∀i , j , i 6= j .

(4-10)

Choosing the right amount of regions is different for each project and should be approached thought-
fully, although field partitioning seems to be a common practice in football modelling. Various
field partitionings have been proposed in the literature: Cotta et al. (2013) [75] used 9 regions for
their football model; Narizuka et al. (2014) [76] proposed a 18-region model; Arriaza-Ardiles et al.
(2018) [77] and Gamae et al. (2014) [78] both used a 24-region division.
For this project, it was chosen to divide the field into 40 regions of equal size, where 8 regions for the
width (x-coordinates) and 5 regions are chosen for the height (y-coordinates), as this seemed to be
a reasonable division for reward annotation, as will be further explained in subsection 4-3-3. Con-
sequently, each continuous (x,y)-coordinate in xp can now be converted to a discrete value such
that the discrete (x)-coordinates and (y)-coordinates are all confined within the sets {1,2, . . . ,8} and
{1,2, . . . ,5} respectively. A visualization of this division is displayed in Figure 4-3.

Figure 4-3: Field partitioning of the field into 40 regions of equal size. Each region is annotated
with a specific discrete label, which is used for discretization purposes.

4-3-3 Reward function proposal

A reward gained at θt at time t can be computed using the reward function θ : S̃ →Z, which maps
the state s̃ ∈ S̃ to an integer value representing a form of immediate goal-related danger. The re-
ward function uses the field division as proposed in subsection 4-3-2 and, subsequently, assigns a
reward value to having possession of the ball in each one of the regions.

Recall the field division, where F = { fi }40
i=1. Let d : F → Z≥0 be a function assigning a danger value

d to each region f ∈ F . For example, region f1 may have an annotated danger value
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of d( f1) = 2. Subsequently, regions containing the same danger value are bundled into nθ different
sets of regions Fd ⊂ F , such that:

Fd = { f ∈ F : d( f ) = d}, d = {0,1,2, . . . ,nθ}. (4-11)

Although implied, it is important to recognize that each Fd ⊂ F contains distinct regions, such that:

Fi ,F j ⊂ F ⇒ Fi ∩F j =;, Fi 6= ;,F j 6= ;, ∀i , j , i 6= j .

Now consider two scenario’s.

• In scenario 1, the user team is in possession of the ball.

• In scenario 2, the opponent is in possession of the ball.

Two separate and opposite metric functions θ1 : S̃ → Z≥0 and θ2 : S̃ → Z≤0 for scenario 1 and 2
respectively can be derived. They are formulated as follows:

θ1(s̃) =


nθ if possession in regions Fnθ

...
...

2 if possession in regions F2

1 if possession in regions F1

0 otherwise

, θ2(s̃) =


−nθ if possession in regions Fnθ

...
...

−2 if possession in regions F2

−1 if possession in regions F1

0 otherwise
(4-12)

A higher reward is given to having possession in more dangerous regions. The metric functions of
Equation 4-12 can be merged into a single metric function θ : S̃ →Z capturing all possible cases:

θ(s̃) =



nθ if the user team in possession in attacking regions Fnθ

...
...

2 if the user team in possession in attacking regions F2

1 if the user team in possession in attacking regions F1

0 otherwise
−1 if the opponent in possession in attacking regions F1

−2 if the opponent in possession in attacking regions F2
...

...
−nθ if the opponent in possession in attacking regions Fnθ

(4-13)

To clarify, the annotated rewards for the regions on the pitch are flipped whenever possession
switches sides. This means that Fnθ

will contain the most dangerous regions for both scenario’s.

In this work, a design choice was made to have 7 different integer values of danger, such that
d = {−3,−2,−1,0,1,2,3}. Consequently, regions containing the same danger value can be bundled
into nθ = 7 different sets of regions Fd ⊂ F . A visualization of the corresponding reward annotation
of the reward function is illustrated in Figure 4-4. The figures show both scenario’s and visualize
how the reward is distributed depending on the location of the player in possession of the attack-
ing team.
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(a) Scenario 1: The user team has possession (b) Scenario 2: The opponent has possession.

Figure 4-4: Reward distribution of θ over regions f ∈ F visualized. Two scenario’s are sketched
in the cases either team has possession of the ball. The value of θ of each region is indicated by
various colors, where θ ∈ {−3,−2,−1,0,1,2,3}.

4-3-4 Formulation of the Markov decision process model

The MDP model, as presented in subsection 4-2-3, given by (S̃, A, P̃ ,θ) can now be defined prop-
erly. First, S̃ is the state set where the states consist of the selected state variables as discussed in
subsection 4-3-1. Second and third, A = {433} is the action space, and P̃ are the set of unknown
state transition probabilities, both discussed in subsection 4-2-3. Finally, θ : S̃ → Z is the reward
function as presented in Equation 4-12. The system description as presented by this MDP will be
the basis of the prediction model, as will be further discussed in section 4-4.

4-4 Prediction Model Proposal

The MDP model enables the creation of the prediction model. The same model parameters as
defined throughout section 4-3 will be used for the design of this prediction model. First, subsec-
tion 4-4-1 will present the definition and mathematical formulation of prediction metric as used in
this work. Subsection 4-4-2 will then propose the prediction model, based on the proposed metric
and the MDP model.

4-4-1 Metric proposal

It can be argued that goals are the only relevant metric within football because, at the end of a
match, the team with the most goals wins and goes home with all the points. However, difficulties
can arise when trying to find long-term patterns within data that lead towards increased proba-
bilities of scoring goals. The build-up towards goals are influenced by a huge amount of weighted
factors. What type of player movements will yield the highest goal scoring chances when the op-
ponent team is playing a certain way? What type of passing combinations will lead to the highest
probabilities of scoring a goal? When should a team play high pressure or use an offside trap in or-
der to increase scoring possibilities? Finding a function which encompasses all factors accurately
might be a difficult task, which even an ANN might not be able to handle. Another disadvantage
of choosing goals as the metric to be predicted is that goals only occur sporadically and, conse-
quently, a lot of game data is required to find relevant patterns in the build-up towards a goal.
Problems may arise as available data of football games is scarce.
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Metric requirements

In light of the reasons mentioned above, it was chosen not to select goals as the metric to be pre-
dicted. Instead, it was chosen to design a different metric. A thoughtful approach was taken to find
a metric by setting certain requirements, based on the current literature and logical reasoning. The
metric requirements are as follows:

• MR01: The metric shall rely on available data and shall include tracking data.

• MR02: The metric shall be able to quantify performance on a team level and shall be strongly
correlated with goals.

• MR03: The metric shall occur a reasonable amount of times during a match.

• MR04: The metric shall be designed and constructed within reasonable time.

The first metric requirement MR01 is based on the promising performance potential of including
tracking data into a prediction algorithm, as found in the heritage in subsection 2-1-1. The re-
quirement MR02 naturally follows from the importance of the ultimate football metric, which is
goals. Furthermore, the heritage of subsection 2-1-1 showed that the predictions in football can
be made most accurately when considering metrics on a team-level. MR03 follows from the data
properties needed to train a ANN, thoroughly explained in subsection 3-2-2. Finally, MR04 aims to
keep in mind the time boundaries of this thesis project. Large data sets with an immense amount
of variables can quickly lead to complex metrics and, as a result, writing an algorithm for such a
metric could be very time-consuming.

Apart from well-known metrics (e.g., the number of passes of a team, the shots on target, the pos-
session percentage, etc.), a lot of research has been conducted in capturing data into accurate and
understandable Key Performance Indicators (KPI’s). Especially the rise in the availability of track-
ing data of the past decade has lead to the development of more advanced KPI’s [17], which can be
linked to implications such as goal scoring chances, territorial advantages, and successful passing
networks. A large review of KPI’s was conducted during this work and is as presented in Appendix
A-2. These metrics were used as inspiration for the metric as designed in this project.

Metric selection and definition

After reviewing a broad range of metric possibilities and keeping in mind the boundaries of the
above requirements, it was chosen to create the Expected Danger (ED) as metric for further re-
search. The metric is inspired by the work of Cervone et al. (2014) [15], who have proposed
a framework for calculating the expected possession value (Expected Possession Value (EPV)) in
basketball. The EPV is a real-time estimate of the expected points obtained at the end of a single
possession phase. They propose a two-level Markov chain model in which the continuous-time
movements of players and ball, and the discrete-time events (e.g. shots, turnovers, passes) are
combined hierarchically for real-time computation of the EPV. To date, the EPV still remains a
popular measure and is still used in the American NBA.
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The metric is defined as follows:

Definition 4-4.1. The Expected Danger (ED) is defined as a form of expected attacking danger dur-
ing any moment during a football game and is based on the evolution of the state vector over time.
The ED is a real number and expresses the likelihood that possession of the ball will be held within
dangerous territories for either the user team or the opponent team over a given prediction horizon.

In mathematical terms, the expected danger function EDh : S̃ →R is defined as the expected aver-
age reward over a fixed time interval [t+1, t+h], where t is the current time, h is the fixed prediction
horizon, and time T represents the final whistle of the game:

EDh(s̃) = E
[
Gh

t | s̃
]

= E

[∑min(h,T−t )
k=1 θt+k

min(h,T − t )

]
. (4-14)

As shown in Equation 4-14, Gh
t is the actual average reward and is computed by summing the

rewards θt over time interval [t +1, t +h] and adjusting for the length of the horizon h. It is similar
to the undiscounted sum of rewards as used in many reinforcement learning algorithms and can
also be defined separately. Given that t +h ≤ T :

Gh
t = 1

h

h∑
k=1

θt+k , (4-15)

where θt is defined as the reward at time t . Furthermore, it is important to recognize that since
θ : S̃ → {−3,−2,−1,0,1,2,3}, it follows that Gh

t ∈ [−3,3] and therefore also EDh ∈ [−3,3] for any
horizon h and any s̃ ∈ S̃.

4-4-2 Predictor function proposal

Making accurate predictions is only possible whenever the state transition probabilities can be es-
timated. As discussed in subsection 3-1-1, a common technique for the estimation of the state
transition probabilities is based on the maximum likelihood estimator. However, the major issue
of MDP model of this project is its size. Although a higher-order MDP gives possibilities to include
time dependencies, it does come at the cost of an increased number of parameters, i.e., the un-
known transition probabilities. In comparison to a regular MDP, which consists of (n−1)n param-
eters, the total number of parameters of a MDP of order m increases exponentially to (n −1)nm .
This potentially huge amount of parameters can cause considerable estimation problems and is
therefore not recommended for problems with a large state space and a value m chosen large [74].
In the case of this project, the total number of parameters is equal to (n − 1)nm ≈ 2∗ 108. The
estimation of the transition probabilities using the maximum likelihood estimator was therefore
discarded for this project. Instead, an ANN approach for the computation of the ED was pursued
and will be proposed in the following.
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One of the major advantages of an ANN approach for within-game predictions is that only a small,
relevant subset of the set of transition probabilities need to be estimated. The ANN will learn to
identify the most important features within the web of interconnected states S̃, rewards θ and state
transition probabilities P̃ of the MDP to, ultimately, compute a value for the ED. In contrast to the
theoretical MDP model, which has full knowledge of the dynamics of the abstracted system, the
ANN model works as a black-box model. The ANN will create an input-output function focusing
solely on the mapping of the state s̃ ∈ S̃ to the ED, thereby not revealing any additional information
about the system. This process is illustrated in Figure 4-5, which shows the ANN model encapsu-
lates the MDP without knowing its specifics.

Discretize

MDP Model

ANN Model

Figure 4-5: Schematic representation of how the ANN model operates relative to the MDP
model.

As explained in subsection 3-2-2, there exist different classes of ANN’s. A choice was made to de-
sign and build the prediction model by training a Multilayer Perceptron (MLP), i.e., a class of ANN
explained in detail in section 3-2-2. A MLP model was chosen for the following four reasons. First,
within the context of ANN’s, the architecture of an MLP’s is relatively basic (with only feed-forward
signals), making them easier to tune and optimize as fewer hyperparameters exist. Second and
third, they can be used for complex, non-linear problems and work great for large input data se-
quences. Fourth, fast predictions can be made when training is completed, thereby making them
suitable for an online prediction algorithms. The objective for the prediction model can now be
defined as follows.

Objective: Train and tune a MLP for regression using labeled input-output pairs of the state s̃ ∈ S̃
and the corresponding average reward Gh

t . After training, the MLP function shall be able to compute
the ED; a real-time metric expressing the likelihood of having possession in dangerous territories
over a future horizon.

Training and tuning will be done using labelled input-output pairs, where the input layer will con-
sist of the state s̃ ∈ S̃ and the output value will be equal to the corresponding average reward
Gh

t ∈ [−3,3]. A regression algorithm was used since the output is a continuous value. A graphi-
cal representation of the labelled examples is given in Figure 4-6.
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yt yt

-3

3 2 1

-2 -1

0

Input Output

Figure 4-6: Labelled input-output examples.

The input variables represent the state of the game at m = 4 time instances, which includes the
state of the game at current time t , and is sampled with a sampling time of p = 5 minutes between
each state observation. The output variable represents the average reward over horizon [t+1, t+h].
Furthermore, the input vector is of size nx = 188 and the output value is of size ny = 1.
After the training phase, the predictor function created by the MLP will have learned to map un-
seen states s̃ ∈ S̃ to the ED. A schematic overview of the trained MLP is illustrated in Figure 4-7.

Input 1

Input 2

Input

Input layer Hidden layers Output layer

Output

Input vector

State vector {

MLP Model

Figure 4-7: Schematic overview of a MLP used for regression. All entries of the state vector
x̃t = s̃, with s̃ ∈ S̃, are used as inputs. The output will be the ED.

Different MLP’s will be trained for the different horizons h = {5,10,15,30,45}. Since 5 horizons were
selected, a total of 5 predictor functions will be trained. The MLP for h = 5 will then be trained using
Gh=5

t as an output value, the MLP for h = 10 using Gh=10
t as an output value, and so on. The goal

of the training phase is to find the right combination of nodes, connections, and weights such that
the input-output relationship between any state s̃ ∈ S̃ and the ED can be obtained. The predictor
functions will all be trained using the parameters as defined in this chapter. All these parameters
have been summarized in Table 4-2.
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Parameter Description Value(s)

n The length of the initial state vector s ∈ S. 47

m
Order of the higher-order MDP model, defined by the amount of
concatenated states s ∈ S that make up state s̃ ∈ S̃.

4

ns The length of the updated state vector and any s̃ ∈ S̃. 188

p
Sampling time, defining the temporal distance between two consecutive
states s ∈ S in s̃ ∈ S̃.

5

nr
Total number of regions in F , composed of 8 regions along the length and 5
along the width of field.

40

h
Prediction horizon, representing the time interval [t +1, t +h] considered for
prediction.

{5,10,15,30,45}

nθ Defines the maximum and minimum reward value, such that θ = [−3,3]. 3

d Reward values, defined as the reward annotated to each region f ∈ F . {−3,−2,−1,0,1,2,3}

G t
h Average reward, defined as the average reward over time horizon [t +1, t +h] [−3,3]

EDh Expected danger, defined as the expected average reward over prediction
horizon [t +1, t +h]

[−3,3]

Table 4-2: Description of the parameters of the MDP model.
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Chapter 5

Datasets

Machine Learning (ML) models are only as good as the datasets that are used to create them. It
is therefore of crucial importance to find and shape a dataset to the needs of the project. This
chapter will discuss the process of finding and creating a suitable dataset, based on range of avail-
able data sources. Section 5-1 will first discuss the process and methodology of selecting the data
source most suitable to the project. After the data source is selected, section 5-2 will describe how
the dataset is created. Finally, an overview of the dataset will be given in section 5-3, which will
describe its contents and highlight various interesting features.

5-1 Dataset Selection

Before selecting the source of the data, it is important to follow a methodological process of se-
lection. Numerous criteria for the dataset are therefore created in subsection 5-1-1, and serve as
an objective selection tool. Next, a selection of promising data sources and a dataset comparison
will be made in subsection 5-1-2. At last, a short explanation will be given on how the datasets are
going to be realized, which will be done in subsection 5-1-3.

5-1-1 Dataset requirements

Numerous dataset requirements were constructed tailored to the needs of the prediction algorithm
as proposed in section 2-2.

• DR01: The dataset shall contain the tracking data of the players and the ball

• DR02: The dataset shall contain at least 15 games of data and be large enough to capture the
relationship between the input and output variables

• DR03: The dataset shall contain data as realistic as possible
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• DR04: The dataset shall contain the specific event data needed for the creation of the Expected
Danger (ED)

Requirement DR01 follows from the way the ED danger metric is constructed, that is, as a mapping
of the positions of all players and ball. Dataset requirement DR02 is based on algorithm require-
ment AR01, as given in section 2-2, which states that the algorithm shall be trained on a large-scale
dataset of at least 15 games of data. The reason behind this requirement is to have a diverse profile
of different football games. As a result, the Artificial Neural Network (ANN) can be trained on nu-
merous games, thereby making it more robust to unseen data of other football games. In addition,
a minimum number of games increases the chances of creating an accurate predictor, as ANN-
based algorithms generally need a large amount of sample data to be able to generalize the data.
Requirement DR03 follows from the heritage as described in subsection 2-1-2 and is based on the
notion that simulation data should only be considered for research whenever the gameplay of the
simulator closely matches that of actual football gameplay. Even the most advanced football simu-
lators experience the so called simulation-to-reality gap [47], and datasets based on actual football
are therefore preferred. The final requirement DR04 is straightforward and naturally follows from
way the ED metric is defined, as proposed in subsection 4-4-1. This means that the dataset shall
include information about the team in possession.

5-1-2 Candidate data sources and dataset selection

Based on the availability of data as described in the heritage in subsection 2-1-2, numerous can-
didate data sources were identified. The identified data sources consist of existing datasets as well
as possible methods to create a new dataset. They are summarized in Table 5-1.
The selection process will take place by comparing and evaluating the different data sources, as

presented in Table 5-1, based on the requirements as given in subsection 5-1-1. Three data acquir-
ing approaches were considered and will be discussed and evaluated in the following part. The
most straightforward approach is to try and find existing datasets containing either event data or
tracking data and try to merge them. Two very large and publicly available datasets containing
only event data were found [40] [46] and two existing datasets were found containing only tracking
data [45] [46]. However, the datasets based on tracking data only contain 4 games of data and do
therefore not meet the dataset requirement DR02.
Another approach is to use existing automatic event detection algorithms and automatic player
and ball tracking algorithms to create or complement datasets. Various studies focusing on event
detection were able to achieve high-accuracy performance in a few event classes, namely: passes,
shots, and goals [37] [38] [39]. Similarly, two studies that developed a player tracking and detection
algorithm [43], and a ball tracking algorithm [44] achieved reasonable performance with detection
accuracies of 92.8% and 97.3% respectively. By combining three different existing data extraction
algorithms for player-, ball, and event detection, it might be possible to create or complement a
dataset. The drawbacks of this approach, however, are the flawed accuracy and the uncertainty
whether the detection algorithms can be practically implemented within the time boundaries of
the project.
The final approach is to use simulation data of the Google Research Football (GRF) or the eFoot-
ball dataset, which provide possibilities to indirectly extract the actual underlying data. Simulators
provide the possibility to generate more data if needed, and allow controlled experiments to be
executed. Furthermore, the heritage showed that state-of-art simulators, such as the eFootball
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Description Type data Size References

1
Existing dataset of three games by the
Norwegian club Tromsø IL, where
only the home team got tracked.

Tracking data
Three 90-minute matches
measured at 20 Hz.

Pettersen et al.
[45]

2
Existing dataset of one match in the
Nuremberg stadium in which all
players got tracked

Tracking data
One 90-minute match measured
at 200 Hz.

Muschler et al.
[46]

3
Existing dataset of event data from
the 2017/2018 season of the major
European leagues

Event data 3,251,294 events
Pappalardo et al.
[40]

4
Football events collection from
season 2012/2013 to 2016/2017 of
major European leagues

Event data 941,009 events Alin Secareanu 1

5
Semi-automatic player tracking and
detection algorithm

Tracking data
Arbitrary (although video
recordings and manual labelling
are required)

Hurault et al.
[43]

6 Automatic ball tracking algorithm Tracking data
Arbitrary (although video
recordings are required)

Najeeb et al. [44]

7
Automatic event detection algorithms
for the classification of passes, shots,
and goals

Event data
Arbitrary (although video
recordings are required)

Imai et al., [37];
Morra et al. [38];
Khaustov and
Mozgovoy [39]

8
A football simulator by Google
Research Football

Tracking and
event data

Arbitrary, but source code must
first be altered for data transfer

Google Research
Football 2

9
eFootball (PES 2021), an advanced
football simulator

Tracking data
and limited
event data

Arbitrary, but digital image
processing algorithm must first be
created for data extraction

Konami

Table 5-1: The list of candidate data souces.

simulator, are able to create highly realistic football environments. Simulation data was therefore
thought to be representative for real football data and promising for further research.
Keeping in mind the dataset requirements and the advantages and disadvantages of the aforemen-
tioned approaches, a choice was made to only consider simulation data for this project. Both the
GRF and the eFootball simulator were used for the extraction of data in this work.

5-1-3 Dataset creation

Two separate datasets were created, namely: the GRF dataset using the GRF simulator, and the
eFootball dataset using the eFootball simulator. Both datasets will be made public and can be seen
as contributions to the football research community. To the best of the authors’ knowledge, these
datasets will then be the largest collection of tracking data in football publicly available. Further-
more, the datasets do not only consist of tracking data, but also include detailed event data, thereby
making the datasets even more interesting for further research. Both datasets will be briefly intro-
duced and discussed in the following.
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The GRF dataset

The GRF dataset was successfully created using the open-source GRF simulator. Extra code was
written, and several adjustments were made in the source code with the idea to transfer and save
the raw data to a separate data file. After a successful implementation, the GRF dataset was then
created by simulating a total of 58 games. Although the simulator is rather simplistic and perhaps
not as realistic as desired, it did provide a basic and controlled start of the project. Prediction re-
sults based on the GRF dataset will therefore be provided in section 7-2. However, this chapter
will not further elaborate on how the GRF dataset was created, as the main focus of this work is
based on the eFootball dataset. Nonetheless, if the reader is interested, an elaborate analysis of
the creation of the GRF dataset can be found in Appendix B-1, which includes: a thorough analysis
of the advantages and shortcomings of the GRF simulator in subsections B-1-1 and B-1-2, an ex-
planation on how the dataset was created in subsection B-1-4, and the data validation process in
subsection B-1-5.

The eFootball dataset

The eFootball dataset will be created using a state-of-art football simulator. Although the game is
free-to-play, it is not open-source, and it is therefore not possible to directly obtain the data from
the game itself. Consequently, a large part of the project has been dedicated to writing an algorithm
which automatically creates a detailed dataset from video recordings. These video recordings can
be obtained by recording the screen of a computer while playing the game. The recordings of sim-
ulated matches are then given as input to the algorithm which in turn gives as output the locations
of all players and ball together with event data (i.e. passes, shots on target) and contextual match
information (i.e. current minute, team formation). Section refdataset 2: eFootball simulator will
describe in more detail how this dataset was obtained.

5-2 Creation of the eFootball Dataset

The eFootball dataset is derived from the game eFootball, previously known as Pro Evolution Soc-
cer (PES). eFootball is a highly realistic game portraying real football matches. Players can play
different game modes, including online and offline modes, where they can play against other play-
ers or the computer AI. The game is free-to-play but not open-source, thus access to the underlying
data is restricted. Instead, the data was obtained by means of digital image processing techniques.
A data extraction algorithm pipeline was designed solely for this project, able to automatically ex-
tract data from video recordings of the game.

A step-by-step analysis of the design of the algorithm will be given in the following. First, sub-
section 5-2-1 will give an impression of the gameplay and interface of the eFootball simulator to
give a better understanding of how data can be extracted. Subsection 5-2-2 will then give a general
overview of the entire algorithm, including a visual representation of the entire process. In the sub-
sequent subsections of 5-2-3 all the way to 5-2-8, each segment of the algorithm will be explained
in more detail. The running times of the algorithm are given in Table 5-5. Section 5-3 will then
present both the final datasets.
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5-2-1 The gameplay and user interface

A specific camera angle in the simulator allows the user to view the game from a top-view angle, in
which all players have been simplified to circles and each player corresponds to a single circle on
the pitch. Each circle is marked by the jersey number of the corresponding player and the color of
the team’s jersey. An example of the interface of the gameplay is depicted as a snapshot in Figure 5-
1.

Figure 5-1: Snapshot of the interface of the gameplay of the eFootball simulator.

Besides the pitch and the players on the pitch, the user interface includes a couple of other in-
teresting real-time features. Displayed at the top are the live score and the current minute of the
game. Then there are different statistics displaced in the bottom left corner, namely: shots on goal,
passes, touches, and ball winning. Furthermore, the player names and numbers of both teams can
be viewed on each side of the pitch. All of the above were used for the creation of the final dataset.

A football game takes 90 minutes and is divided into two halves of 45 minutes. In the simulator,
a 90-minute game lasts approximately 12 actual minutes, i.e., two halves of 6 minutes. The speed
of the gameplay is the same as in a real football match. The time-ratio of the simulator compared
to a real football match can thus be computed and is approximately 15:2, i.e., when one minute
is played in an actual football match, seven and a half minutes have passed in the simulator. The
game duration could not be adjusted in the simulator.

5-2-2 Algorithm pipeline overview

The complete data extraction algorithm consists of multiple segments. Each segment has its own
function and uses information acquired from earlier segments. A schematic overview of the pipeline
of the algorithm is given in the form of a block scheme in Figure 5-2. Each segment within the algo-
rithm obtains its information by iterating over video images of the gameplay, extracting a relevant
piece of data, and then saving the data into a file. The data gets added within these files with each
iteration.
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Video Image Creation 
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Data Labelling 
 Algorithm

Player and Ball  
Identification Algortihm

Possession Identification
Algorithm

Data Harmonization
Algorithm

Final Data Set

event data possession data
positional data

player/ball labels

processed data

Recordings of games

Iterated frames of the pitchIterated frames of event stats

5-2-3

5-2-6

5-2-4 5-2-5

5-2-7

5-2-8

5-3-2

Figure 5-2: A general overview of the data extraction algorithm. The block scheme starts with
video recordings of the simulator and ends with the final dataset.

The algorithm consists of six segments. The first segment is called the ’video image creation algo-
rithm’ and converts video recordings into images, which are then used as input by all other seg-
ments. The second segment, ’the event statistics algorithm’, extracts the match events occurring on
the pitch (e.g., shot on target, goal) at each time instance. In parallel to the ’event statistics algo-
rithm’ run: the ’data labelling algorithm’, which makes sure all players and ball for a single match
are labelled correctly; ’the player and ball identification algorithm’, with the task to identify and
locate all players and ball in unseen image frames; and the ’possession identification algorithm’,
used to determine the possession team for each frame instance. Finally, the ’data harmonization
algorithm’ removes errors from the data and fills in missing data through interpolation and ex-
trapolation. The processed data then gets saved, which occurs in the last segment of the pipeline,
namely the ’final dataset’. Each segment will be explained in more detail in the subsequent sub-
sections.

Stijn Römer Master of Science Thesis



5-2 Creation of the eFootball Dataset 57

5-2-3 Video Image Creation Algorithm

The video image creation algorithm has the task of creating masked video images of the user in-
terface and, subsequently, iterating over them. A series of steps were taken to achieve this task.
A schematic overview of the process is given in Figure 5-3. First, screen recordings are made of
individual games. A recording of a single game has a duration length of approximately 12 minutes.
These video recordings are then converted to images. Two different masks were applied; one of
the football pitch and the other one of the event statistics. The video-image-creation algorithm
outputs both masks separately and iteratively, such that a focus can be put solely on the relevant
parts of each image. The outputted images of the pitch are then given as a frame-by-frame input to
three other segments, namely: the ’data labelling algorithm’, the ’player-and-ball identification al-
gorithm’, and the ’possession identification algorithm’, whereas the outputted images of the event
statistics are iteratively given to the ’event statistics algorithm’. A graphical representation of this
process can be observed in Figure 5-3.

Iterate over  
frames Masked pitchGame 1

Game 2

Game 3

Video Image Creation Algorithm

Dataset of frames
per game

Recordings of games

Masked event  
stats

Individual frames

Pitch frames

Event stats 
 frames

Convert to
frames

Mask 1

Mask 2

Figure 5-3: Block scheme of algorithm used to create masked images from game recordings.

5-2-4 Event Statistics Algorithm

After establishing the desired framework for getting the individual event statistics frames, a dataset
consisting of all event data can be created using the event statistics algorithm. The input of the algo-
rithm are images of event statistics of individual games from the video-image-creation algorithm,
which are given to the algorithm in frame-by-frame manner. The output of the algorithm is the
event dataset of a given game.
A series of steps is taken to extract the relevant knowledge from the input image. First, a mask is
created such that each individual event statistic is depicted in a single image. A total of 11 event
statistics are masked and tracked during the game, namely: shots on goal (2x), passes (2x), touches
(2x), ball won (2x), goals (2x), and the time in minutes. Note that most statistics are being counted
twice due to both teams having their own counters for each statistic. An example of these masks is
illustrated in Figure 5-4a.
Furthermore, the algorithm keeps track of the occurrences of events by linking a counter to each
statistic. At the beginning of each match, all counters are initialized to zero. Also, after each itera-
tion, the masked statistics are cached for comparison with the statistics of the next iteration. The
counting process starts whenever two consecutive masked event images can be compared with
one another, as illustrated in Figure 5-4. When two consecutive images differ, a corresponding
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counter is incremented by a value of one. By iterating over all images and comparing all con-
secutive images of the masked statistics with one another, an accurate dataset can be created. A
schematic overview of this process is illustrated in Figure 5-5.

(a) Event statistics at time t (b) Event statistics at time t +k

Figure 5-4: The masked numbers of all event statistics of two consecutive frames are compared
with each other. Counters are updated based on differences in individual statistics.
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Figure 5-5: Block scheme of algorithm used to determine the real-time statistics of events
during a match. Examples of event statistics are: goals, shots on target, touches. The input
of the algorithm is a single image frame of the statistics, while the output is an update of the
counters.

5-2-5 Data Labelling Algorithm

A semi-automatic data labelling algorithm will be designed to identify and label the templates of
all players and ball. In this work, a template is defined as a square image which represents either
a distinct player on the pitch or the ball in a given game. The algorithm takes as input the image
frames of the pitch from the video-image-creation algorithm and outputs the labelled templates
of all players and ball. Identification and labelling of the players is done once at the beginning of
each game. This is required because the templates of the player change each game due to varying
jersey colors and numbers. The template of the ball, however, is the same throughout all matches
and was therefore only identified and labelled once. Once the labelled templates of a single game
are collected, an automatic tracking algorithms will detect the players and ball for the remainder
of the game.
The algorithm can be subdivided into two phases. The first phase consists of the identification of
the circles of the players. The second phase deals with the labelling process of the players. Both
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phases will be explained briefly. An overview of the entire data labelling algorithm can already be
observed in Figure 5-8, which schematically describes all the taken steps.

First, the circles representing the players will be identified automatically using the OpenCV Hough
Circle Transform (HCT) algorithm. The theoretical concept of the HCT algorithm, as well its pa-
rameters, are explained in the preliminaries of subsection 3-3-1. The algorithm takes as input
the masked image of the pitch from the video-image-creation algorithm, and outputs the (x,y)-
coordinate locations of all detected circles within the image. The specific input image for each
game is chosen manually and should give a clear view of each individual circle without overlap.
The parameters of the algorithm were tuned and optimized with the purpose of identifying all rel-
evant circles in a given image frame of the pitch. The tuned parameter values are displayed in
Table 5-2.

Method minDist param1 param2 minRadius maxRadius

Hough gradient 25 100 9 25 27

Table 5-2: Optimized parameter values for the OpenCV HCT algorithm.

The minimum distance ’minDist’ was set such that the same circles are not identified twice. The
parameters ’param1’ and ’param2’, representing the identification thresholds, were set relatively
high such that all circles in a frame could be detected. This comes at the cost of an increased
detection of false positives. The minimum and maximum radii ’minRadius’ and ’maxRadius’ were
set such that only the circles of the players are approved. Conveniently, all player circles have a size
of approximately 26 pixels. An indication of the performance of the HCT algorithm can be seen in
Figure 5-6, which shows how the player circles are detected in a given image.

(a) Input image (b) Output image

Figure 5-6: Example of how the HCT algorithm is able to detect the relevant circles from an
input image of the pitch as shown in (a) to an output image in (b). The (x,y)-locations of the
centres of the detected circle are saved and given to the labelling algorithm.

Now consider the labelling phase. This section of the algorithm takes as input: an image of the
pitch, and the (x,y)-locations of the detected player circles. It then outputs the labelled player-
and-ball templates of a single game. Labelling all players accurately is extremely important, as
these labels will be used for detection and tracking of all players for the entirety of a match. A
single labelling error at this stage can therefore lead to wrongful detection of a player for a whole
game. It was therefore chosen to manually label each player. Additionally, the template labels were
are visually double-checked to ensure a 100% labelling accuracy.
In this part of the algorithm, the templates were visually shown in the algorithm interface such
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that they could be manually labeled, as illustrated in Figure 5-7. Each circle was given a label
which includes: a player ID, a team ID, and a player position. The set of 23 labeled circles (22
players and the ball) was saved. The labelled templates were then used as inputs to: the ’player
and ball identification algorithm’; and the ’possession identification algorithm’. The whole process
is visualized in a block-scheme in Figure 5-8.

(a) U-20 (b) O-5 (c) Ball

Figure 5-7: Examples of templates of players of opposing teams and the ball. Labels are given
to each template, where the labels U-20 in (a) and O-5 in (b) refer to ’player #20 of the user
team’ and ’player #5 of the opposing team’ respectively. The label in (c) refers to the ball.

Hough Circle Transform Algorithm

Create and label templates of  
players/ball at startof each game

Data Labelling Algorithm

ballR5L20 ballR5L20

Pitch frames

Iterate over
frames

Pass (x,y)-locations 
of circle centres

Match 1

Match 2

Match 3Save 
templates

Dataset of templates

Templates

Figure 5-8: Overview of the labelling process of players and ball.

5-2-6 Player and Ball Identification Algorithm

During the course of the match, the unique circular templates of players and ball do not change
appearance. As a result, the labelled templates allow detection possibilities of players and ball in
unseen frames. The player and ball identification algorithm takes as input: the set of templates
of a single game from the data-labelling algorithm, and the masked images of the pitches from
the video-image-creation algorithm. The automatic detection of players and ball is done using a
technique called template matching, as explained in subsection 3-3-2, which aims to locate the
(x,y)-coordinates of a given template in an unseen frame. The output of the algorithm is a vector
denoting the (x,y)-coordinates of all players and ball in a given image. A coordinate vector of all
players and ball can then be made by iterating over all templates. A schematic overview of this
process can already be observed in Figure 5-12. Each section of the algorithm will be elaborated
on in subsequent parts.

Template matching

First, two template matching functions were constructed for: the detection of the ball, and the de-
tection of players. The functions take as input: the template image T (i.e., a player or ball), and the
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search image S (i.e., a masked image of the pitch). The output of the functions are a set of candi-
date matches of T in S, where values for a correlation metric reach above a certain threshold. The
function parameters, as explained in detail in the preliminaries of subsection 3-3-2, are displayed
in Table 5-3 and will be discussed in the following.

Template image T Search image S Method for acquiring R
Match threshold
R(x, y)

1 Ball template Image of pitch
Normalized correlation
coefficient

0.85

2 Player template Image of pitch
Normalized correlation
coefficient

0.91

Table 5-3: Input parameters of the template matching algorithm.

Two separate functions for the detection of players and ball were designed. The first function fo-
cuses on the detection of the ball template Tbal l within search image S, while the second function
deals with the detection of all player templates Tpl ayer within search image S. The normalized
correlation coefficient was chosen as the correlation metric R(x, y) for both functions as this is the
most commonly used correlation metric for template matching. The values of R(x, y) are collected
in result matrix R, where high values indicate a higher probability of an actual match. Finally,
thresholds were set to reduce the probability of false positives. Such thresholds are especially im-
portant whenever players in S move close to one another, as illustrated in Figure 5-9a. As a result
of player junctions, the template images can often not be found in the search image. Without
proper thresholds, the template matching algorithm will still detect false positives, as depicted in
Figure 5-9b. If the reader is interested, the process of selecting suitable thresholds is explained in
more detail in Appendix B-2-1.

(a) Junction of players in S

Templates False matches

Template 
 matching 
function

(b) Examples of false positives

Figure 5-9: (a) shows players moving over each other in the search image, thereby making it
impossible to detect certain templates T . Consequently, in the absence of the actual T in S, false
positives might be detected. Examples of false positives are given in (b), where the images in
the columns represent (from left to right): colored T , gray-scale T , a gray-scale match in S, the
gray-scale match converted back to a colored image.

Verification of candidate matches

The template matching functions require the three-layered, colored input image, to be converted
to a one-layered, gray-scale image, as this reduces the computational intensity. However, this
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comes at the cost of an increased probability of detecting false matches, especially when it in-
volves color. In the case of the templates of players, which are used as input to functions, this often
results in such false matches, as is illustrated in Figure 5-10.

Template 
 matching 
functions

Templates False matches

Figure 5-10: False matches of player templates due to the inability of the template matching
functions to distinguish various colors. The columns in the image represent (from left to right):
colored T , gray-scale T , a gray-scale match in S, a colored match in S.

A solution was found through an extra verification process, in which the colors of the candidate
match are compared to the colors of the actual jersey. This process is schematically visualized in
Figure 5-11 and will be briefly elaborated upon in the following. Before an actual match of T in
S is found, a set of candidate matches are provided by the functions. The functions provide a list
of candidates matches by sliding a template T over the search image S and collecting the (x,y)-
locations where R(x, y) reaches above the set threshold. The candidate matches are then sorted
based on their correlation value R(x, y). Subsequently, a verification process takes place where
each one of the candidate matches gets verified based on their color, starting with the candidate
match with the highest value for R(x, y). Then, when a candidate matches passes the color verifi-
cation test, it is selected as the best match and the detection of that template stops. In the case no
candidate match passes the color verification test, it is likely the template of that player is hidden
behind another one, and a NaN-value is passed for its location.

Identify 
template 
 colors 

Templates
Jersey  
Colors Correct matches

Template 
 matching 
functions

Figure 5-11: Visualization of two examples passing through the template matching algorithm
after candidate matches have been verified based on their color.
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This detection process is repeated for each template within each frame of all games. The (x,y)-
coordinates of the centre of each template T in S are saved in a separate file. Finally, by iterating
over all games, the tracking data of all players and ball can be collected. An overview of the algo-
rithm code is given in Figure 5-13, which summarizes the whole player-and-ball detection process
as described in earlier parts. The whole process is also schematically visualized in a block-scheme
in Figure 5-12.

Player and Ball Identification Algorithm

ballR5L20

Template matching

Masked Pitch

Pitch frames

Game 1

Game 2

Game 3

Dataset of templates

iterate over frames

iterate over templates
of single game identified template-match

in unseen image

Verification of match

if false positive: find new match

Template Match?

Game 1

Game 2

Game 3

Dataset of coordinates
over time

Tracking 
data

approved 
(x,y)- coordinates 
of players & ball

Figure 5-12: The process of identifying the players and ball on unseen images using a template
matching algorithm, depicted as a block scheme.

Algorithm code overview 

1: Import dataset 
2: For i = 1,.....,number of games:
 3: Import templates of players and ball of game
 4: For j = 1,.....,number of frames in game:
  5: For k = 1,......,number of templates:
   6: Obtain list of candidate matches using template matching functions
   7: Sort list of candidate matches based on their R(x,y) value,
                  i.e., their probability of being a match
   8: For m = 1,......., number of candidate matches: 
     9: Return (x,y)-location of candidate match of the first 
                candidate match passing the color verification test 

Figure 5-13: Overview of code of the player-and-ball detection algorithm.

5-2-7 Possession Identification Algorithm

The aim of the possession identification algorithm is to identify which team has possession of the
ball in a given frame. The algorithm takes as input: an image of the pitch, a labelled player template
of either team, and the (x,y)-coordinate of the ball. The output is the team in possession. The
algorithm is constructed based on the fact that the ball always moves on top of all other players,
and is therefore always completely visible. Now, consider a scenario where a player is in possession
of the ball. In this case, the ball always sits on top of the player. Then, by analysing the colors of
the area just around the ball and, subsequently, linking these colors to the jersey colors of one of
the teams, it becomes possible to deduce the team in possession.
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The algorithm consists of three different parts. The first part takes as input: an image of the pitch,
and the (x,y)-coordinate of the ball in that image. It then zooms in on the ball and creates a tem-
plate of the ball in that image. The ball template is then used to create a ’possession template’, by
cutting out the area around the ball and removing all other pixels from the image. The possession
template is then used as output. This process can be observed in Figure 5-14.

Ball template Area around  
ball 

Possession  
template 

Identify area 
just around ball

Remove 
the rest

Figure 5-14: Process of creating a possession template from the ball template.

The second part of the algorithm runs in parallel with the first part. It takes as input a single tem-
plate of both teams and outputs a list of dominant colors of both templates. This process is illus-
trated in Figure 5-15.

Team templates Dominant colors

Identify dominant colors

Figure 5-15: The process of extracting the dominant colors from the team templates.

Finally, the third part of the algorithm combines the earlier parts to deduce which team is in pos-
session for a given frame. The possession template is given as input. The dominant colors of the
possession template are then identified and compared to: the dominant colors of the jersey of the
user team, the dominant colors of the jersey of the opposing team, and the color of the grass. In
this comparison process, the most dominant color of the possession template is compared first
to the colors of the team jerseys. Then the second most dominant color is compared, then the
third, etc. When a match is found, the algorithm terminates and outputs the corresponding team.
The algorithm has four possible outputs for the possession team, which are as follows: ’the user
team’, ’the opposing team’, ’the grass’, and ’NaN’. A NaN-value is only given whenever no match
was found. An overview of this process is illustrated in Figure 5-16.
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Possession  
template 

Dominant  
colors Matched team 

Compare colors to the team jersey
colors and the color of the grass

Identify dominant 
colors

User team     Opponent       Grass

Figure 5-16: The process of finding the team in possession based on the possession template
and the dominant colors of both team jerseys.

This process is repeated for all frames. The data is saved in a separate file. A schematic overview of
the whole algorithm is depicted in Figure 5-17.

Possession Identification Algorithm

Cut out area around the ball and use as template

Get dominant colors of team template

Match color around ball with 
      dominant team colors

Dataset of templates

Dataset of player/ball
coordinates

Select single template
for both teams

(x,y)-coordinate of  
 the ball

Pitch frames iterate over frames

Dominant team colors

The circular area
just around the ball

Match 1

Match 2

Match 3

Dataset of team in
possession over time

Save  
data Possession 

data

Figure 5-17: Schematic overview of the algorithm used to deduce the team in possession of
the ball. The algorithm takes as input an unseen masked image of the football pitch, a labelled
template of both opposing teams, and the (x,y)-coordinate of the ball.

5-2-8 Data Harmonization Algorithm

The event data, the possession data, and the tracking data all get merged into a large dataset in the
data harmonization algorithm. The function of this algorithm is to merge all data types, remove er-
rors, remove non-relevant information, validate the data and add missing values. The non-relevant
information refers to the parts of the dataset corresponding to non-relevant frames, such as the
frames: before the match started, from the menu during half-time, and after the match. Further-
more, missing data is approximated by interpolating between known points in time. Extrapolation
is applied whenever data was missing from the start or at the end of a half. All will be discussed in
the following parts.

Data validation

A subdivision can be made in the validation of: event data, possession data, and tracking data. The
validation of event data is straightforward and can be done by comparing the extracted values with
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the actual value. To be more precise, the extracted event vector [e1,e2, . . . ,e11] at any time t can be
compared to the actual values of those events [e ′1,e ′2, . . . ,e ′11] from the corresponding image frame
at time t . When the event vectors are the same, the data is fully accurate. The actual accuracy of
the event data will be given and discussed further section 7-1.
The validation of the possession data and the tracking data is done by checking how often ’the
player-and-ball identification algorithm’ and ’the possession identification algorithm’ were able to
correctly match a template T in search image S. In other words, it checks how many missing values
(i.e., NaN-values) are present in the data. To prevent false matches, all detection thresholds were
chosen very conservative such that interpolation of missing data will not lead to the identification
of completely wrong trajectories. The amount of missing data is given as percentages of the total
amount of cases per match and shown in Table 5-4. These percentages therefore don’t directly
quantify detection accuracy, although they do give a good indication of what the lower bound of
the detection accuracy will be.

Game no. Players location Ball location Possession team

1 82.3 % 80.9 % 82.6 %
2 85.6 % 87.0 % 84.2 %
4 88.1 % 88.1 % 84.7 %
5 84.4 % 87.4 % 80.2 %
6 83.4 % 85.7 % 84.9 %
7 75.2 % 90.4 % 89.6 %
8 84.5 % 89.7 % 82.7 %
9 75.1 % 90.1 % 87.8 %
10 75.6 % 90.9 % 88.8 %
11 79.4 % 87.4 % 84.6 %
14 81.0 % 92.3 % 90.8 %
19 78.2 % 86.5 % 86.5 %
20 79.2 % 90.0 % 90.0 %
22 75.8 % 87.7 % 87.7 %
23 76.5 % 86.0 % 86.0 %
24 75.1 % 91.4 % 91.4 %

total=16 80.0 % 88.2 % 86.4 %

Table 5-4: Number of times the locations of players and ball as well as the possession team
were identified by the detection algorithms prior to interpolation and extrapolation. The values
are given as a percentage of all cases per match.

A total of 25 games were simulated. However, not all detection percentages were as desired. For
example, in some cases, the detection algorithms were only able to detect the players approxi-
mately 60% of the time. The reason for such poor performance follows from the fact that it is not
possible to select the jersey of the opposing team. The games are simulated online, and eFootball
only allows you to select the jersey of your own team. Consequently, the colors of the jersey of the
opposing team may be similar to the user team’s jersey or similar to the color of the grass. This
lead to detection problems for the detection algorithms in some games. As a result, it was chosen
to discard 9 games where detection percentages reached below values of 75%. As can be observed
from Table 5-4, a total of 16 games remain for further research. The detection percentages of the
discarded games have been left out, as they will not be further used in this work. Nonetheless, the
detection percentages of all simulated games can still be observed in Appendix B-2-2.
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Interpolation and extrapolation

Missing values within the tracking data are filled in using interpolation and extrapolation meth-
ods. Both will be discussed in the following. Interpolation of missing (x,y)-coordinate data is done
through a combination of cubic spline interpolation and linear interpolation between the bounds
of a set of known points. Cubic spline interpolation is a method where splines f : [xt , xn+t ] → R

over time interval [t , t + n] are constructed of third-degree piece-wise polynomials [79]. Cubic
spline interpolation takes into account the first and second derivative in the points where adjacent
polynomials touch. In terms of the movements of players, this means that velocity and accelera-
tion are included into the equation. It therefore makes sense to use cubic spline interpolation, as
this yields the desired smoothness of the data in a relatively simple manner while also avoiding
undesired oscillations in the interpolated data, which may occur when even higher-order polyno-
mials are chosen. However, whenever the (x,y)-coordinate locations of players/ball are unknown
for an extended period of time, cubic spline interpolation may cause some problems. An example
of such an interpolation problem occurs when a player is last observed accelerating towards the
edge of the pitch, then goes missing for an extended period of time, and later re-emerges at the
other side of the pitch. The errors that follow include: location values far outside the pitch; veloc-
ities higher than humanly possible; and unrealistic, cumbersome player trajectories. Therefore,
it was chosen to combine cubic spline interpolation with linear interpolation. Cubic spline inter-
polation was applied for cases when players go missing for a brief period of time. Furthermore,
interpolated values were discarded whenever they reached unrealistic velocities or accelerations
or when locations were observed outside the boundaries of the pitch. Linear interpolation was ap-
plied for all remaining missing values, where all linearly interpolated points were equally spaced
in time.
The remaining missing values at both ends of the data, so at the start or end of a half, are obtained
through extrapolation by assuming the player or ball stays positioned at their last known location.
Similarly, missing values in the possession data were interpolated and extrapolated by assuming
the last known team in possession stays in possession for all missing values in a game.

Merging the data

The eFootball dataset can now be created by merging the updated event data, possession data, and
tracking data into a single dataset, consisting of 16 games. The data properties of the eFootball
dataset will be given and elaborated on in subsection 5-3-2. The actual performance of the entire
data extraction algorithm pipeline will be evaluated in section 7-1.

5-2-9 Running times

Running times of the algorithms could be adjusted by changing the input frequency of the image
frames. Different input frequencies were tried and tested for different segments of the algorithm.
The input frequency of the frames for the ’the player and ball identification algorithm’ and ’posses-
sion identification algorithm’ was set at approximately 4 frames/second, which includes enough
data to accurately describe the trajectories, while at the same time keeping the total computa-
tional time relatively low. The image input frequency of the ’event statistics algorithm’ was set at a
value of 8 frames/second. This value is set higher because the event statistics algorithm needs to
iterate over almost all frames in order to detect changes in subsequent frames. Furthermore, the
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running time of the event statistics algorithm is not very high and could therefore handle a higher
frame input frequency. Both parts of the algorithm were run in parallel to speed up the process.
The running times of all individual algorithms per match, as well as the running time of the entire
algorithm, can be observed in Table 5-5.

Algorithm name
Avg. manual input
per game in [min]

Avg. algorithm
running time per
game in [min]

Avg. total running
time per game in
[min]

Video Image Creation 19 20 39
Event Statistics - 9 9
Data Labelling 17 0 17
Player and Ball Identification - 66 66
Possession Identification - 5 5
Data Harmonization 3 0 0
Complete Algorithm 39 101 140

Table 5-5: Running times of all segments of the algorithm per game, classified in manual input
times and running times of the algorithm itself. The running times of each segment of the
algorithm were rounded to the nearest minute.

The running times are only an indication of how long it takes for a new game of data to be gener-
ated. It takes an estimated total of 140 minutes to create a dataset of a single match, of which 39
minutes have to be done manually, and 101 minutes are done automatically by the algorithm.

5-3 Final Datasets

This section will give a description of the contents of both datasets. Subsection 5-3-1 will describe
the GRF dataset and subsection 5-3-2 will elaborate on the eFootball dataset.

5-3-1 GRF dataset

The GRF dataset covers the state of 58 games over time. The state includes, but is not limited to: the
exact (x,y)-coordinates of the players of both teams, the [x,y,z]-coordinates of the ball, a tiredness
factor of the players of both teams, the team in possession of the ball (i.e., no team, user team,
opponent), the current game mode (i.e., normal play, kick-off, goal-kick, free-kick, corner, throw-
in, penalty), the score of the match, the time, the players positions, and the team’s formations.
If interested, a classification of the entire state can be observed in Table B-1 in Appendix B-1-3.
Various relevant data features were extracted and are listed Table 5-6.
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Data feature User team Opponent Total

Total number of states/ time-steps - - 168,056

Total number of games played 56 56 56

Total number of games won 26 10 36

Total number of draws 20 20 20

Total number of goals 46 18 64

Average amount of goals per game 0.82 0.32 1.14

Average percentage of ball possession per
game

56 % 44 % -

Table 5-6: GRF dataset features.

5-3-2 eFootball dataset

The eFootball dataset consists of 16 games of data, where each game of data lasts 90 in-game min-
utes, which converts to 12 actual minutes. Each game of data consists of a series of states collected
over time. The state is sampled at around 4 frames per second or, when converted to within-game
seconds, approximately 0.5 frames per in-game seconds. The state consists of: the extracted (x,y)-
coordinates of the ball and the players of both teams, the team in possession, the score, a time
label; the touches of both teams, the balls won of both teams, the passes given by both teams, the
shots on target by both teams, the player positions of both teams, and the team’s formations. Some
relevant data features of the eFootball dataset are displayed in Table 5-7.

Data attribute User team Opponent Total

Total number of states/time instances - - 53,022

Total number of games played 16 16 16

Total number of games won 6 4 10

Total number of draws 6 6 6

Average amount of goals per game 1.2 0.9 64

Average amount of shots on target per match 4.4 2.8 7.2

Average amount of passes per match 105 97 202

Average amount of touches per match 152 138 290

Average amount of balls won per match 15 13 28

Average percentage of ball possession per
game

54 % 46 % -

Table 5-7: eFootball dataset features.
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Chapter 6

Design of Prediction Model

This chapter will describe the design and discuss the design choices of the prediction model based
on the model proposal as presented in subsection 4-4-2. Section 6-1 will first give an overview of
the entire algorithm used within the prediction model. Section 6-2 will elaborate on the training
and hyperparameter tuning process and will discuss various network design choices. The final
prediction models will then be selected and validated in section 6-3. Finally, the conclusions of the
chapter are summarized in section 6-4.

6-1 Algorithm Pipeline Overview

First, an overview of the entire prediction algorithm pipeline will be given. The same pipeline was
used for both the Google Research Football (GRF) dataset as the eFootball dataset. The algorithm
is split up into multiple sections. Each section has its own purpose and interacts with other parts
of the algorithm, as visualized in Figure 6-1. A brief introduction to each section will be given in
the following.

Data Set

CSV FILE

Multi-layer Perceptron

Tune input-output dataPrediction Model

Tune hyperparameters

Data Preprocessing  
Algorithm

Game 
 data

Labelled  
examples Predictions

Figure 6-1: Overview of the design of the Multilayer Perceptron (MLP) prediction algorithm.
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During the preprocessing of the data, the game data is converted to labelled input-output exam-
ples. These labelled examples are then fed into the MLP during the training process. Weight and
bias parameters are adjusted each iteration until stopping conditions are reached, and the model
is fitted on the dataset. Different models with different hyperparameters are trained, and predic-
tion results are analyzed. The model with the best performance on the validation dataset is then
chosen as the final prediction model. All parts will be further elaborated on in the subsequent parts
of this chapter.

6-2 Training and Tuning

This section will discuss the design choices that were made in the creation process of the predic-
tion model. The mathematical notations of the used parameters and symbols of the prediction
model are presented first in subsection 6-2-1. Subsection 6-2-2 will then discuss the general de-
sign choices of the prediction model. Subsection 6-2-3 elaborates on the preprocessing procedure
of the data. Subsections 6-2-4 and 6-2-5 will then explain how the models were trained and which
hyperparameters were used.

6-2-1 Notation

A list of the notations for parameters of the MLP in this work are given in the following, based on
the theory as explained in subsection 3-2-2. ms is the number of the examples in the dataset, nx is
both the input size and the size of the state vector, ny is the output size, nl are the number of hidden
layers, n[l ] is the number of neurons of the l th layer. X ∈ Rnx×m is the input matrix of the neural
network, x(i ) ∈Rnx is the i th example represented as a column vector, Y ∈Rny×m is the label matrix
or output matrix, y (i ) ∈R is the output label for the i th example. The weight matrix W [i ] ∈Rnx×n[l−1]

is the collection of all the weights in the l th layer, given the network is fully connected. w [l ](k)
i ,

a[l ](k)
i , and b[l ](k)

i are the weight vector, activation output, and bias respectively of the i th neuron

in the l th layer of the k th example. All the parameters of the model (of all layers) are then collected
as the weights W = {W [0],W [1], . . . ,W nl } and the biases b = {b[0],b[1], . . . ,bnl }.

6-2-2 Building the model

No publicly available, pre-trained Artificial Neural Network (ANN) was found for making within-
game predictions using tracking data in football (or any other sport). Therefore, it was chosen to
build a MLP from scratch, which involves trying to optimize the weights W and biases b during
the training phase, as well as tuning the hyperparameters of the model. The parameters in W and
b were trained according to the training methods described in subsection 3-2-2. The input and
output layer of the network follow from the model as proposed in section 4-4. To summarize, the
model proposes that the input layer consists of nx neurons, where the input to each neuron is equal
to a single state variable of s̃ ∈ S̃. The number of hidden layers nl is given as a hyperparameter to
the model. Finally, the output layer consists of a single neuron and will be trained using the average
reward over time interval [t +1, t +h], denoted as Gh

t . For the design of the network, the Keras 1

1https://keras.io/api/
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open-source software library was used within the Python coding environment, which provides
built-in tools for the design and training all kinds of Machine Learnings (MLs) models.

6-2-3 Division of labelled examples

The labelled input-output examples were created from the datasets, following the data prepro-
cessing procedure as described in subsection 4-4-2. The new datasets of labelled examples were
randomly shuffled and split into three smaller sets before the training phase was initiated, namely:
the training set, the validation set, and the test set. Each set has its own purpose, but they all con-
tribute to generating an unbiased prediction model. The function of the training set is to train the
weights and biases. The function of the validation set is to evaluate a trained model and update its
hyperparameters. Finally, the test set is meant for unbiased evaluation of the performance of the
final model, which were already trained on both the training set and the validation set. The vali-
dation and test sets needs to be big enough for unbiased evaluation, but at the same time not take
too many examples away from the training set. For smaller data sets of about 1,000-100,000, a rule
of thumb is to divide the train/val/test as 60/20/20, or only even exclude a separate test set and
divide following a 70/30 division. For larger data sets >1,000,000, a rule of thumb is to take a 98/1/1
division [60]. Based on the rules of thumb and the sizes of both datasets, as presented in Table 5-6
and Table 5-7, a decision was made to split following an 80/10/10 division. Table 6-1 shows the
exact amount labelled examples for each part of the training-, tuning-, and testing process.

Training examples
Validation
examples

Test examples Total examples

GRF dataset 123,166 15,396 15,396 153,958

eFootball
dataset

34,003 4,250 4,250 42,503

Table 6-1: Division of labelled examples for both datasets.

6-2-4 Training the predictor functions

A total of 10 final MLP’s were trained and tuned for all horizons and the two different datasets.
The hyperparameters of the models for both datasets were only tuned for horizon h = 15. Trans-
fer learning (section 3-2-2), a technique where hyperparameters of one ANN can be transferred to
a similar ANN, was applied to train the MLP’s for all other horizons h = {5,10,30,45}. This tech-
nique could be applied as the input-output examples: have identical structure, are from the same
dataset, and serve the same objective. Transfer learning was applied as it saves time and resources.
The characteristics of how all finals models were created can be observed in Table 6-2. In the case
of the MLP’s with h = 15 (models 3 and 8), various hyperparameters were tested on a total of 100
and 120 different models for the GRF and eFootball datasets respectively and results were ana-
lyzed. Ultimately, the model achieving the best performance was chosen as the final model. The
average/approximated running times of the individual model algorithms can also be observed in
the final column.
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MLP number dataset
Prediction
horizon h [mins]

Transfer
learning

Models trained
Running times
[mins]

1 GRF 5 yes 1 5
2 GRF 10 yes 1 5
3 GRF 15 no 100 500
4 GRF 30 yes 1 5
5 GRF 45 yes 1 5
6 eFootball 5 yes 1 2
7 eFootball 10 yes 1 2
8 eFootball 15 no 120 140
9 eFootball 30 yes 1 2
10 eFootball 45 yes 1 2

Table 6-2: Creation characteristics and of all final models.

6-2-5 Hyperparameter tuning and network design choices

A common practice in hyperparameter tuning is choosing random values from a predefined set
of values. Choosing hyperparemeters using a fixed step size is generally avoided, as more infor-
mation about each hyperparameter is gathered when different values are chosen for all hyperpa-
rameters in each attempt. When having n different hyperparameters, each attempt will sample its
hyperparameters from a n-dimensional space. When aiming for faster convergence, a course-to-
fine sampling scheme can be chosen. Coarse-to-fine sampling works by zooming in on a subset
of the n-dimensional hyperparameter space where results are most promising during the training
process and, subsequently, sample more densely within this new subset space. Following this ap-
proach, a focus can be put on values of hyperparameters that a have higher probability of being
optimal. In this work, course-to-fine sampling was performed solely on the learning rate α as this
is often regarded as the most important hyperparameter to tune [60].

Before the random sampling of the hyperparameters can take place, an appropriate scale needs to
be chosen for each hyperparameter. For some hyperparameters, it is perfectly reasonable to pick
values uniformly at random from a certain set of values. For example, when picking the amount
of hidden neurons in layer l , one can choose a value in the uniform set: n[l ] = {50, . . . ,100}, or the
total number of hidden layers nl = {2,3,4}. In other cases, such as the learning rate α where small
values of α are desired to prevent unstable behavior, it is more reasonable to sample uniformly at
random from a logarithmic scale. The reason for implementing a logarithmic scale for sampling
is to sample more densely whenever parameters are close to zero, as this causes way more relative
change to the possible outcome than values closer to one. Otherwise, too many resources will be
spent on too high learning rates. Following this procedure, the range of possible outcomes can be
managed in a more time efficient manner.

Different hyperparameters were tuned during the training and testing phases of model 3 and model
8, as shown in Table 6-2. The hyperparameter values of model 3 and model 8 were later used for
the training of models 1,2,4,5 and models 6,7,9,10 respectively (i.e., transfer learning). The selec-
tion of hyperparameters and some additional design choices are summarized in Table 6-3. In the
following, an elaboration will be given for the featured design choices and hyperparameters. Each
will be discussed in detail.
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Name Symbol Fixed or sampled Distribution/ choice Reference

learning rate α sampled 10r ,r ∈ [−5,−1] -

activation function g (z) fixed ReLu Agarap [80]

weight initialization - fixed He He et al. [81]

number of hidden layers nl fixed 2 -

number of hidden neurons nh sampled [50,nh,max ] -

loss function L (y, ŷ) fixed MSE -

mini-batch size - sampled {32,64,128} -

number of epochs - variable GRF: [25,120] -

eFootball: [25,200] -

optimization algorithm - fixed Adam
Kingma and
Ba [63]

Adam’s decay rate 1 β1 sampled 1−10r ,r ∈ [−3,−1] -

Adam’s decay rate 2 β2 fixed 0.999 -

Adam’s correction term ε fixed 10−8 -

Table 6-3: List of hyperparameters and various design choices of the prediction model.

Learning rate

Learning rateα is arguably the single most important hyperparameter and should always be tuned.
The learning rate determines the proportionate amount the weights change each time they are
updated. Generally, a larger learning rate means faster learning, but an increased risk of arriving
at a suboptimal set of weights. Inversely, a smaller learning rate leads to an increased chance in
arriving at a more optimal or possibly even a global optimum set of weights, but at the cost of
a significantly longer time to train. At the extreme case of choosing a learning rate too large, it
becomes possible to fall into a positive feedback loop where high weights induce high gradients,
causing a large update of the weights. Ultimately, numerical overflow can occur when the weights
increase consistently each update. On the other hand, when a learning rate is too small, weights
may never converge or might get stuck at a local minimum or saddle point. Typical values for the
learning rate are on a logarithmic scale, where a logarithmic scale from 0.1 to 10−5 is most common
[82]. It was therefore chosen to choose the learning rate as follows,

α= 10r ,with r ∈ [−5,−1],

where r is picked from a uniform distribution when training each model. Learning rate decay was
not applied to any of the models, as favorable results were already obtained in its absence.

Activation function

When a network’s architectures gets large, a Rectified Linear Unit (ReLu) function is most com-
monly used as an activation function in neurons, as it was found by Krizhevsky et al. (2012) that
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convergence of the cost function gets accelerated by a factor of 6 when compared to classical acti-
vation functions (e.g., sigmoid, Tanh). The ReLu is given by the following ramp function,

g (z) = z+ = max(0, z), (6-1)

and outputs g (z) whenever z > 0, and g (z) = 0 otherwise. The ReLu was chosen as activation
function for all neurons for all models.

Initialization of weights

Weights should be initialized to prevent each neuron being identical and computing the same op-
timization problem, as explained in subsection 3-2-2. The bias b can be equal to zero, as a non-
zero weight W initialization already solves the problem. Commonly used weight initializers are:
random normal, random uniform, Xavier, Normalized Xavier, and He [60]. For ReLu activation
functions, He weight initialization [81] is most commonly applied and was therefore chosen for all
models.

Number of hidden layers

In 1991, Hornik [83] proposed a theorem stating that a single hidden layer in a neural network with
a finite amount of neurons has the capability of approximating continuous functions and find any
input-output relation. However, although it can approximate any input-output function, it does
not define how easy or difficult it is to do so. Hinton, Osindero, and Teh (2006) [84] then found
that MLP’s with more than a single hidden layer were able to learn complex functions much better
thank MLP’s with only a single hidden layer. This means that different layer architectures have
different capabilities, as theorized in Table 6-4 [85].

No. hidden layers Result

none Only capable of representing linear separable functions or decisions.

1 Can approximate any function that contains a continuous

2
Can represent an arbitrary decision boundary to arbitrary accuracy with rational activation
functions and can approximate any smooth mapping to any accuracy.

>2
Additional layers can learn more complex features within the data, such as complex
temporal sequences or images, where different data dependencies can be identified layer
by layer.

Table 6-4: Capabilities of different layer architectures

The prediction algorithm of this work tries to approximate a function ED :R188 →R, which should
be computable using a two-layer network. The amount of layers was therefore fixed for the predic-
tion algorithm and chosen to be:

nl = 2.

As a side note: in the case that m was chosen large, (i.e., m >> 0), it would have been wise to choose
nl > 2, as the temporal nature and complexity of the problem would have increased massively.
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Number of neurons

Although many authors have attempted to find a for an optimal amount of neurons , experience
has found that there is no general formula for finding the optimal number of neurons for a given
network. Each distinct ML task should be seen as its own problem, and a network should be de-
signed by iteratively finding the right amount of neurons. However, there are certain guidelines
for choosing the distribution for the sampling of this hyperparameter. An upper limit for the num-
ber of neurons in the hidden layers can be obtained using the work of Yotov, Hadzhikolev, and
Hadzhikoleva (2020) [86]. They found that under certain conditions, the maximum amount of
neurons in a multi-layer network can be quantified as follows,

nh,max = floor

[√
(nl +nx +2)2 +4(nl −1)(ms −1)− (nl +nx +2)

2(nl −1)

]
(6-2)

where nx is the number of input neurons, ms is the number of samples in the training dataset,
and nl are the number of hidden layers. The conditions under which Equation 6-2 can be seen
as reliable were satisfied, thereby creating a maximum for the total number of hidden neurons. A
minimum amount of 50 neurons was taken, as a network with fewer neurons was thought to lack
the potential of finding an accurate function approximator within reasonable time. To conclude,
for each model the number of neurons was taken as follows,

nh ∈ [50,nh,max ]

Loss function

The Mean Squared Error (MSE) is the most widely used loss function for regression problems and
should be evaluated first [60]. The MSE is defined as the average of the squared residuals between
the actual values y and the predicted value ŷ , given by the following equation:

L (y, ŷ) = 1

N

N∑
i=0

(
y − ŷi

)2 . (6-3)

Generally, the MSE is used whenever the to be predicted values are normally distributed around
a mean and when far-off predictions should be significantly penalized more than close predic-
tions. In the case of this project, the Expected Danger (ED) is bounded in the interval [−3,3], where
ED = 3 and ED =−3 are extreme cases indicating a total attacking dominance of a single team over
horizon h. Furthermore, given the user team and the opponents are of equal strength, the distri-
bution of the ED over time will be centered around a mean of zero. It is therefore assumed that ED
will be normally distributed whenever the sample size is large enough. Moreover, a more robust
prediction algorithm can be created when outliers are penalized more heavily, thereby reducing
the chances of large prediction errors. It was therefore chosen to use the MSE loss function for all
models.

Mini-batch size

The concept of a batch is used whenever the entire dataset is used to compute the gradient for
a single iteration, as weights are only updated when the algorithm has gone through all training
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examples, thereby making convergence slow. This process is valid and yields accurate results, but
can be extremely time-consuming when the dataset is large. Mini-batches are therefore generally
used during the training phase, as they speed up the process by updating weights and biases in
each mini-batch instead of the whole batch. A mini-batch is defined by a subset of the training
dataset, which is then used to compute the gradient of the loss function and update the parame-
ters. The process of using mini-batches during training can be briefly explained as follows. For k
mini-batches of fixed size, the following practices are repeated:

1. forward propagation on X {k} for mini-batch k,

2. cost function J (X {k},Y {k}) computation,

3. backpropagation for computation of gradients dW and db,

4. update of parameters W and b using gradients.

Common choices for the size of a mini-batch are: {32,64,128} [60]. The above set of values were
chosen as sampling values for all models.

Epochs

The process of running through the entire dataset a single time (all mini-batches) is called an
epoch. Typically, networks are trained for multiple epochs until the minimization of the loss func-
tion stagnates or stopping conditions are reached. In this work, a trial and error technique was
applied to find a reasonable value for the epochs. By looking at the rate of convergence of the loss
function over the number of epochs of various models,

number of epochs for GRF MLP’s = 120

number of epochs for eFootball MLP’s = 200

were found to be appropriate values as a vast majority of the models have then converged to a
steady-state value for the loss function.

Early stopping

Early stopping is used to prevent overfitting of the data, while also saving time by stopping further
training of models where the loss function has already converged to a steady-state value. Early
stopping prevents overfitting because during training, there exists a point when the model stops
generalizing the data and begins to learn the statistical noise instead. This creates an increased
generalization error, which, in turn, results in less accurate predictions on unseen data. In practice,
early stopping is easy to implement and should therefore always be considered. In this work, early
stopping was applied whenever: (1) the value of the loss function value did not improve for 10
consecutive epochs, and (2) at least 25 epochs were executed. In combination with early stopping,
the number of epochs in this work can be regarded as a hyperparameter.
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Optimization algorithm

Most points of zero gradient in the cost function are saddle points. In a very high dimensional
space, all dimensions need to be bent downwards for it to be a local or global optimum. Therefore,
it is much more likely to end up in a saddle point than a local or global minimum. A fortunate
outcome is that the chances of getting stuck in a local optimum are actually very slim when having
a high-dimensional space. When local optima are not really a problem in deep learning, then what
is? Plateaus can slow down learning immensely. When gradients are close to zero, it can take a
really long time for an optimization algorithm to get off a plateau. To counter this, variations on
gradient descent algorithms, as briefly mentioned in subsection 3-2-2, can improve and speed
up learning, such as: RMSprop [87], gradient descent momentum optimization [82], and Adam
optimization [63].

In this work, Adam optimization was chosen as the optimization algorithm as it is very frequently
used and has been proven to be very effective for many ANN’s with a broad variety of architec-
tures. It is an improvement of the traditional gradient descent and is a combination of the other
optimization techniques of RMSprop and gradient descent with momentum. Both these optimiza-
tion techniques will be explained briefly. Gradient descent with momentum optimization makes
use of a technique with a moving average, with the advantage of cancelling the powerful effects of
downwards or upwards gradients. The gradient descent with momentum is particularly effective
in situations with high curvatures, noisy gradients, or little but consistent gradients, speeding up
the learning rate significantly [88]. RMSprop is an optimization technique to go more accurately
towards a minimum point each iteration using an automatically adaptable step size for each in-
put variable. This adaptive step size is obtained through a decaying moving average of the partial
derivatives.

Adam optimization algorithm combines the techniques of gradient descent with momentum and
RMSprop. For each mini-batch (X {k},Y {k}) and epoch t , the parameters w and b in each neuron
get updated according to the following equations:

Vd w =β1V ∗
d w + (

1−β1
) ∂J (w,b)

∂w

Vdb =β1V ∗
db +

(
1−β1

) ∂J (w,b)

∂b

V cor r
d w = Vd w

1−βt
1

V cor r
db = Vdb

1−βt
1

Sd w =β2S∗
d w + (

1−β2
) ∂2 J (w,b)

∂w2

Sdb =β2Sdb ∗+(
1−β2

) ∂2 J (w,b)

∂b2

Scor r
d w = Sd w

1−βt
2

Scor r
db = Sdb

1−βt
2

(6-4)

w : = w −α V cor r
d w√

Scor r
d w +ε

b : = w −α V cor r
d w√

Scor r
d w +ε (6-5)

In Equation 6-4, V ∗
d w and S∗

d w are defined as the previous value of Vd w and Vd w , computed during
the last mini-batch iteration. Apart from the learning rate α, Adam’s optimizer includes multiple
hyperparameters, namely: β1, β2, and ε. The gradient descent with momentum method is rep-
resented on the left-hand side of Equation 6-4, which shows recursive equations and therefore
implies a moving average through the influences of past values. Thus, β1 can be seen as a value
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indicating how much weight should be given to past values. The RMSprop technique is linked to
right-hand side of Equation 6-4, and shows how the correction terms Scor r

d w and Scor r
db are com-

puted to adjust the weight updates each mini-batch iteration in Equation 6-5. Default hyperpa-
rameter values are β2 = 0.999 and ε= 10−8 and were also chosen as fixed values for all models. The
value for β1 was chosen as a tuning hyperparameter, sampled at random from a logarithmic scale
(0.9−0.999) as follows,

β1 = 1−10r ,with r ∈ [−3,−1],

where r is picked uniformly at random.

6-3 Model Selection and Validation

The hyperparameters of the models with a horizon of h = 15 were tuned and validated on the
validation datasets, which consist of 10% of the total amount of training examples of the initial
dataset. This was done for both the models of the GRF dataset as the eFootball dataset. The two
highest performing networks with their hyperparameters of both data sets were then chosen for
further evaluation, as will be discussed in subsection 6-3-1. Subsequently, a separate validation of
the fitted models over all horizons will be made in subsection 6-3-2.

6-3-1 Network selection

The networks were validated by evaluating the convergence of the MSE loss function over the num-
ber of epochs, as is graphically displayed in Figure 6-2. The performances of the 100 models fitted
on both data sets will be evaluated.

(a) The GRF dataset. (b) The eFootball dataset.

Figure 6-2: Validation loss function (MSE) over epochs of 10 randomly chosen models with
different hyperparameters fitted on (a) the GRF dataset and (b) the eFootball dataset.

Consider the performance of the 10 highlighted networks with different hyperparameters fitted on
the GRF dataset and eFootball dataset during the training process, as shown in Figure 6-2a. Note
that the performance of only 10 randomly chosen models are highlighted, but all other models
were evaluated similarly. In both cases, it becomes clear that the loss function decreases steadily
when the number of epochs increases, which was to be expected as the weight and bias parameters
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get updated numerous times each epoch. Furthermore, the number of epochs was tuned and fixed
to a maximum value of 120 by observing the convergence rates in both graphs. Both graphs show
that the loss functions of almost all models converge towards a steady-state value for all models
within the chosen number of epochs, thus validating this choice. Moreover, in some cases, the
early stopping procedure forces the training to stop. This phenomenon is visible in both graphs.
Training abruptly stop whenever no improvements are made for a certain amount of consecutive
epochs. Finally, the parameters and hyperparameters of the model with the best performance in
both the GRF dataset and the eFootball dataset are chosen as the best models and will be evaluated
further for prediction in section 7-2. All other networks were discarded. The hyperparameters of
the models with the best performance are displayed in Table 6-5.

dataset α nl nh nh1 nh2

Mini-
batch
size

β1

GRF 3.78e-4 2 268 180 88 32 0.996

eFootball 3.03e-4 2 198 112 86 64 0.998

Table 6-5: Hyperparameters of the models with the best performance regarding the loss function
within 120 epochs. The training process of both data sets were performed as separate entities.

6-3-2 Network validation

Within each epoch of training, the loss function gets computed after each mini-batch, after which
the weight and bias parameters get their updates. In parallel to this process is the cross-validation
of the values of the loss function through the validation set. The model will set this fraction of the
initial dataset aside, will not use it for training, and evaluate the unbiased loss at the end of each
epoch. This means two separate values for the loss functions are computed at the end of each
epoch.
In ML, the loss generally refers to the value of the loss function of a network trained on the training
set, while the validation loss refers to the value of the loss function of a network trained on the
validation set. It is expected that the loss at the end of each epoch is lower than the validation loss,
as weights and biases are updated based on the loss. A less biased performance evaluation can
then be made by checking the validation loss. Conclusions from the evaluations of the loss and
validation loss can really narrow down the possible solutions for improvements of the network’s
performance. For example, when the loss still decreases, it makes sense to train longer and in-
crease the amount of epochs. Another example is when the validation loss is much higher than
the loss. Generally, this is a sign of overfitting, as the parameters of the model are able to mem-
orize the limited amount of training data. Possible solutions then are to: increase the size of the
training data, use regularization techniques (e.g., drop-out, early stopping, L2 regularization), or
try different network architectures.

Validation of best performing networks with horizon h = 15

All the models as presented in Figure 6-2 describe the course of the loss and the validation loss over
the number of epochs of the models with horizon h = 15. The loss and validation loss of the two
networks with the highest performance as defined in Table 6-5 are now displayed in Figure 6-3.
Performance of both models is showcased on both the training set and the validation set.
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(a) The GRF dataset. (b) The eFootball dataset.

Figure 6-3: Validation loss function and the loss function over epochs of the models with the
highest performing hyperparameters and horizon h = 15 fitted on (a) the GRF dataset and (b)
the eFootball dataset.

The loss function performance and the value loss function performance of both the GRF model in
Figure 6-3a and the eFootball model in Figure 6-3b show similar performance and will therefore be
analyzed together. In both cases, desired behavior is achieved as the value loss function converges
towards a low steady-state value. A noticeable difference between the performance, however, is
that the value loss function of the eFootball model converges to a much lower value than the value
loss function of the GRF model. To be more precise, the MSE of the final eFootball model is about 3
times lower than that of the final GRF model. One would expect the GRF model to be outperform-
ing the eFootball model, since the GRF data is much more simplistic and, as a result, should be
more predictable. A possible explanation is that the GRF simulation environment may include a
significant amount of added stochastic noise, thereby making it harder for the model to generalize
the data and make accurate predictions.
Other favorable behavior is the validation loss staying close to the loss in both cases. This shows
the models were not overfitted on the training dataset and have similar performance on a different
dataset. Naturally, performance on the validation set is slightly worse as it has not been fitted on
this dataset.
Finally, a noticeable observation is the slight fluctuations in the loss functions and the more heavy
fluctuations in the value loss functions. The reason for the slight fluctuations in the loss functions
in both graphs follows from the curvatures of the highly-dimensional cost function and the pa-
rameter updates of Adam’s optimizer. After each mini-batch, the weights and biases are updated
based on the relatively few training examples in that mini-batch. Weights and biases then may get
updated based on an inaccurate gradient direction and, as a result, a decrease in performance can
be obtained. If this happens on and off for an entire epoch, a slight upwards fluctuation upwards
can occur. The most probable reason for the more heavy fluctuations in the value loss functions is
that the model is able to generalize ’too much’ on the examples in the mini-batch. Consequently,
when the model is cross-validated on the unbiased validation set, a more noticeable decrease in
performance is achieved.
To conclude, both models seem to perform well on both the training data and the validation data
and were therefore used as final predictions models. Prediction results on the unbiased test set will
be analysed in section 7-2.
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Validation of networks with different horizons

Transfer learning is used to create prediction models with different horizons. The hyperparameters
of the best performing networks with horizon h = 15 were saved and used to train new networks
with the horizons h = {5,10,30,45}, where h is measured in minutes. The networks were validated
by evaluating only their validation loss over epochs, as displayed in Figure 6-4.

(a) The GRF dataset. (b) The eFootball dataset.

Figure 6-4: Validation loss function over epochs of the final prediction models with horizons
h = {5,10,15,30,45} fitted on (a) the GRF dataset and (b) the eFootball dataset.

Again, analysis on the models of the GRF dataset as well as the eFootball dataset will be done
together as similar performance is realized, as can be observed by comparing Figure 6-4a and Fig-
ure 6-4b. Desirable behavior is shown as the performance of all models gradually convergences
towards relatively low steady-state values. A noticeable observation is that the MSE of shorter hori-
zons shows to be worse than the MSE of longer horizons in both cases. However, it can not be said
with certainty at this point whether short-term predictions are actually worse, since the predicted
values of the ED might be differently distributed for different horizons.

The difference in distributions can be best explained by means of an example. In a scenario where
team A is about to have a dangerous attack, a predictor with h = 5 will likely output a high value
for the ED as the chances are high that possession will be held in dangerous regions in the coming
minutes. At the other end of the spectrum, a predictor function with h = 45 will evaluate the same
scenario based on a long-term evaluation of both teams. This means that a prediction is created
largely based on the overall strengths of a team and not so much on the quality of a single attack.
Considering these two extreme cases, it becomes clear that predictions with h = 5 will have a much
lower average MSE than predictions with h = 45 and also have a different distribution. After all,
when predictions rely too much on the predicted outcome of a single attack, chances will be higher
that the predictions will be far-off. Naturally, the predictors of horizons h = 10, h = 15, and h = 30
will lie somewhere in between, as can be observed in both plots in Figure 6-4.

6-4 Conclusion

The objective was to train and tune various MLP’s for different horizons on both the GRF dataset
and the eFootball dataset. When trained and tuned, the MLP predictor functions will be able to
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compute the ED for a given state s̃ and horizon h. Five different horizons were chosen for fur-
ther research, namely h = {5,10,15,30,45}. For h = 15, a multitude of MLP models were trained
following a standard tuning procedure, in which hyperparameters were sampled from various dis-
tributions, as displayed in Table 6-3. Out of all the models with varying parameters and hyperpa-
rameters, the best performing model was chosen as the predictor function for h = 15. The hyper-
parameters of this best performing model, as given in Table 6-5, were then used to train the models
for all other horizons h = {5,10,30,45}, using a concept known as transfer learning. During training
and validation, the MSE of the MLP’s is computed after each epoch. The results are promising, as
all values show convergence towards a low steady-state value. However, the final MLP models may
include a bias as the models were trained, tuned and evaluated on the same datasets. Chapter 7
will therefore elaborate on the prediction performance based on a separate test set.
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Chapter 7

Results

This chapter analyses the performance of the entire prediction pipeline used in this project, which
includes the data extraction algorithms, as well as the Multilayer Perceptron (MLP) predictor func-
tions. First, the performance of the data extraction pipeline will be evaluated in section 7-1. Sec-
tion 7-2 will then analyze the prediction performance of the predictor functions. This analysis
includes a comparative analysis of the distributions of the predicted values and the actual val-
ues in subsection 7-2-1, a prediction error analysis in subsection 7-2-2, and an evaluation of how
predictions were made online subsection 7-2-3. Finally, a summary of the achieved results and
conclusions is presented in section 7-3.

7-1 Data Extraction Performance

This section discusses the performance of the data extraction algorithm that was used within the
eFootball simulation environment, as touched upon in chapter 5. The extraction of the data con-
sists of: the detection of players and ball, the identification of the team in possession, the extraction
of various event statistics, and the interpolation and extrapolation of missing data. For each game,
performance was checked using visual inspection of randomly sampled frames by plotting the ex-
tracted data on top of the original frame. Detection of players on both teams was visualized using
a colored box around each player such that differences within both teams could be identified. The
ball was given a bright yellow box for all games. Furthermore, a separate interface was designed
for the display of the extracted event data (i.e., shots on goal, touches, ball winning, goals, minute),
and the identified team in possession. A selection of these frames will be presented that is indica-
tive of the data extraction performance of all other frames. These frames have been selected to give
the reader an impression of the accuracy of the algorithm, and can be observed in Figure 7-1.
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(a) Kick-off by user team 1 (b) Kick-off by user team 2

(c) Attacking play by opponent team (d) Corner by opponent team

(e) Attacking play by opponent team (f) Corner by opponent team

Figure 7-1: Examples of frames of different games. The detected players on the both teams
have their own distinct colored boxes around them, while the ball is boxed in by a yellow square.
The detected team in possession is displayed by its color in the bottom-right part of the images,
while other extracted event statistics are displayed in the rest of the designed interface.
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The following observations and conclusions were made based on visual inspection of a large vari-
ety of frames over all games in the eFootball dataset:

• The algorithm performs very well on the detection and tracking of the ball. No false matches
were found and a very high detection accuracy was obtained. Examples of perfect detection
of the ball are given in all sub-figures of Figure 7-1. High performance could be obtained for
two reasons. First, the ball always moves on top of the pitch and the players, and is therefore
always visible. Second, the configuration of the pixels in the template of the ball does is
rather unique and can therefore be identified relatively easy. Furthermore, the template does
not change over the course of different matches and could thus be perfected in a way that
only the relevant pixels remained within the template.

• Players can be detected almost perfectly when they do not overlap with one another. Whenever
the templates of players are completely visible without any overlap, the algorithm accurately
finds their locations, as can be observed in Figure 7-1a and Figure 7-1b. In these scenario’s,
the templates can be matched perfectly by the algorithm in almost all cases.

• Player detection becomes less accurate whenever players move behind each other for an ex-
tended period of time. Whenever players are hidden behind other players, the algorithm
uses the last known locations and calculates the likely trajectories using interpolation tech-
niques. In the case that players are hidden behind other players for a brief amount of time,
the algorithm is able to accurately compute these trajectories in most cases, as can be seen
in Figure 7-1c, Figure 7-1d, and Figure 7-1e. However, inaccuracies occur in some cases
when the players are hidden over a longer period of time, as can be seen in Figure 7-1d and
Figure 7-1e.

• Players are not detected well in the initial phase of the following events: corners, free-kicks,
penalties, and kick-offs. The reason is that whenever such a scenario takes place, all play-
ers are re-located instantaneously into certain pre-defined positions. Whenever players are
then re-located behind other players, the algorithm acquires their positions based on their
last known location and interpolation techniques. Consequently, the acquired locations of
players can be highly inaccurate until the moment they re-appear. For example, a player
might get moved across the entire field, only to be re-located behind another player for an
extensive period of time. In this case, the algorithm interpolates between the two last known
locations in time and is therefore not able to capture the actual trajectory of the player prop-
erly. Such an example is illustrated in Figure 7-1e, which shows how not all players are cor-
rectly detected when a corner is taken. Player detection becomes accurate again whenever
the player moves out of the crowd without any other overlapping players.

• Detection of the team in possession is reasonably accurate. By identifying and comparing the
colors around the ball with the colors of the team jerseys, an accurate extraction of the team
in possession could be obtained. This is showcased in the bottom-right section of all sub-
figures of Figure 7-1, where all of the possession teams were identified correctly. However,
sometimes it was unclear from the frames which team is actually in possession, as the frames
only provide a top-view. In such uncertain cases, the algorithm assumes the team in posses-
sion is the team which most closely matches the colors, although this may not always be the
case. An example of such an uncertain case can be observed in Figure 7-1c.

Master of Science Thesis Stijn Römer



88 Results

• Detection of events is reasonably accurate. The extracted event statistics at the end of each
game were compared with the actual statistics as presented in the interface of the simula-
tor. This comparison showed the statistics are similar in most cases, although some did not
match exactly. One reason for these slight inaccuracies comes from the fact that the sam-
pling rate of the frames going into the algorithm was not high enough for perfect tracking of
the numbers. For example, when two touches occur within the time boundaries of two con-
secutive frames, the algorithm only adds one to the ’touches counter’ instead of two. Other
reasons for the inaccuracies were not further explored, as the prediction algorithm does not
use this particular part of the data. Nonetheless, an example of correct event detection can
be seen in Figure 7-1a and Figure 7-1b, which shows two frames closely after each other. In
the time between the frames, 4 touches and 1 pass occur, and the timer (i.e., current minute)
increases by a value of one, while all other statistics stay the same and have a value of zero.

7-2 Prediction Performance

This section will discuss the performance of the predictor functions for the computation of the
Expected Danger (ED). All predictor functions were created by training and tuning different MLP’s.
As discussed in section 6-2, an 80/10/10 division was used for the training, validation, and testing
of the network. The remaining 10% of the data will now be used for testing purposes. Results and
evaluations of the predictions on this test set will be presented in subsection 7-2-1 and subsec-
tion 7-2-2. Predictions were made on both the Google Research Football (GRF) dataset and the
eFootball dataset and will be analyzed in the following parts. Furthermore, a new dataset con-
sisting of a single game was generated within the eFootball simulation environment to test and
evaluate the prediction performance online, which will be discussed in subsection 7-2-3.

7-2-1 A comparative analysis of the distributions

The predictions and actual values of the ED were computed across all horizons using the data
from the test sets of the two simulators. The distributions of the predictions and actual values will
be compared in the following parts. A visualization of the distributions of all horizons of the GRF
dataset is given in Figure 7-2, while Figure 7-3 shows the distribution of the eFootball dataset. Table
7-1 then shows various relevant statistics of the distributions as well as some comparative metrics,
which are as follows: the sample size, the mean, the Standard Deviation (STD), the Shapiro-Wilk
statistic, the Kolmogorov-Smirnov (K-S) statistic, the minimum value, the first quartile or 25th per-
centile (Q1), the median, the third quartile or 75th percentile (Q3), and the maximum value. Note
that the sample size of each distribution differs per horizon, as different labelled examples need
to be made for each horizon. For example, labeled examples with a horizon of h = 45 can only be
created from data from the first half, as data from the second half is used as the prediction horizon.
Both the Shapiro-Wilk statistic as the K-S statistic will be explained after the figures.
A number of distribution properties are also depicted using boxplots, as illustrated in Figure 7-4.
A boxplot gives a summary of a distribution of data by visually showing the minimum value, Q1,
the median, Q3, and the maximum, thereby giving a perfect overview for comparative analysis.
Outliers are excluded from the boxplot itself, but are plotted separately as points. Finally, a com-
parative analysis of the distributions will be given, where conclusions will be drawn based on the
properties of the different distributions.
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(a) Horizons of +5 mins. (b) Horizon of +10 mins.

(c) Horizons of +15 mins. (d) Horizon of +30 mins.

(e) Horizons of +45 mins.

Figure 7-2: Plots of distributions of the predicted values (ED) and the actual values (Gh
t ) for all

horizons of the models trained on the GRF dataset.

(a) Horizons of +5 mins. (b) Horizon of +10 mins.

(c) Horizons of +15 mins. (d) Horizon of +30 mins.

(e) Horizons of +45 mins.

Figure 7-3: Plots of distributions of the predicted values (ED) and the actual values (Gh
t ) for all

horizons of the models trained on the eFootball dataset.
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Dataset Horizon Sample
size

Mean STD W K-S

Preds. Actual Preds. Actual Preds. Actual Stat. p-
value

GRF
dataset

+5 15,125 0.268 0.273 0.884 0.887 0.994 0.995 0.008 0.725

+10 14,341 0.304 0.301 0.717 0.719 0.996 0.996 0.006 0.981

+15 13,333 0.297 0.287 0.598 0.598 0.995 0.995 0.011 0.407

+30 10,645 0.291 0.294 0.426 0.429 0.995 0.995 0.009 0.754

+45 7,957 0.290 0.291 0.347 0.347 0.997 0.997 0.006 0.999

eFootball
dataset

+5 4,001 0.141 0.140 0.730 0.732 0.996 0.996 0.008 0.999

+10 3,757 0.134 0.137 0.567 0.569 0.995 0.995 0.011 0.950

+15 3,512 0.129 0.144 0.493 0.500 0.994 0.994 0.009 0.999

+30 2,786 0.112 0.112 0.414 0.418 0.994 0.994 0.007 0.999

+45 2,028 0.114 0.113 0.382 0.395 0.990 0.990 0.010 0.999

Min. Q1 Median Q3 Max.

Preds. Actual Preds. Actual Preds. Actual Preds. Actual Preds. Actual

-2.26 -2.27 -0.308 -0.315 0.162 0.167 0.604 0.605 2.01 2.01

-1.82 -1.80 -0.237 -0.231 0.104 0.105 0.527 0.526 1.51 1.54

-1.64 -1.64 -0.191 -0.186 0.117 0.119 0.485 0.488 1.41 1.40

-1.04 -1.03 -0.156 -0.152 0.132 0.131 0.393 0.391 1.19 1.17

-0.892 -0.910 -0.130 -0.127 0.137 0.138 0.409 0.408 1.02 1.00

-2.50 -2.34 -0.330 -0.328 0.310 0.311 0.911 0.922 2.65 2.66

-1.84 -1.75 -0.198 -0.203 0.325 0.322 0.840 0.838 2.33 2.32

-1.37 -1.33 -0.129 -0.140 0.325 0.314 0.721 0.714 1.98 1.98

-0.807 -0.803 -0.015 -0.014 0.299 0.296 0.593 0.602 1.43 1.43

-0.591 -0.587 0.041 0.039 0.283 0.286 0.542 0.539 1.33 1.30

Table 7-1: Properties of the distributions of the predicted and actual values of the ED. The
distributions of the predictions and the actual values of each of the 10 predictor functions are
considered.
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(a) Boxplots of GRF predictor functions (b) Boxplots of eFootball predictor functions

Figure 7-4: Boxplots of the distributions of the predicted values and actual values of the ED
over all horizons of both the GRF predictor functions in (a) and the eFootball predictor functions
in (b).

The following observations were made based on the distributions, as illustrated in Figure 7-2 and
Figure 7-3, the distribution properties as summarized in Table 7-1, and the boxplots as presented
in Figure 7-4:

• The distributions closely follow normal distributed behavior. As can be seen in all plots of
Figure 7-2 and Figure 7-3 the distributions look like they come from a normal distributed
population, although the shapes look less like a normal distribution whenever the sample
size is relatively low, e.g., the eFootball predictor function with h = 45. For verification, a test
was performed on each distribution to check whether the sample data comes from a popu-
lation with a normal distribution. Based on Monte Carlo simulations, it was found that the
Shapiro-Wilk outperforms other tests of normality statistics (e.g., the Anderson-Darling test,
the Lilliefors test, and the Kolmogorov-Smirnov test) [89]. The Shapiro-Wilk test computes
a statistic in the [0,1] range, with 1 being a perfect match. The test statistic is given by the
following equation:

W =
(∑n

i=1 ai x(i )
)2∑n

i=1 (xi − x̄)2 , (7-1)

where x̄ is the mean of the sample and ai with i = {1,2, . . . ,n} are weight coefficients [90].
Based on the results of W , as given in Table 7-1, it was found that the distributions closely
resemble normal distributed populations.
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• The distributions are centered around a non-zero mean. The mean values of the distributions
from the GRF test set are all in the [0.2,0.4] range, and the mean values from the distributions
from the eFootball test set are all in the [0.1,0.2] range, as can be observed in Table 7-1.
It was to be expected that the distributions were going to be centered around a non-zero
mean. A non-zero mean means that one team has had the upper edge over the other team in
terms of the ED. The value of the mean therefore quantifies the relative strength of the user
team compared to its average opponent. A high mean value indicates that the user team has
outperformed its opponents in terms of the ED, whereas a low mean can be linked to worse
performance. In football, one team will always have an upper edge over the other, even if it
is just the thinnest of margins. This behavior was thus expected.

• The distributions of the predictions and the actual values are very similar for each horizon.
As can be observed in the Table 7-1 and the plots of Figure 7-2 and Figure 7-3, the distribu-
tions of the predictions and actual values seem to closely match each other. The K-S test,
a test for measuring the differences between two distribution, was performed for verifica-
tion purposes and includes a null-hypothesis and a p-value [91]. The test aims to compute
the probability that two sample sets were drawn from the same, but unknown, probability
distribution by computing the K-S statistic. The K-S statistic quantifies the maximum dis-
tance between the cumulative distribution functions of the two samples and is computed as
follows:

Dn,m = sup
x

∣∣F1,n(x)−F2,m(x)
∣∣ (7-2)

where F1 and F2 are the cumulative distribution functions of the first and the second sample
respectively, where F1 ∈ [0,1] and F2 ∈ [0,1], and sup is the supremum function. The null-
hypothesis is that the samples are from the same distribution, which is rejected whenever
Dn,m reaches above a certain value. The p-value then quantifies the probability that the
cumulative distribution functions are as far apart as observed. If the p-value is small (close
to 0), a conclusion can be made that the samples are not from the same distribution. If the
p-value is large (close to 1), we cannot conclude anything, but chances will be high that the
samples are from the same distribution.
The p-values in the case of the predictions made on the GRF dataset, as presented in Table 7-
1, show varying values within the [0.4,1] range. No decisive conclusions can therefore be
made about the similarities of the distributions. From the p-values as presented in Table 7-
1, which are mostly very high for both the GRF- and the eFootball predictor functions, it can
be deduced that the distributions of the predictions and actual values are very similar for all
horizons that satisfy p ≥ 0.95.

• The mean of the distributions of the ED seems to converge towards a steady-state value when-
ever the horizon gets larger. As can be seen in Table 7-1, the mean of the distributions seems
to stabilize towards values of approximately 0.29 and 0.13 for the GRF- and eFootball predic-
tor functions respectively when the horizon goes to h = 45. A reason for this behavior might
follow from the law of large numbers, which states that the observed sample mean of a sam-
ple of independent and identically distributed random variables approaches the expected
value of the true population whenever the sample size goes to infinity [92]. In this project,
the rewards are not independent variables because subsequent rewards in time do, in fact,
influence each other. However, whenever the horizon is chosen very large, as is the case with
h = 45, the far-off rewards are not likely to be influenced much by the current state. Conse-
quently, the expected value for far-off rewards will be similar to the expected average value
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of the set rewards that is linked to the state set S̃.
In mathematical terms, given that h is chosen very large, we can approximate the ED as the
expected reward in the following way:

EDh(s̃) = E[Gh
t | s̃] = E[θt+1]+E[θt+2]+ . . .+E[θt+h]

h
≈ hE[θ̄]

h
= E[θ̄], (7-3)

where θ̄ is defined as the average reward over all states in S̃.

• The STD of the distributions decreases whenever the horizon is chosen larger. As is perfectly
visualized in the boxplots of Figure 7-4, the STD’s of the distributions decrease gradually
whenever the horizon gets larger. The mean values and median values, however, do not
seem to show a particular upwards or downwards trend whenever the horizon increases.
This observation can be explained based on the fact that short-term predictions will vary
between a much larger range of values than long-term predictions. The average, absolute
reward can take values on much larger values whenever the horizon is short, since a single
play during the game will have a much higher influence on the average reward. For example,
when the user team is in an attack and has possession of the ball in regions with a high danger
value, the average reward will increase much more whenever the horizon only considers the
next 5 minutes instead of the next 45 minutes.

7-2-2 Prediction error analysis

The predictions errors, i.e. the difference between the predicted values (ED) and the actual values
(Gh

t ), will be analyzed in the following parts. As touched upon in section 3-2-3, the most com-
mon performance metrics for regression-based predictions are the: Mean Absolute Error (MAE),
the Mean Squared Error (MSE), and the R-square (R2). The MAE is given by the average error of
the predictions, and is therefore a very intuitive representation of the error of the ED. However, it
should be noted that the models of different horizons have different distributions. Decisive con-
clusions from a direct comparison of the MAE between models of varying horizons can therefore
not be made. The MSE is similar to the MAE, however, in contrast to the MAE which gives each
prediction error the same weight, the MSE penalizes larger errors more and therefore serves as an
additional performance evaluation tool. Finally, the R-square is a value in the set [0,1], where a
value close to 1 indicates a low error between the predicted values and the actual values. R-square
works well on models based on systems with lots of dependent variables, and can thus be a useful
measure.

All the aforementioned metrics for all predictor functions have been computed and are displayed
in Table 7-2. Furthermore, the entire distributions of the prediction error over all horizons have
been visualized using boxplots in Figure 7-5 and Figure 7-6.
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dataset
Prediction
horizon h [mins]

MAE (∗10−2) MSE (∗10−4) R2

GRF dataset +5 4.07 28.0 0.992
+10 3.15 17.0 0.993
+15 2.90 14.7 0.995
+30 1.92 6.28 0.996
+45 1.41 3.54 0.997

eFootball dataset +5 2.25 8.60 0.994
+10 1.97 6.77 0.995
+15 1.42 3.49 0.998
+30 1.01 1.90 0.998
+45 0.91 1.45 0.999

Table 7-2: Prediction performance metrics of the predictor functions of both the GRF- and the
eFootball dataset over all horizons.

(a) Zoomed-out with outliers (b) Zoomed-in without outliers

Figure 7-5: Boxplots of the prediction errors zoomed-out with outliers in (a) and a close-up
without outliers in (b) over all horizons trained on the GRF dataset.

(a) Zoomed-out with outliers (b) Zoomed-in without outliers

Figure 7-6: Boxplots of the prediction errors zoomed-out with outliers in (a) and a close-up
without outliers in (b) over all horizons trained on the eFootball dataset.
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Based on the predictions made on the test set, the following observations can be made from Ta-
ble 7-2, Figure 7-5, and Figure 7-6.

• The overall prediction error decreases whenever the horizon gets larger. A downwards trend
in the prediction errors can be observed from the MAE and MSE in Table 7-2, and also from
Figure 7-5 and Figure 7-6. This was to be expected, as both the predictions and the actual
values of the ED are much lower when the horizon is large, as followed from subsection 7-2-
1. This does thus not directly imply that predictions are also better when the horizon is large,
as the difference in the variance (or STD) of the distributions still needs to be accounted for.
This will be further analyzed in subsection 7-2-3.

• The predictions are very accurate. The R-square evaluates how well the model has been able
to fit the data and is a good indication of how accurate the predictions have been on the
given dataset. Based on the values in Table 7-2, which are all close to 1, it can be deduced
that the fitted values almost all fall close to the fitted regression line. This indicates that the
predictions are very accurate, as can also be observed from the boxplots in Figure 7-5 and
Figure 7-6, which show an overview of the distributions of the prediction error. Apart from
the outliers errors, all prediction errors for the horizon h = 5 fall within the ranges [0,0.13]
and [0,0.07] for the GRF and eFootball predictor functions respectively. These values are ex-
tremely low considering that the actual values for the ED fluctuate between [−2.27,2.01] and
[−2.34,2.66] for the GRF and eFootball predictor functions respectively. Similar behavior can
be observed for all other horizons.

The observed prediction errors were not quite as expected because, typically, any field that tries
to predict human behavior has much lower predictive performance values. A possible reason for
the high accuracy of the predictor functions could be because there may be a certain bias included
in the test set. The reason for this possible bias will be explained in the following. Recall that the
initial dataset of all labelled examples were randomly shuffled and, subsequently, split following
an 80/10/10 division for the training, validation and testing. Now consider two labelled examples
in the initial dataset, which were sampled right after each other at time k and time k+1. The prob-
ability that these labelled examples contain the same or very similar values is rather high, as the
sampling frequency was chosen at about 0.5 frames per in-game seconds. Consequently, a bias
might be present whenever these labelled examples are split apart, and one is moved to the train-
ing set and the other to the test set. Whenever this scenario is repeated for all labelled examples,
the test set might not include as many unbiased examples as one would desire. Instead, it would
now contain a large collection of duplicates (or highly similar examples) from the training set. This
is undesired as it does not present a new unknown situation for the predictor function to be tested
upon. However, it would explain the high predictive accuracies of all the predictor functions.

In hindsight, a better dataset creation approach would have been to first split the labelled exam-
ples into chunks, where each chunk includes labelled examples over a consecutive time interval
(e.g. time interval [k,k +n] with n>1), and only then split the dataset into an 80/10/10 division. As
a result, the test set would now contain more examples that are unknown to the predictor func-
tion. This would have at least reduced the suspicion of bias. Nonetheless, the prediction results
can be seen as favorable, as it seems to be possible to make highly accurate within-game predic-
tions within the limitations and assumptions of this project.
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7-2-3 Online prediction performance

A final experiment was conducted to test the performance of all predictor functions online, using a
dataset of a newly generated game. Only one extra game of data from the eFootball simulator was
generated due to time constraints. The results will show the evolution of the ED over the course of
the match, thereby revealing how the ED can be used online as intended.

The predictions, as well as the actual values, are plotted over the entire match as illustrated in Fig-
ure 7-7, Figure 7-8, and Figure 7-9. The predicted values only start after 15 minutes, as 15 minutes
of prior data is needed as input to the predictor functions of all horizons. Similarly, the actual val-
ues of the ED end prematurely at a certain moment in time as the minutes thereafter are needed
for its computation. Finally, the MAE’s of all predictor functions are displayed in Table 7-3 and
provide an intuitive representation of the prediction performance.

(a) Prediction horizon of +5 mins.

(b) Prediction horizon of +10 mins.

Figure 7-7: Expected Danger (the predictions) for the shorter horizons h = {5,10} over the course
of a single match plotted together with the actual values (Gh

t ).
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Figure 7-8: Expected Danger for the horizon h = 15 over the course of a single match plotted
together with the actual values.

(a) Prediction horizon of +30 mins.

(b) Prediction horizon of +45 mins.

Figure 7-9: Expected Danger for the longer horizons h = {30,45} over the course of a single
match plotted together with the actual values.
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Prediction horizon h [mins] MAE MSE R2

+5 0.170 0.0463 0.88
+10 0.128 0.311 0.79
+15 0.135 0.0289 0.47
+30 0.130 0.0161 0.22
+45 0.215 0.0218 -2.16

Table 7-3: Mean absolute error of the predictions on the newly generated dataset consisting of
a single game. The data was extracted from the eFootball simulator.

The following observations about the predictions based on the additional dataset of a single game
can be made from Figure 7-7, Figure 7-8, Figure 7-9, and Table 7-3:

• Predictions can be made reasonably accurate for short horizons. From the plots in Figure 7-7
and Figure 7-8, it is clearly visible that the short-term predictions (i.e.,h = {5,10,15}) follow
a similar trajectory as the actual values, thereby already showing that reasonably accurate
predictions can be made online. This accuracy is quantified in terms of the MAE and MSE,
which show fairly low values. For example, for the h = 5 predictor function, the MAE is equal
to 0.17. Now recall from the observations that were made from the values in Table 7-1 that
the training dataset of the eFootball predictor function of h = 5 is similar to the normal dis-
tribution of N (0.14,0.73). Based on the properties of this distribution, it can be deduced
that the value of the MAE’s indicates reasonably accurate prediction performance. Similar
observations and conclusions can be made for the horizons h = 10 and h = 15.

• Prediction performances decrease when the horizon is chosen larger. The prediction perfor-
mance becomes worse whenever the horizon gets larger (i.e.,h = {30,45}), as can be seen
when comparing all the plot and from Figure 7-9. This observation can also be made from
the R-square values in Table 7-3, which clearly shows a decreasing trend when the horizon
increases. The low R-square values indicate that the predictions are relatively poor. In the
case of the h = 45 predictor function, the R-square value is even negative. This indicates that
the prediction models have been generalized on data that is not similar to the new data, and
is therefore not able to find the correct values. To be more precise, the predictor function has
been trained on data where the user team generally outperforms the opponent team. How-
ever, in the case of this particular game, the opponent team seems to improve its overall ED,
as the actual values are negative and mostly lie below the predicted values. This also explains
why the R-square is negative.
In addition, it should be noted that based on the MAE and the MSE it seems like the predic-
tion performance does not decrease whenever the horizon is chosen larger. However, one
should also take into account the decreasing variance of the ED whenever the horizon in-
creases. For example, in the test set, the STD went from STD = 0.732 to STD = 0.395 for the
h = 5 and h = 45 predictor functions, respectively (Table 7-1). However, the MAE and MSE
have not improved in a similar trend as the STD, as can now be seen from Table 7-3, which
further emphasizes that prediction performance decreases whenever the horizon gets larger.

• Predictions can not be made accurately for longer horizons. As can be observed from Fig-
ure 7-9, predictions do not seem to follow the actual values accurately, which is further em-
phasized by the low R-square values. A possible solution might be to increase the size of the
original dataset such that it consists of more games. This way, the algorithm can be trained
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on a more diverse set of football scenario’s, such that it will hopefully recognize a wider range
of relevant features when presented with an unseen scenario and improve its performance.

• The prediction errors in this experiment are significantly higher than the predictions errors
from the last experiment. When comparing the performance metrics of this experiment as
given in Table 7-3 with the performance metrics of the last experiment as given in Table 7-2,
it can be observed that all metrics indicate worse performance. A plausible reason for this
behavior is that the test set of the previous experiment may have a certain bias. As mentioned
in subsection 7-2-2, this bias may have been caused by the way the labelled examples were
shuffled during the train-, validation-, and test set division phase. Now that a new dataset
has been generated, this assumed bias no longer exist. As a result, the prediction errors on
the new dataset reflect a more realistic prediction performance.

7-3 Conclusions

This section will evaluate the performance of the entire prediction pipeline as used in this work. An
evaluation of the data extraction algorithm was made based on the observations and conclusions
made in section 7-1. Conclusions about the prediction pipeline and predictor functions were made
based on the observations and analyses made in subsection 7-2-2 and subsection 7-2-3. The main
takeaways are summarized in the following points:

• The data extraction pipeline is able to extract highly accurate tracking data from the eFootball
simulator. The detection accuracy of the pipeline before the interpolation process already
showed promising performance, in which players and ball were detected 80.0% and 88.2% of
the time over all frames. Visual inspection of the obtained tracking data then concluded that
the tracking data is highly accurate in the vast majority of the cases. Some inaccuracies were
identified whenever players go missing for an extended period of time, or when the game
abruptly moves into a new scenario, which is the case for certain events, such as corners and
free-kicks. However, these scenario’s only occur sporadically and do not last long whenever
they do occur.

• The data extraction pipeline is able to extract event data with a reasonably high accuracy.
Two different segments within the data extraction pipeline exist: one for the detection of
the possession, and the other for the detection of all other events (i.e., shots on goal, passes,
touches, balls won, goals, current minute). High accuracy was obtained for the detection of
the team in possession, although a couple of questionable detection results were identified.
The extracted data of all other events could be compared to the actual values at the end of
each game and showed reasonably accurate values throughout the entire dataset, although
inaccuracies were obtained due to the sampling rate being low.

• The predictor functions trained and tested on the GRF dataset are able to achieve highly accu-
rate prediction performance. The predictor functions trained and tested on the GRF dataset
have rounded MAE values of {0.04,0.03,0.03,0.02,0.01} in terms of the ED and rounded R-
square values of {0.992,0.993,0.995,0.996,0.997} for the horizons, h = {5,10,15,30,45} re-
spectively. The values show highly accurate predictions were made and prove that the MLP’s
were trained effectively, as all the predicted values are closely located along the fitted regres-
sion line.
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• The predictor functions trained and tested on the eFootball dataset are able to achieve great
performance with highly accurate predictions, while also being robust against a wide range
of opponents with different strengths and weaknesses. The predictor functions have rounded
MAE values of {0.02,0.02,0.01,0.01,0.01} in terms of the ED and R-square values of
{0.994,0.995,0.998,0.998,0.999} for the horizons h = {5,10,15,30,45} on the test set of the
eFootball dataset, which shows that the overall prediction error is very low and that the mod-
els were able to fit the presented data almost perfectly. Furthermore, the predictor function
show robust performance against different opponents, since the test set includes data of 15
different games with 15 different opponents, all with their own strengths and weaknesses.

• The predictor functions trained on the eFootball dataset and tested on an additional dataset
featuring a single game using an online modelling approach are able to achieve fairly high
predictive performance on low horizons, while predictive accuracy decreases whenever hori-
zons are chosen larger. The prediction trajectories of low-horizon predictor functions were
able to follow the tracks of the actual values to a reasonable accuracy, with rounded MAE val-
ues of {0.2,0.1,0.1} and rounded R-square values of {0.88,0.79,0.47} for the horizons {5,10,15}
respectively. However, evaluation of the predictor functions of larger horizons show decreas-
ing performance, with MAE values of {0.1,0.2} and R-square values of {0.22,−2.2}, which in-
dicate that predictions cannot be made accurately. Given the assumptions and limitations
of the project, the values show that online predictions in terms of the ED can be made to a
decent accuracy when the prediction horizon is not chosen further than 15 minutes.

• Prediction performance decreases when the prediction horizon is chosen larger. The predic-
tion experiments have shown that the prediction performance decreases whenever the hori-
zon gets larger, as more uncertainty is involved when dealing with far-off predictions. Fur-
thermore, a difference in the nature of the predictions was identified. In the case of short-
horizon predictions, the predictor functions are able to use the given information of the past
15 minutes to read the current situation in the game and, consequently, make reasonably ac-
curate predictions. Conversely, in the case of long-term predictions, the predictor functions
focus more on the identification of the superior team, while the influences of current attack-
ing/defending plays are penalized. Since the MLP’s were trained on different games with
opponents of varying strength, the predictors functions will not always be able to correctly
identify the superior team.

• The datasets used to develop the predictor functions need to be split into chunks of data,
where each chunk includes consecutive labelled examples over a given time interval, to cre-
ate a dataset more suitable for testing purposes. A suspicion of bias was identified that may
have resulted from the random shuffling process during the creation of the labelled exam-
ples, which could have led to numerous labelled examples being in both the training set and
the test set, thus creating biased results. A possible solution is to group consecutive tempo-
ral labelled examples into chunks and, subsequently, shuffle and divide the chunks into new
datasets for training, validating, and testing.

• The predictor functions developed in this work need to be trained and tested on a larger dataset,
consisting of a higher amount of games and covering more within-game plays, such that un-
seen input data can be recognized better. The prediction results on the limited amount of
games has been promising. It will therefore be interesting to see whether the MLP’s will still
be able to generalize the data whenever a wider range of games is involved.
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Chapter 8

Conclusions and Recommendations

This chapter summarizes the main conclusions of this work and discusses recommendations for
future research. Section 8-1 will first restate and answer the research questions of this work and
discuss its main conclusions. Second, section 8-2 will provide recommendations for future work.

8-1 Conclusions

The main research question as formulated in section 1-2 is restated and will be answered below,
based on the findings of this work:

Research question: How can accurate online predictions in football be made with spatio-temporal
data using learning-based algorithms?

This work developed Artificial Neural Network (ANN)-based predictor functions suitable for mak-
ing online predictions during a football game through a frame-by-frame quantification of the
Expected Danger (ED); a comprehensive metric defining a form of relative danger. Results have
shown that the predictor functions have been able to generalize the simulated spatio-temporal
data of a selected number of games and, subsequently, use the acquired knowledge of these games,
a priori, to make accurate online predictions on unseen frames relying solely on data of the past
15 minutes. Different prediction horizons were tried and tested, namely horizons of 5, 10, 15, 30,
and 45 minutes. Great prediction performance was achieved over all horizons, thereby showing
robustness of the prediction model against a wide range of opponents with different strengths and
weaknesses. The predictor functions were also tested on an additional dataset, consisting of a sin-
gle game of data that does not originate from the same distribution as the training data, with the
purpose of testing online performance and robustness to unknown opponents. Experiments on
this dataset demonstrated that reasonably accurate predictions can be made online as long as the
prediction horizon is not chosen much larger than 15 minutes, although prediction capabilities
could be further improved by training on a larger and richer dataset. The ED framework of this
work has shown that online predictions can be made on a team-level and has opened doors for
further research within the field of online predictive modelling and decision-making in football.
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Similarly, the sub-questions of section 1-2 are restated and answered:

Research sub-question 1: How can a theoretical, descriptive model describing the course of a foot-
ball match be created?

A descriptive model was made using a top-down modelling approach, where a general model was
abstracted into a Markov Decision Process (MDP) model of reduced complexity. The MDP model
has been able to mathematically formulate the complex dynamics of the game, while also enabling
the creation of the prediction framework used throughout this work. Furthermore, the develop-
ment of this MDP model has been of great importance in its ability to conceptualize the system
and comprehend the complexity of the evolution of a football match. This comprehension of the
system proved to be especially useful for the identification of problems during the creation of the
black-box prediction models, as the models do not provide any additional comprehensible infor-
mation about the system. The MDP model was therefore a crucial component of this research.

Research sub-question 2: How can a representative, realistic dataset of football data be obtained,
suitable for training and evaluating a learning-based algorithm?

No suitable datasets or data sources within the field of real-life football were found meeting the
necessary requirements for the training of a learning-based algorithm. Therefore, a decision was
made to rely solely on simulation data, which allows the creation of large dataset and has the ad-
vantage of creating controlled experiments. Two novel datasets of both tracking- and event data
were created using two separate football simulators, namely the relatively basic Google Research
Football (GRF) simulator and the advanced eFootball simulator. The GRF dataset consists of 56
games and was extracted directly from the source code. It includes: detailed information about the
positions, orientations and velocities of the players and ball; information about in-game events,
such as penalties, free-kicks, goals, throw-ins, and goal-kicks; and some additional data on mat-
ters such as the fitness levels, yellow and red cards, the score, and the time.
The eFootball dataset was acquired using the data extraction algorithm pipeline as designed in this
work, which is based on digital image processing techniques. The eFootball dataset consists of 16
games of data. It includes: the coordinate data of all players and ball over time; the team in posses-
sion; event data, such as the goals, touches of the ball, balls won, passes, and shots on target; and
some additional data on the player positions, the formations, and the time. Both datasets are of
larger size than any other comparable publicly available football dataset. They will both be made
publicly available to incentivize further research within this field.

8-2 Recommendations

This section discusses the recommendations for future research. The recommendations have been
divided into four different area’s, namely: improvements on the current prediction pipeline, the
quantification of online prediction uncertainty, decision-making, and bridging the domain gap
between simulation data and real data. This is also the suggested order for future work.

The following recommendations are suggested to improve the current prediction pipeline:

• Improvements of the test set: Two approaches can be taken to increase the differences be-
tween the test set and the training set. The first approach involves the bundling of successive
labelled examples over a certain time interval into chunks, such that each chunk contains a
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consecutive temporal sequence of states, which in turn represents a unique within-game
play. As a result, the prediction model will be tested on unseen scenarios, thereby creating
an unbiased evaluation of the ED. Another approach can be taken by simulating an addi-
tional number of games, extract the data, and use the extracted data for testing only. This
way, the prediction model will certainly be tested on examples it has never seen before.

• More specialized neural networks: The usage of Recurrent Neural Networks (RNN’s), which
are specialized in sequence data such as spatio-temporal sequences, can lead to improve-
ments in predictions and allows the learning algorithm to identify the time-dependencies of
the states much easier. Instead of feeding an input vector of concatenated states to the net-
work, the input of the network would now be a matrix where states are positioned in a side-
by-side structure. Sequential models thereby allow the possibility of including a much larger
amount of states into the input of the network, thus increasing the predictive potential of the
algorithm, as the network is given much more information about the past spatio-temporal
evolution of the game.

The following recommendations are relevant to the quantification of online prediction uncer-
tainty:

• Prediction interval experimentation: A quantification of online prediction uncertainty can
be made by experimenting with different prediction horizons. Two proposals will be dis-
cussed briefly in the following.
The first approach involves experiments using a fixed-time interval and a varying horizon, as
illustrated in Figure 8-1a. Given that the sampling frequency is chosen constant, a fixed-time
interval will imply that the sum of rewards will consist of the same amount of values. This
means that distributions and prediction metrics of the different horizons h = {h1,h2,h3, . . .}
can be compared better with each other. Metrics, such as the Mean Absolute Error (MAE) but
also the variances of the distributions, can then be compared 1:1 with each other to quantify
and evaluate how much uncertainty is involved in predictor functions of varying horizons.
Another approach is to test how the initial starting point of the prediction interval influences
the ED at time h, as illustrated in Figure 8-1b. As concluded in this work, short-term online
values for the ED can be predicted more accurately than far-off values. However, this work
has not attempted to quantify the extent of the uncertainty when short-term predictions are
purposely left out of the computation of the ED. This experiment leaves room to do so.

Experiment 1
Experiment 2

Experiment 3

Now

(a) Fixed time interval with receding horizon.

Experiment 1
Experiment 2

Experiment 3

Now

(b) Varying time intervals with fixed horizon.

Figure 8-1: Different options for prediction horizon experimentation for future work.
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The following recommendations are made regarding the creation of a within-game decision-making
model, where the coach or manager is now allowed to change its actions (e.g. the formation of the
team) during the game. Two solution proposals were constructed for the decision-making model,
which both involve an increased action space of the MDP model, such that |A| > 1. Both proposals
build on the existing architecture of the prediction model of this work. Both proposals are provided
as case studies in Appendix C and were not practically implemented due to the time limitations of
the project. A short summary of the proposals of the two decision-making models is given in the
following:

• Decision-making model proposal 1: The first decision-making model proposal adds an ex-
tra input to the existing Multilayer Perceptron (MLP) prediction model, as illustrated in Fig-
ure 8-2. The model will be trained with labelled examples that cover states of the game within
time interval [t , t +h], as well as the action a ∈ A taken at time t . An important limitation of
this model is that the action space is constrained in time in a way that actions can only be
taken at certain pre-defined moments in the game.
After training, the updated predictor function ED : S̃×A →R should then be able to compute
the ED in a given state for all actions in a ∈ A. The action corresponding to the highest value
for the ED will then be selected as the optimal action. An advantage of this model is that it
can be created with relatively few adjustments to the MLP model. A disadvantage is that a lot
of extra labelled examples need to be generated for training such that the MLP can attempt
to learn the new state transition probabilities that exist when an action is taken in any given
state. If the reader is interested, a more thorough explanation and analysis of this proposal
is given in Appendix C-0-1.

Input 1

Input 2

Input

Input layer Hidden layers Output layer

Output

Input vector

State vector {

Input +1

 

Action {

MLP Model

Figure 8-2: Solution proposal 1: extra input to the MLP model.

• Decision-making model proposal 2: The second decision-making model proposal adds
an extra output to the existing MLP prediction model, where each output refers to the ED
when a single action a ∈ A is taken at time t , as illustrated in Figure 8-3. The rest of the
network’s architecture is kept the same. The model will be trained using a different train-
ing technique than applied in this work that is based on the work of Mnih et al. (2015)
[93] about human-level control through Reinforcement Learning (RL), who were able to
train an agent using RL to make it successfully execute challenging tasks within 2600 Atari
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games. The training method consists of grouping successive labelled examples into chunks,
where the examples in each chunk consist of only a single action taken, denoted as ca

i . A
chunk of examples where only the action a = 433 is taken might look as follows: ca=433

1 =
{(x1, y1), (x2, y2), . . . , (x20, y20)}. The MLP model will then be trained for each individual chunk,
however, only the connections in the MLP that are connected to the output value of the ac-
tion a of that particular chunk are kept intact. The architecture of the model during training
will therefore be the same as the prediction model, and thus only have a single output value.
The difference is that this output gate switches based on the action of each chunk of training
data. This method resembles transfer learning techniques, however, instead of transferring
the hyperparameters, the model now transfers both the hyperparameters and the parame-
ters after training a model on each chunk.
After training, the weights of all output gates will be restored such that the amount of out-
puts is equal to the size of the action space. The updated predictor function ED : S̃ → Rna

should now be able to compute different ED values corresponding to different actions taken
at time t . The coach is then encouraged to choose the action corresponding to the highest
ED. The disadvantage of this model is that it involves more complexity and will therefore
be harder to design than the model of proposal 1. The main advantage is that the model is
not dependent on the creation of an extremely large amount of labelled examples, and has
the potential to make accurate predictions over different actions using only a relatively small
amount of data. Solution proposal 2 is therefore preferred by the author. If the reader is
interested, a more thorough explanation of this proposal is given in Appendix C-0-2, which
also elaborates on the steps that must be taken to design the proposed model.

Input 1

Input 2

Input

Input layer Hidden layers Output layer

Output 1

Input vector

State vector {
Output 2

 

MLP Model

Figure 8-3: Solution proposal 2: extra output to MLP model.

The following recommendations can be linked to the ultimate goal of bridging the domain gap
between simulation data and real data:

• Usage of real football data: The ANN-based predictor functions have been trained on sim-
ulation data of two different football simulators. The predictor functions were found to be
robust against opponents of different playing styles and varying strengths. However, to ad-
equately validate the performance of the predictions on real-life football, one must address
the domain gap between simulated data and real data, and use real football data to make
predictions. The prediction pipeline of this work can be used for these predictions.
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Appendix A

Heritage

A-1 Research by Big Companies

Big commercial companies are also largely invested in data analysis and analytics in football. How-
ever, their data, studies and products are mostly not accessible for the wide public and if they are,
a high price often has to be paid. Nonetheless, it is important to know what tools, techniques and
methods have already been created in the industry, even if the theory behind them is not fully ac-
cessible. A short review about metrics and tools from big companies will be given, in which a par-
ticular focus will be put on real-time and ML-based metrics and tools. A loose classification was
made of the football data companies. First, the largest data providing companies will be addressed,
who offer ML-based metrics or tools. Second, companies who offer tools to gather tracking data
and transfer real-time metrics will be covered. Third, companies offering video analysis tools will
be covered.

A-1-1 Datasets and metrics based on machine learning techniques

Four companies were found offering large quantities of advanced football data and various ad-
vanced ML-based metrics. These companies are: Opta Sports, Statsperform, Sportlogiq, and Panini-
Digital. All of them do not go into much detail about their approaches, other than stating they are
’AI-powered’ or ’ML-based’. Opta Sports is the largest sports data company in the world, operating
in more than 40 countries and analyzing more than 110,000 events on an annual basis. Opta Sports
"are the only sports data business that collects and distributes full, time-stamped, contextual data
live, featuring complete x,y-coordinates (as well as z-coordinates where applicable, such as shots
in football), and a granularity of event type unique amongst data providers" 1. Besides advanced
data sets, they provide three advanced Machine Learning (ML) metrics to their customers, which
can be used for evaluation and analysis purposes 2. Two of these metrics are expected goals and
expected assists. Expected goals measures the quality of a shot based on various variables. Each

1https://www.optasports.com/about/the-opta-difference/
2https://www.optasports.com/services/analytics/advanced-metrics/
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shot gets a value in between 0 and 1 which cumulatively adds up to a player’s or team’s chances
of scoring, indicating how many goals a player or team should have scored. Expected assists is
analogous to expected goals, but goals are replaced with assists. Another metric is able to define
different sequences of play in which events such as passes, dribbles, and shots are identified. More
advanced metrics are offered by Opta’s sister company Statsperform. Statsperform merged with
Opta in 2019, but still have their own research departments. They provide advanced ML-based
metrics to establish performance trends for teams and players, although not going into much de-
tail about them. In addition, they provide a very interesting algorithm which allows live data in-
sights to assist with in-game tactical decision-making on a minute-by-minute level. 3. Other sports
analytics company offering ML-based metrics are: Sportlogiq, who offer football tracking data and
various ML-based metrics, although not going into much detail about them 4; and PaniniDigital,
who offers post-match statistical analyses and ML-based analytics through tracking data. In recent
years, data sets have gotten increasingly advanced due to the rise in accurate and advanced GPS
trackers. One of world leaders in providing GPS trackers for sports is Statssport. They have created
a wearable tracking device ,the Apex Pro Series Pod, able to transfer 260+ metrics real-time 5. In
addition, they created the Apex Coach Series, which simplifies their metrics into a comprehensible
format for coaches and allows user-friendly player and team performance analysis. Scisports is an-
other provider of football data, including tracking data and various metrics. They offer advanced
statistics and analytics to support performances and decisions. Their newest state-of-art analysis
tool Inmotio allows real-time analysis and insights to assist in decision-making 6. Other companies
providing tracking data are: Catapult, who offers tracking data from both shoes, allowing real-time
transfer of data and different metrics; and KINEXON, offering automated tracking data and basic
metrics.

In order to make data analysis tools attractive to coaches and teams, it is common to use video
analysis tools. Wyscout is a large company providing databases regarding performances of play-
ers and teams for coaches, keeping track of matches in more than 250 worldwide competitions 7.
Their main product is a video analysis tools providing video data and various metrics to help coach
with analysing their team and other teams in a graphical way. Other companies involved in video
analysis tools are: Second Spectrum, who offers real-time video augmentations with statistics; and
Metrica Sports, who offer automated event detection, simple metrics, and video augmentations.

A-1-2 Conclusion

Various companies (Opta Sports, Statsperform, Sportlogiq, PaniniDigital, Scisports) provide de-
tailed and advanced data sets as products. These data sets can be obtained by making use of state-
of-art GPS trackers from various companies (Statssport, Scisports, Catapult, KINEXON), which are
able to accurately transfer x,y,z-coordinates real-time, as well as a large variety of real-time met-
rics. Then, using state-of-art video analysis tools offered by numerous companies (Wyscout, Sec-
ond Spectrum, Metrica Sports, Scisports), coaches are able to efficiently analyse their players and
teams in between matches for effective offline tactical decision-making.

3https://www.statsperform.com/team-performance/football-performance/match-analysis/
4https://sportlogiq.com/en/technology
5https://statsports.com/apex/
6https://inmotio.eu/analysis-software/
7https://wyscout.com/coaches/
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A-2 Key Performance Indicators

This section will show a series of Key Performance Indicators (KPI’s), which were all reviewed be-
fore creating the Expected Danger (ED) metric. Some were used as inspiration. Three types of
topological scales were identified, which were used to classify the different KPI’s [94]. These scales
are as follows: the microscale, which only includes analysis at the level of individual players; the the
mesoscale, which describes small motifs between interactions of 3 to 4 players; and the macroscale,
which considers the network as a whole. The findings are summarized in Table A-1.

Metric Method Description Scale References
Degree
centrality

Graph theory
Calculates number of passes of each
player

Microscale Cotta et al. [75]

Eigenvector
centrality

Graph theory

Measures a players’ quantitative passing
performance, while also giving
consideration to its neighbors passing
performance

Microscale Cotta et al.[75]

Closeness
centrality

Graph theory
Calculates the minimum number of steps
to reach players

Microscale
López-Peña and
Touchette [95];
Gonçalves et al. [96]

Betweenness
centrality

Graph theory
A measure which considers how many
times a player acts as a necessary bridge
between other players.

Microscale

Duch et al. [97];
Gonçalves et al.[96];
Arriaza-Ardiles et al.
2018

Flow
betweenness
centrality

Graph theory
Betweenness centrality, but giving more
emphasis to the sequential pattern of
passing

Microscale Korte et al. [98]

PlayeRank
Machine
Learning

An advanced multi-dimensional
performance indicator which
incorporates role-aware evaluation of
individual players using a ML approach.

Microscale Pappalardo et al. [99]

Clustering
coefficient

Graph theory
Measures the number of neighbors of a
player that also have passed the ball
between them

Microscale
López-Peña and
Touchette [95]

Heterogeneity
coefficient

Statistical
Relates the number of passes between
players to sub-community existence,
which hinders team performance.

Mesoscale Clemente et al. [100]

Pass overabun-
dancy
index

Statistical
Relates overabundance of certain passes
of subcommunities to team success

Mesoscale
López Peña and
Sánchez Navarro [95]

H-indicator Statistical
A set of 6 passing-related performance
indicators summarized into one index Macroscale

Cintia et al. [101].

Degree
variability

Graph theory
A measure describing how much the
degree centralities of players variate. Macroscale

Pina et al. [102]

Average degree Graph theory Overall average of players’ degree
Macroscale

Cintial et al. [103]

Network
centroid

Euclidean
metrics

Performance indicator describing the
importance of the position of the centroid
of the network

Macroscale
Bialkowski et al. [104]

Network
robustness

Graph theory
Measure which considers the importance
of individual players through analysis of
link removal

Macroscale
Ichinose et al. [105]

Table A-1: Overview of candidate metrics for tactical performance analysis and predictive mod-
eling.
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Appendix B

Datasets

This appendix will explain how the Google Research Football (GRF) dataset has been created in
section B-1. Subsequently, section B-2 will discuss parts of the eFootball dataset that were not
included in the main part of the work.

B-1 The GRF Dataset

The first dataset was created using the open-source GRF simulator. The GRF simulator explores a
new type of realistic gameplay in which they allow people to code their own players using an open-
source simulator. The team encourages people to train agents using Reinforcement Learning (RL)
techniques and let different teams compete with each other in a competition. The simulator can be
used for realistic gameplay and gives options to test new tactics and ideas within real-life football.
In addition, an extra option is provided in which the user can simulate a game between build-in
AI’s. The final dataset was created by simulating games using this build-in AI.

B-1-1 Internal mechanics of the build-in AI

The build-in AI behaves according to rule-based mechanics, which differentiates between an at-
tacking and a defensive scenario. When attacking, the agent in possession of the ball is given a
certain set of options, such as: dribbling forwards, passing backwards, shooting on target, etc. A
rating is given to each option, including the position and velocity of the player and ball, the di-
rection of the agent, the positions of its teammates, the predicted time before the opponent can
pressure the ball, and its assigned role (e.g., attacking midfielder, keeper). The option with the
highest rating is then executed by the agent at each time instance.
When defending, a single agent is designated to recapture the ball based on its proximity to the
ball and its defensive position. Similar to the attacking scenario, the defensive agent then opti-
mizes over a certain set of options (i.e. move towards the ball, slide tackle, move backwards to the
goal), where each option is given a rating based on the state of the game. All agents, apart from
the designated attacker on the attacking team and the designated defender on the defensive team,
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will move according to more simplistic rule-based mechanics. For each individual agent, these
rule-based mechanics are based on the current possession team, its the assigned role (e.g., keeper,
left-winger), and the location of the ball.
No code lines were found defining different skill sets for agents at different positions. This gives the
impression that all agents in the game are programmed with the same exact skill level. Examples
of skills in football agents are: shot power, passing accuracy, and pace. Furthermore, changes in
tactics, substitutions or formations can not be made before or during a match. Both teams have a
fixed 1-4-3-3 formation (1 goalkeeper, 4 defenders, 4 midfielders, and 3 attackers) and tactics are
fixed to a balanced playing style. The level of randomness involved in the dynamics of the game
could not be retrieved from the code. However, unique plays and a large variety of different match
outcomes do indicate there is at least some level of randomness involved. The full code of the
build-in AI was can be found on Github 1.

B-1-2 Shortcomings and advantages of using the simulator for research

The internal mechanics of the game expose a number of shortcomings with using the Google Foot-
ball simulator for research. Identifying the drawbacks of the simulator at an early stage is impor-
tant as this already gives insights in potential flaws of the prediction results. The three main short-
comings with regards to goal of the project have been listed below.
First of all, both when attacking or defending, only a single designated player will move following
more complex rule-based mechanics. The limited variability in the actions of all other players may
result in a oversimplified version of a football game. Making accurate within-game predictions
might therefore be relatively easy, as much of the subtle, complex dynamics of the game have got-
ten lost in the simulation process.
Second, it is unclear how much randomness is involved. However, the randomness implemented
in the game will heavily influence the potential of within-game predictions. A simulator where ran-
dom variables largely dictate game outcomes is much harder to predict than a simulator without
any random influences. As a result, it will be hard, if not impossible, to link possible poor predic-
tion accuracy’s to either the randomness of the game or a failing prediction algorithm. Conversely,
unreasonably high prediction accuracy’s could be achieved as a result of the absence of random-
ness.
Third, finding optimal or sub-optimal tactics can only be realized by experimenting with various
tactics during matches and observing outcomes. The inability of the simulator to customize the
parameters of team tactics makes the simulator unfit for within-game decision-making, thereby
limiting the potential for future work.
Nonetheless, the GRF simulator proved to be a great experimental tool for the initial phase of the
work. It provides a huge amount of data, where a detailed, accurate description of the match is
given at each moment in time. To the best knowledge of the author, no other publicly available
source can be used to obtain such a large amount of detailed football data within such a short
amount of time.

1https://github.com/google-research/football/blob/master/third_party/gfootball_engine/src/
onthepitch/AIsupport/AIfunctions.cpp
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B-1-3 Raw data

All the raw data from the simulator was extracted and transferred to a separate file. These raw ob-
servations can be observed in Table B-1. A distinction has been made in the nature of the states,
depending on the cardinality of the state variable. Some states variables take values from a con-
tinuous set, in which xi ∈ Rn . Take for instance the coordinates of players, or the tiredness factor
of players. Other state variables take values from finite sets {q1, q2, ...}, such as the vector denot-
ing the amount of yellow cards or the score of the match. Another distinction has been made on
the mechanism that drives the evolution of the state [106]. Time-driven states evolve at every tick
of the clock, whereas event-driven states change at a given event within the environment. Fur-
thermore, it must be noted that the data is simulated with a certain rate, which makes the system
inherently discrete-time.

The raw state vector of the system can now be defined by concatenating the raw observations into
a state vector of 190 values, or formally x ∈ Rn with n=190. The state vector can be used to define
the general model.

Variable
name

Description Vector size State type
Evolution
Mechanism

xp (t )
A vector containing the exact
[x,y]-coordinates of the players of both teams.

44 Continuous Time

xd (t )
A vector containing the exact [x,y]-direction
of the players of both teams.

44 Continuous Time

xb (t )
A vector containing the exact ball position
and ball direction in [x,y,z] coordinates and
the ball [x,y,z] rotation angles in radians.

9 Continuous Time

xt (t )
A vector containing the tiredness factor of the
players of both teams {xt ∈R22|0 ≤ xt ≤ 1} .

22 Continuous. Time

zo (t )
A value denoting the team who owns the ball
z ∈ {−1,0,1} (no team, left team, right team).

1 Discrete Event

zy (t )
A vector denoting which players have yellow
cards z ∈ {0,1}

22 Discrete Event

za (t )
A vector denoting which players are active
za ∈ {0,1}.

22 Discrete Event

zm (t )
An integer value denoting the current game
mode zm ∈ {0,1, ...,7} (normal, kick-off,
goal-kick, free-kick, corner, throw-in, penalty)

1 Discrete Event

zr (t )

A vector denoting the role of each player
zr ∈ {0,1, ...,9} which correspond to goal
keeper, centre back, left back, right back,
defence midfield, central midfield, left
midfield, right midfield, attack midfield
respectively.

22 Discrete Event

zs (t ) A vector denoting the score of the match. 2 Discrete Event

ze (t )
An integer value denoting the amount of
steps left until the end of the match (there is
no extra time).

1 Discrete Time

Table B-1: A classification of the raw observations/state of the Google Football simulator.
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B-1-4 Creation of the dataset

The simulator allows the option to graphically render matches such that the gameplay can be vi-
sualized. However, rendering does drastically increase simulation time and was therefore not used
for creation of the final dataset. Using the build-in AI function, 58 games were simulated to be
collected into the dataset. Each game consists of 3001 time steps, each with its own state vector
describing the game. The creation of the dataset took approximately an hour. All games were sim-
ulated with: a fixed formation for both teams, a fixed playing style for both teams, no substitutions,
no extra time, no significant quality differences between players, no significant quality differences
between teams. The reduced variability of the data leads to easier generalization of the data com-
pared to datasets from more advanced simulators. The size of the dataset was therefore deemed
as sufficient as a starting point, but can be extended whenever needed. All the data was stored in a
pickle file. The dataset will be made public to incentive research in this field.

B-1-5 Data validation

The data was checked for errors and flaws by means of basic data analysis and visualization of the
data. First, it was checked whether the score outcomes of the matches played seemed reasonable.
Teams should be able to score and win both over the course of 58 games. In most matches, only a
single goal got scored, while zeros goals or two goals are common occurrences as well. The exact
amount of goals scored in all games can be seen in Figure B-1a. An average of 1.1 goals per game
was obtained, which is comparable to lower-table teams in the English Premier League 2. The left
team was able to win almost half the games, with a winning percentage of 46.4%, while the right
team only won 17.9%, which seems a bit odd considering both teams are controlled by the same
build-in AI. The distribution of the winning percentage of both teams is visualized in Figure B-1b.

(a) Histogram of goal distribution
(b) Chart of game winning percentages

Figure B-1: Figure B-1a shows a histogram of the total amount of goals scored in each of the
58 games simulated. Figure B-1b shows a pie chart of the winning distribution of both teams.

Using the tracking data of all players and the ball over time, it was possible to recreate the match as
an animation. The Bokeh library was used to visualize the data in Python. Different snapshots of a
match can be seen in Figure B-2 and a video of the match was posted on Vimeo 3. The animation

2https://www.skysports.com/premier-league-table. Date accessed: 20-05-2021
3https://vimeo.com/manage/videos/594632118
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portrays the match accurately and shows all players and ball move smoothly across the pitch. A
visual inspection shows no visible errors within the data, indicating the tracking data of all players
and ball is accurate. Furthermore, the scores of the match also seem to be accurate as the score
increases each time a goal is scored.

Other insights were also obtained from visual inspection of the data. First of all, the fixed 1-4-3-
3 formations of both teams can be observed in Figure B-2a. Figure B-2b shows a snapshot of an
attack by the blue team. By letting the animation play, it becomes obvious defenders are not acting
in a smart way and attackers have trouble finding the right pass and shooting on target. Set pieces,
like free kicks, penalties and throw-ins, occur after stoppages and result in a reset of players to fixed
positions, as can be observed in Figure B-2c and Figure B-2d. Last, it can be observed that only
single agents within a team are behaving in a more complex and realistic manner. The player who
owns the ball will generally dribble while other players on its team are not actively participating.
On the defensive side, the player closest to the ball will generally be the only player actively trying
to regain possession of the ball.

(a) Kick-off (b) Attack

(c) Penalty (d) Throw-in

Figure B-2: Different game scenario’s in a match played by the red team on the left and the
blue team on the right. The ball is colored in yellow.

Oddly enough, not all data was found to be accurate. The possession state variable, zo , does not
conclude who is in possession of the ball at all time instances. zo can take on values from the set
{−1,0,1}, where -1 indicates ball ownership of the left team, 1 indicates ball ownership of the right
team, and 0 is undefined. A visual representation of the ownership of the ball over time shows
the possession of the ball over time. Possession switches ownership rather rapidly and the ball is
not in ownership of a team a significant proportion of the time. However, real life football usually
only considers possession as a binary value; either the left team or the right team has possession.
Therefore, an assumption was made that whenever ball ownership is undefined, it will be assumed
the previous team in ownership of the ball will still be in ownership of the ball. This means that
the set of possible values of ball ownership is decreased to {−1,1}. This assumption is visualized
in When compared to the video animation, the possession data does not appear to be accurate. It
is clearly visible that the possession data does not correspond to the team possession within the
video recording. Sometimes, possession is lost for an extended period of time, which is then not
captured within the possession data. Therefore, it was chosen to discard zo from the data accuracy
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due to poor accuracy. Instead, a separate algorithm will be written to infer who is in possession of
the ball.

Deduction of the player in possession

A couple of assumptions were made to deduce which player is in possession. Although these as-
sumptions will not lead to perfect accuracy, reasonable results were obtained when compared to
the animation.

Assumption 1. Player A is in ownership of the ball when he is within 1.5 metres of the ball for at
least 3 seconds.

Assumption 2. Player A will keep ownership of the ball until another player takes ownership of the
ball.

Assumption 3. Player B will take ownership from player A whenever player A is not within 1.5
metres of the ball and player B is within 1.5 metres of the ball for at least 3 seconds.

Following the above assumptions, an algorithm was written to infer possession.

B-2 The eFootball Dataset

This section will explain how the threshold was set for the template matching algorithm in Fig-
ure B-3 and present the detection percentages of the data extraction algorithm over all games in
subsection B-2-2.

B-2-1 Setting suitable threshold for the template matching functions

Whenever the templates of players move over one another, the template behind cannot be de-
tected anymore by the algorithm. In this case, the algorithm should output that the template has
an unknown location. As a solution, a threshold was set for the accuracy of a match. Whenever this
accuracy threshold is reached, the match will be accepted. An accuracy of 1.0 indicates a perfect
match and 0.0 indicates no similarities. After a visual comparison of the matches of all templates
within numerous image frames, a threshold was set at 0.97 (see Figure B-3).

Figure B-3: Accuracy threshold for all templates in a single image. Only the matches with an
accuracy above the threshold were accepted as matches.
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B-2-2 Detection percentages of detection algorithms

The detection percentages of the detection algorithms of all games can be observed in Table B-2.
Games where percentages reached below values of 75% were discarded.

Game no. Players location Ball location Possession team

1 82.3 % 80.9 % 82.6 %
2 85.6 % 87.0 % 84.2 %
3 86.1 % 90.8 % 74.3 %
4 88.1 % 88.1 % 84.7 %
5 84.4 % 87.4 % 80.2 %
6 83.4 % 85.7 % 84.9 %
7 75.2 % 90.4 % 89.6 %
8 84.5 % 89.7 % 82.7 %
9 75.1 % 90.1 % 87.8 %
10 75.6 % 90.9 % 88.8 %
11 79.4 % 87.4 % 84.6 %
12 51.7 % 87.4 % 86.6 %
13 54.2 % 89.3 % 86.6 %
14 81.0 % 92.3 % 90.8 %
15 53.7 % 91.3 % 91.0 %
16 56.3 % 91.1 % 90.3 %
17 48.8 % 88.4 % 87.3 %
18 68.5 % 92.3 % 92.3 %
19 78.2 % 86.5 % 86.5 %
20 79.2 % 90.0 % 90.0 %
21 69.3 % 87.9 % 87.9 %
22 75.8 % 87.7 % 87.7 %
23 76.5 % 86.0 % 86.0 %
24 75.1 % 91.4 % 91.4 %
25 67.8 % 94.4 % 94.4 %

Table B-2: Number of times the locations of players and ball as well as the possession team
were identified, given as a percentage of all cases per match.
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Appendix C

Decision-Making Models

This section will propose two decision-making models as extensions of the prediction model as
defined in chapter 6. Both decision-making models will be based on the Markov Decision Pro-
cess (MDP) model as defined in section 4-2. However, the MDP model will now include multiple
actions in the action space and will subsequently optimize over actions. Ultimately, the Multilayer
Perceptron (MLP) will approximate the action-value function by redefining the Expected Dan-
ger (ED). The ED will then be able to give a long-term value to each action a ∈ A when in any
given state s̃ ∈ S̃. Then, by testing all actions a ∈ A and comparing the output values of this func-
tion, it should be possible to determine the best action to take in every given scenario. An updated
function approximator EDh : S̃×A →R for the state-action function can now be defined as follows:

EDh(s̃, a) = 1

min(h,T − t )
E

[
min(h,T−t )∑

k=1
θt+k | x̃t = s̃, at = a

]
. (C-1)

Both models will try to find a method to approximate the updated version of the ED. In short, their
approximation approach can be described as follows.

• Model proposal 1: The first decision-making model adds an extra input to the existing
MLP prediction model.

• Model proposal 2: The second decision-making model adds an extra output to the existing
MLP prediction model.

Both models have their advantages and drawbacks. Furthermore, it should be noted that both
models are mere theoretical models and have not been practically implemented yet due to time
limitations. Both models will be proposed in subsequent parts. Model 1 will be proposed in sub-
section C-0-1 and model 2 in subsection C-0-2.
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C-0-1 Model proposal 1

The predictor function can be extended such that can make predictions about the state trajectory
when different actions are taken. As a result, it will become possible to assign a value to an action
a ∈ A, taken in state s̃ ∈ S̃, and consequently, optimize over the actions to find an optimal or sub-
optimal policy. In order to do so, an extra input entry will be added, namely: action at taken at
time t . The input layer will consist of ns +1 scalar input values. The updated and trained MLP is
schematically depicted in Figure C-1.

Input 1

Input 2

Input

Input layer Hidden layers Output layer

Output

Input vector

State vector {

Input +1

 

Action {

MLP Model

Figure C-1: Solution proposal 1: extra input to the MLP model.

In practice, within-game actions (i.e., formation changes) cannot occur as frequently as an optimal
policy might want it to. It takes time for all players to get the same signal (action delay), and then
they need time to adjust to their new formation. Therefore, it makes sense to set a minimum time
boundary between any two actions. A change of actions can then only take place after a predefined
time period. This minimum time boundary will be set to equal to horizon h, as this is how far will
be predicted into the future and it will be practically convenient to let each time interval [t , t +h]
finish before a new action can be chosen. The action sequence ā for an entire episode can be
formulated as follows,

ā = 〈a0, a1, . . . , ah−1, ah , . . . , a2h−1, a2h , . . . , aT−1〉 , ai ∈ A, ∀i (C-2)

The action-taker’s choice of actions is restricted by a set of action constraints, active only at cer-
tain moments in time. Let C ⊂ A be a set of constraints prohibiting the action-taker to change its
actions at certain times. The action-taker can freely choose any action at the following points in
time, where the actions space is unconstrained:

〈t0, th−1, t2h−1, t3h−1, . . . tkh−1〉 , (C-3)

which occur periodically until time tkh−1, with k ∈Z+. At all other time instances, the action con-
straints C will be active. At those times, the action-taker is not allowed to change action, thereby
fixing its policy until the fixed horizon is reached. The set of available actions at each time in-
stance is limited by the constraints C and can be defined as the constrained action space Ā. With
respect to the action sequence in Equation C-2, this means that a0 = a1 = . . . = ah−1, and also
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ah = ah+1 = . . . = a2h−1, etc. A schematic overview of this process is given in Figure C-2, which
shows the possible state trajectories and action possibilities starting from state x̃t and ending in
state x̃t+h+1.

Figure C-2: Schematic overview of all state trajectory possibilities, each with its own probability.
Actions a ∈ Ā can only be taken at certain time instances due to the constrained action space.

An optimal policy π∗ when in any state s̃ ∈ S̃ can now be defined as follows,

π∗(s̃) = argmax
a

EDh(s̃, a) subject to a ∈ Ā (C-4)

At all unconstrained points in time, an optimal policy can be computed until the fixed horizon is
reached. Finding the optimal policy in the MDP environment under the constrained action space
will be the goal of this model.

Advantages and drawbacks

The main advantage of the model is that it can be created with relatively few adjustments to the
original prediction model. The main disadvantage is that the creation of this model will be rather
time-consuming due to the need to generate a very large amount of training examples. Each
training example is created from a time interval [kt ,kt +h], with h the prediction horizon and
k = {0,1,2, . . .}. A single action is then taken at the beginning of each time interval, which will be
held for its entire duration. The idea of each training example is to observe the effects of the action
taken in a given state. In contrast to the prediction model, training examples can therefore not have
any overlap in their time intervals. As a result, a lot of additional matches need to be simulated to
generate enough training examples to correctly train a new Artificial Neural Network (ANN).

Practical implementation

The model can be practically implemented by following a series of steps. These steps are summa-
rized in the following:

1. Choose and fix a horizon h.
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2. Simulate and screen record new matches using the eFootball simulator, and randomly choose
actions a ∈ Ā during the matches at the action times defined in Equation C-3. Annotate
which action was chosen at which moment in time.

3. Convert the screen recordings to a data set using the digital image processing algorithm.

4. Adjust the data preprocessing algorithm such that it creates labelled training examples which
include the action as input. Then use this algorithm to create a training set.

5. Update the MLP by increasing the size of the input layer and train the network. A similar
network architecture and hyperparameters can be used as the prediction model because the
problems are alike.

6. Validate and test the model on a separate, unbiased dataset to check the prediction perfor-
mance of the model.

7. If results are satisfactory, a decision-making model has now been made. When using the
model online, the current state can be used as the first ns input values to the model. Ad-
ditionally, each possible action a ∈ A can be used as the ns +1 input variable to the model.
Different actions lead to different output values of the EDh . The action a ∈ A with the highest
output value for the ED can then be seen as the most favorable action to take.

C-0-2 Model Proposal 2

Again, the MLP model can be extended such that can make predictions about the state trajectory
when different actions are taken. As a result, it will hopefully become possible to assign a value to
an action a ∈ A, taken in state s̃ ∈ S̃, and consequently, optimize over the actions to find an optimal
or suboptimal policy. In order to do so, a new MLP will be designed such that it can fit two output
values.

Training procedure

The model will be trained using a different training technique than applied in this work that is
based on the work of Mnih et al. (2015) [93] about human-level control through Reinforcement
Learning (RL), who were able to train an agent using RL to make it successfully execute challeng-
ing tasks within 2600 Atari games. The training method consists of grouping successive labelled
examples into chunks, where the examples in each chunk consist of only a single action taken,
denoted as ca

i . A chunk of examples where only the action a = 433 is taken might look as follows:
ca=433

1 = {(x1, y1), (x2, y2), . . . , (x20, y20)}. The MLP model will then be trained for each individual
chunk, however, only the connections in the MLP that are connected to the output value of the
action a of that particular chunk are kept intact. The architecture of the model during training
will therefore be the same as the prediction model, and thus only have a single output value. The
difference is that this output gate switches based on the action of each chunk of training data.
This method resembles transfer learning techniques, however, instead of transferring the hyper-
parameters, the model now transfers both the hyperparameters and the parameters after training
a model on each chunk.
After training, the weights of all output gates will be restored such that the amount of outputs is
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equal to the size of the action space. The updated predictor function ED : S̃ → Rna should now be
able to compute different ED values corresponding to different actions taken at time t . The coach
is then encouraged to choose the action corresponding to the highest ED. A schematic depiction
of this process is given in subsection C-0-2.

Input 1

Input 2

Input

Input layer Hidden layers Output layer

Output 1

Input vector

State vector {
Output 2

 

MLP Model

Figure C-3: Solution proposal 2: extra output to MLP model.

Advantages and drawbacks

The disadvantage of this model is that it involves more complexity and will therefore be harder
to design than the model of proposal 1. The main advantage is that the model is not dependent
on the creation of an extremely large amount of labelled examples, and has the potential to make
accurate predictions over different actions using only a relatively small amount of data. Solution
proposal 2 is therefore preferred by the author.

Practical implementation

The model can be practically implemented by following a series of steps. The implementation in
the following parts only considers an action space of two actions, so |A| = 2. However, this was
done for explanatory reasons. If desired, the action space can be extended to an arbitrary size. The
steps are summarized in the following:

1. Create two datasets, where the user team in each dataset plays according to a different ac-
tion. For example, the first dataset only contains data of a 4-3-3 formation, while the other
consists of games played in a 4-4-2 formation.

2. Convert the data in the datasets to labelled examples using the preprocessing techniques
as described in this work. Each dataset of labelled examples will correspond to a formation
used.

3. Divide each dataset into chunks of labelled examples, where each chunk has the same size
(i.e. amount of examples) as the mini-batch size of the MLP. Both datasets will now be split
into smaller chunks.
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4. Order the chunks such that one chunk of one dataset follows a chunk of the other dataset in
1-by-1 pattern. The ordered set of chunks of both datasets will now serve as the training set
of the MLP.

5. Randomly initialize the parameters of the MLP to non-zero values.

6. Create an architecture where the connections to one of the outputs will be removed after
each mini-batch of training, while the connections to the other output will be replaced. This
means that the connections between the last two layers will look like a flashing light during
training. Furthermore, recall that each output represents a single action and the chunks of
data have the same size as the mini-batch. Consequently, each mini-batch of training will
update the weights and biases based on a single output and thus a single action.

7. Change optimization algorithm from Adam’s optimizer to gradient descent, as Adam’s opti-
mizer uses information of the parameters of previous mini-batch iterations.

8. Train the MLP on the entire dataset. Apart from the connections between the last two layers,
the same weights and biases will be used for the entire network.

9. After training, performance can be tested. Any state s̃ ∈ S̃ can be used as input at time t , and
the ED outputs then correspond to a 4-3-3 action and a 4-4-2 action. The action which has
the higher ED output value then represents the superior action at time t .
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