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Spatial resolution limits in electron-beam-induced deposition
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Electron-beam-induced deposition �EBID� is a versatile micro- and nanofabrication technique based
on electron-induced dissociation of metal-carrying gas molecules adsorbed on a target. EBID has the
advantage of direct deposition of three-dimensional structures on almost any target geometry. This
technique has occasionally been used in focused electron-beam instruments, such as scanning
electron microscopes, scanning transmission electron microscopes �STEM�, or lithography
machines. Experiments showed that the EBID spatial resolution, defined as the lateral size of a
singular deposited dot or line, always exceeds the diameter of the electron beam. Until recently, no
one has been able to fabricate EBID features smaller than 15–20 nm diameter, even if a 2-nm-diam
electron-beam writer was used. Because of this, the prediction of EBID resolution is an intriguing
problem. In this article, a procedure to theoretically estimate the EBID resolution for a given
energetic electron beam, target, and gaseous precursor is described. This procedure offers the most
complete approach to the EBID spatial resolution problem. An EBID model was developed based
on electron interactions with the solid target and with the gaseous precursor. The spatial resolution
of EBID can be influenced by many factors, of which two are quantified: the secondary electrons,
suspected by almost all authors working in this field, and the delocalization of inelastic electron
scattering, a poorly known effect. The results confirm the major influence played by the secondary
electrons on the EBID resolution and show that the role of the delocalization of inelastic electron
scattering is negligible. The model predicts that a 0.2-nm electron beam can deposit structures with
minimum sizes between 0.2 and 2 nm, instead of the formerly assumed limit of 15–20 nm. The
modeling results are compared with recent experimental results in which 1-nm W dots from a
W�CO�6 precursor were written in a 200-kV STEM on a 30-nm SiN membrane. © 2005 American
Institute of Physics. �DOI: 10.1063/1.2085307�
I. INTRODUCTION

Electron-beam-induced deposition �EBID� is a technique
to create nanostructures by pinning precursor molecules onto
a surface with a focused electron beam. Until recently, the
smallest structures made with EBID typically were
15–20 nm wide although the electron beam creating them
was as small as 1 nm. We explained this1 by analyzing the
role of secondary electrons in the process and were subse-
quently able to break this limit and write sub-5-nm contami-
nation lines and dots by changing the process parameters.2

Since then, other authors3–5 have also written metal struc-
tures as small as 3.5 nm.

In a typical EBID situation, an electron beam is focused
on a solid target in a probe of diameter d. The target’s surface
is covered with a layer of gas molecules, continuously deliv-
ered through a nozzle. As a result of complex electron-
induced processes, these adsorbed precursor molecules dis-
sociate and under the stationary beam a singular dot grows,
shaped as a cylindrical shank with a long conical head. This
spot exposure response is interesting for the EBID study be-
cause its diameter D gives an indication of the resolution of
the process. The evaluation of the EBID resolution is thus
reduced to a relation between the quantities d and D, for a
given target and precursor. Until recently, the size of the
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deposited structures obtained experimentally always ex-
ceeded the diameter of the electron beam used to produce
them. It has also been observed6,7 that D is not constant in
time, but follows an evolution as shown in Fig. 1.

In short, the explanation is that a structure, although it
may start very small, grows in all directions because the
secondary electrons responsible for the growth exit from the
sides of the structure. Thus, the width of the structure be-
comes approximately twice the path length that secondary
electrons can travel. Our aim is to develop a theoretical
model in order to elucidate the limits of resolution: how
small can D be at the very beginning of the deposition pro-
cess?

Any EBID model deals with three entities that interact
with each other: a solid target, the gas precursor molecules
adsorbed on this target, and the electron beam together with
other electrons it might generate elsewhere during irradia-
tion. Because we are mainly interested in the lateral evolu-
tion of the deposited structures, it is absolutely necessary to
quantify the vertical �diameter� axis in Fig. 1. We assume
that the electrons participating in the EBID process mainly
dictate the diameter D. Therefore, we will study their inter-
actions with the gas molecules and the solid target in detail.
Another group of interactions, between the gas layer and the
target surface, including absorption, desorption, and diffu-
© 2005 American Institute of Physics5-1
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sion is not treated in this article because we expect that they
will have more impact on the quantification of the horizontal
�time� axis in Fig. 1.

Several types of electrons involved in EBID can be
distinguished,8 as illustrated in Fig. 2. The primary electrons
�PE� are normally incident on the target and focused in a
very small spot. Some of the primary electrons can be trans-
mitted through the target, the rest will be backscattered
�BSE� and will emerge with almost the same energy on the
top surface of the target. Secondary electrons �SEs�, gener-
ated in the target material as a result of primary irradiation,
eventually emerge under different angles on the top surface
of the target. We denote the secondary electrons directly gen-
erated by the primary electrons by SE1 and the secondary

FIG. 1. Experiments show this type of evolution of the EBID spot exposure
response, D�t�. Three regimes can be distinguished: the nucleation stage
�marked 0-A�, when no significant growth is observed; an intermediate re-
gime �A-B�, characterized by a fast growth of the diameter D; and the
saturation regime �B-C�, where the diameter attains a more or less constant
value.

FIG. 2. Illustration of the electron species involved in the EBID model. The
primary electrons �PE� irradiate the target covered by precursor molecules.
Some electrons, named backscattered electrons �BSE�, emerge again from
the target top surface. The PE generate the secondary electrons SE1 through
inelastic scattering inside the target, while the BSE generate the secondary
electrons denoted SE2. As a result of all these electron-induced molecular
dissociations of the adsorbed gaseous precursor molecules, a dot is depos-
ited on the target top surface. If the target is thin, a dot will be deposited on

its bottom side as well. �from Silvis-Cividjian �see Ref. 8�.�
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electrons generated by the backscattered electrons by SE2. In
principle, all these electron species can dissociate adsorbed
gas molecules and contribute to the deposition process. How-
ever, most EBID models only take account of the parameters
of the PE. The discrepancy between the primary beam diam-
eter and the diameter of the dot response suggests that the PE
are not the only players involved in the deposition process,
and many authors have proposed the idea that SE might be
an important factor in EBID.6,9–11

Our goal is to quantify and explain the role of SE in
EBID lateral resolution. The problem is simplified by con-
sidering a thin target, where only the SE1 play an important
role and where the SE2 can be neglected. We start the evalu-
ation by assuming that the SEs are generated exactly in the
place where the PE inelastic interaction took place, which
means that the generation of SE is a perfectly localized pro-
cess. We then proceed to assess the effect of the so-called
delocalization of inelastic electron scattering.

In some of our simulations, we consider a zero-diameter
primary beam, which is an extreme case, but ideal for the
study of the ultimate spatial resolution. Fortunately, this situ-
ation can almost be achieved in practice nowadays due to the
availability of modern commercial electron-optical instru-
ments with focused beams of 0.2-nm diameter. We will try to
predict the geometry of the singular dot deposited by this
electron beam.

The EBID parameter that essentially dictates the shape
of the singular dot is the material deposition rate onto the
surface. This deposition rate R�x� �in units of molecules per
unit area per unit time� at any site on the surface situated at
a distance x from the incidence point of the primary beam
is12

R�x� = �
0

E0

f�x,E��diss�E�NdE , �1�

where E0 is the energy of the primary electrons, f�x ,E� is the
flux of electrons passing through the surface �electrons per
unit area per sec�, �diss�E� is the electron impact dissociation
cross section of the precursor, and N is the molecular density
on the surface. In the following sections we will describe all
the steps necessary to quantify the deposition rate given by
Eq. �1�.

II. ELECTRON-IMPACT-INDUCED DISSOCIATION

As can be seen from Eq. �1�, one of the key processes
involved in EBID is the electron-induced dissociation of the
adsorbed gas molecules. The electrons can be monoener-
getic, such as the primary electrons, with energies specific to
scanning electron microscopy �SEM� or transmission elec-
tron microscopy �TEM� �between 30 and 200 keV�, or have
a spectrum of energies peaked at 2–5 eV, such as the sec-
ondary electrons. In both cases, given the energy E of an
electron interacting with a gas molecule, an important pa-
rameter needed for the prediction of the deposited geometry
is the electron-impact dissociation cross section �diss�E�.
This parameter, specific for each type of precursor molecule,
in practice is only known for a few gases. This is because of

the difficulties in detecting the neutral products resulting

cense or copyright; see http://jap.aip.org/about/rights_and_permissions



084905-3 Silvis-Cividjian, Hagen, and Kruit J. Appl. Phys. 98, 084905 �2005�

Downlo
from the dissociation, as well as the multitude of possible
dissociation paths, enormously increasing with the complex-
ity of the molecule. The most studied molecule is also the
simplest one, H2, and even here there are still open ques-
tions. Furthermore, nearly complete data is available for a
few simple gases, such as N2 and CO. Recently, databases
have been created collecting all the available information for
gases used in plasma processing in microengineering, as well
as for hydrocarbons.13 Based on this information, other re-
search groups have been able to develop scaling algorithms
and general equations valid for larger groups of molecules.
Nevertheless, hardly any information exists on the metal-
carrying compounds used in EBID, in particular, W�CO�6

and Fe�CO�5. This lack of information caused the few au-
thors concerned with EBID resolution to use very simplistic
threshold functions to replace the real cross sections14,15 or to
even abandon their research at this stage.12

We circumvent this difficulty by taking advantage of the
similarity between EBID and the specimen-contamination
phenomenon in electron microscopy, by replacing the un-
known �diss�E� of the metal-bearing molecules with the
electron-impact dissociation cross section of a hydrocarbon
molecule frequently present in the electron microscope
chamber and contributing to carbon contamination.16 We
used a recently published17 general equation for the electron-
impact dissociation cross section of CxHy in the gas phase,

�diss�E� = �
0, E � Eth

�max�1 −
�Emax − E�2

�Emax − Eth�2� , Eth � E � Emax

�maxe
�E−Emax�/�, E � Emax.

	
�2�

This equation expresses the dissociation cross section of a
hydrocarbon molecule in terms of four parameters Eth, Emax,
�max, and �, making it very useful and easy to implement in
a computer program.

�max, the maximum cross section, can be calculated as a
function of the number of carbon #C and hydrogen #H atoms
present in the molecule, as follows:

�max = �1.89 # C + 0.33 # H − 0.505� � 10−2 �nm2� . �3�

Emax, the energy at which the maximum cross section occurs,
and �, a constant that determines the rate of decay of the
cross section beyond Emax, are given by Alman et al.17 for
many dissociation channels. For instance, for C2H5→C2

+H4+H:Emax=25 eV and �=77 eV; for C2H5→C2+H3

+2H:Emax=18 eV and �=11.4 eV.
Eth is the threshold energy for molecular dissociation and

is always around 10 eV for gas-phase hydrocarbons. When
the gas molecule is adsorbed on a surface, the dissociation
threshold energy is shifted to values lower than that in the
gas phase. Experiments of deposition induced by low-energy
electrons in a scanning tunneling microscope �STM� by Ue-
sugi and Yao18 showed that the dissociation threshold for
adsorbed hydrocarbon molecules lies at 3–4 eV. We used

this information to adjust the C2H5 dissociation cross section
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for the adsorbed phase. Figure 3 shows a plot of �diss�E� for
adsorbed C2H5 �Eth=3.5 eV� with a Emax of 18 eV and a � of
77 eV.

III. THE ROLE OF THE SECONDARY ELECTRONS

Another quantity necessary in the simulation of the
deposition process is the spatial and energetic distribution of
the electrons on the surface covered by gas molecules f�x ,E�
�see Eq. �1��. Actually, only the flux of secondary electrons
needs a considerable amount of work since the flux of mo-
noenergetic PE on the target surface can be simply approxi-
mated with a Gaussian function.

Inspired by Fig. 1, we divide the process of dot deposi-
tion, and consequently the modeling of the SE influence, into
two stages: the very beginning of material deposition �A�,
when the secondary electrons emerge only from the top sur-
face of the flat target, and the dot growth �A-C�, when the
surface from where SEs emerge starts to diverge from a flat
one, taking a more complex shape. The first stage can give
an indication of the ultimate EBID resolution as determined
by the SE.

A. Monte Carlo simulation for secondary-electron
emission

The problem of the electron-solid interaction should ide-
ally be solved experimentally by measuring the relevant
physical quantities resulting from the primary beam bom-
bardment. However, the interaction process remains partly
unknown due to the limitations of present experimental tech-
niques. In this situation, computer simulations become the
most powerful theoretical method, as an idealized replace-
ment for an experiment. One of the most used methods for
the simulation of secondary-electron emission from targets
irradiated by electrons is the Monte Carlo technique. A vast
literature is available on this subject, mainly for the study of
image resolution in SEM or, less frequently, for the fabrica-
tion resolution in resist-based electron-beam lithography. An

FIG. 3. The electron impact dissociation cross section �diss�E� for adsorbed
C2H5 as a function of the incident electron energy E. The general equation
�Eq. �2�� was used, adapted for the adsorbed phase. �From Silvis-Cividjian
�see Ref. 8�.�
electron entering the target generates a complicated cascade
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multiplication of electrons. Solving the full cascade colli-
sions tree generated in the target is a titanic work both for the
computer and for the programmer. Approximate models have
been generated as time savers and as a replacement for the
unknown scattering phenomena.

Monte Carlo simulations consider two possible types of
electron scattering events, viz., elastic and inelastic, while
between two processes the electron moves linearly. Elastic
scattering is assumed to only lead to an electron deviating
from its trajectory with no energy loss. Elastic electron scat-
tering can be treated using the Rutherford total cross
section,19 suitable for high-energy electrons, or the Mott
cross section, more suitable for low-energy electrons.20

Inelastic scattering occurs as a result of electron interac-
tion with the electrons from the target atoms and deviates the
electron, leading to energy loss, which can result in the gen-
eration of secondary electrons. Their generation can be
treated using three theoretical models: �1� The direct model
is the simplest one and assumes that SEs are generated only
through excitations of target conduction electrons and that
the SEs are generated isotropically. �2� The fast-secondary-
electron �FSE� model is intensively used and very suitable
for computer implementation. It starts from the free-electron
model and the Coulomb interaction between the incident
electron and the free electrons in the target atoms. The FSE
model assumes that SE generation is not isotropic but pre-
dominantly at relatively large angles to the beam direction.19

�3� The most complex and recently implemented model is
the dielectric function model.21 This model uses the inelastic
electron scattering formulated in terms of the dielectric func-
tion of the target. The dielectric function ��� ,q� describes
the dielectric response of a material to an external perturba-
tion, such as electromagnetic waves or incident electrons. It
is an attractive approach because it uses a measurable feature
of the target material and thus includes almost all excitation
mechanisms. A disadvantage of this model is that it can only
be used for materials of known dielectric function.

The SE transport to the surface after generation can also
be treated in different ways. The straight-line approximation
�SLA� is a very simple transport model proposed by Chung
and Everhart.22 It is based on the assumption that SEs propa-
gate linearly towards the surface and treats each scattering
event as an electron absorption. This assumption is realistic
for low-energy SE. The absorption effect is simulated with
an exponential decay, yielding the probability that an elec-
tron at depth z and energy E will reach the surface with the
same energy. This model can be improved by taking into
account the cascades produced in the target. The model pro-
posed by Koshikawa and Shimizu23 is still intensively used.

B. The role of secondary electrons from the flat
target surface

We have written a Monte Carlo simulation program us-
ing the DELPHI for Windows programming environment. The
model we used is the fast-secondary-electron model with
cascades included. It has been chosen as a compromise be-
tween precision and computing time. The simulated trajecto-

ries of the secondary electrons in the target are plotted on-
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line, together with their exit sites on the target surface �see
some examples in Fig. 4�. One of the numerical results of our
Monte Carlo simulations is the spatial distribution of SE on
the top flat target surface, an example of which is shown in
Fig. 5 for a zero-dimensional electron beam of 20 keV, irra-
diating a 10-nm-thick Cu target. The spatial distribution is
graphically presented in three ways. N�r� is the total SE cur-
rent emerged on the surface in a ring of radius �r ,r+dr�. I�r�
is the radial current density of SE. Ntot�r� is the integral
function of N�r�, showing the number of SE emerged from a
circle of radius r.

It can be seen in Fig. 5 that the SE radial distribution
peaks around the origin, indicating that the SEs emerge clus-
tered very close to the point of the primary beam incidence.
For this reason we think that the spatial distribution of SE
can be more realistically described by the full width FW50 of
the distribution, or by the diameter where Ntot�r�=0.5, equal
to the diameter of the disk from where 50% of the SEs are
emitted. Figure 5 shows that even in the case of a zero-
dimensional primary beam, 50% of the SEs emerge from a
disk of almost 3-nm diameter.

This result is similar to the results obtained previously
by Joy19 and Ding and Shimizu,24 who also explored SE
emission from irradiated targets. This only indicates that our
Monte Carlo simulations are correct but does not yet lead to

FIG. 4. Graphical results of our Monte Carlo simulations. �a� The exit sites
of SE on the surface of a 100-nm target irradiated by a zero-dimensional
20-keV beam. �b� 5000 trajectories of secondary electrons for a zero-
dimensional 100-keV primary beam and a 50-nm Cu target �Y-Z plane�.
a conclusion regarding EBID resolution. In order to be useful
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in EBID resolution analysis, the Monte Carlo simulation also
has to provide the energy-space distribution f�x ,E� of the
secondary electrons. This kind of requirement is not typical
for the majority of SEM simulations.

The procedure continues by combining the SE spatial
and energetic information obtained from Monte Carlo simu-
lations f�x ,E� with the electron-impact dissociation cross
section of the precursor �diss�E� as in Eq. �1�. Only in this
way can the profile of the dot deposited in the very beginning
of the process be obtained.

By convolving this result with the Gaussian distribution
of the PE on the target surface, we can obtain the profile of a
dot deposited by the secondary electrons for any Gaussian
beam of a given diameter.

Figure 6 shows two examples of dot cross-sectional pro-
files, one generated by a 2-nm-diam beam, an exponent of a
typical modern SEM performance often reported by EBID
users, and one by a 0.2-nm beam, representing the state-of-
the-art in a scanning transmission electron microscope
�STEM�, never used for EBID yet.

As best measure of the EBID resolution we consider the
area on the target containing 50% of the dissociated mol-
ecules. From Fig. 6 we see that the role of SE in the enlarge-
ment of the dot diameter is negligible when the primary
beam is around 2 nm �the dot also has a 2-nm FW50�, but
becomes significant for sharper beams, around 0.2 nm, caus-
ing an enlargement of nearly 25% �FW50=0.23 nm�. These
are almost the same results as we obtain when higher gen-
erations of electrons, generated by cascades, are taken into
account. By comparing to Fig. 5, we observe that the spatial
distribution of the SE is not identical to the spatial distribu-
tion of the dissociated molecules on the surface forming a
dot. This is why it is important to combine the spatial infor-
mation for SEs with their power to dissociate precursor mol-
ecules, especially for very sharp, quasi-one-dimensional

FIG. 5. Results from Monte Carlo simulations of secondary-electron emis-
sion, showing the radial spatial distribution of secondary electrons on the
top surface of a 10-nm-thick Cu target irradiated by a zero-dimensional
electron beam accelerated at 20 keV. N�r�=the total SE current, I�r�=the
radial surface density distribution, and Ntot�r�=the total number of SE
emerged from a circle of radius r. �From Silvis-Cividjian �see Ref. 8�.�
beams.
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The lateral size of the dot at the initial stage A �see Fig.
1� indicates the ultimate EBID resolution obtainable. Taking
into account that an atom has a diameter of approximately
0.3 nm, the ultimate EBID resolution may be of atomic di-
mension.

Hübner et al.6 and Hiroshima and Komuro25 reported
EBID experiments with a 2-nm beam producing dots with a
minimum lateral size of 15–20 nm. Our simulation results

FIG. 6. The normalized profile of a singular dot fabricated using EBID by a
20-keV electron beam with �a� 2-nm diameter and �b� 0.2-nm diameter on a
10-nm-flat Cu target. Here Idiss�r� is the normalized radial density distribu-
tion of the dissociated molecules on the surface and Ndiss-tot�r� is the nor-
malized radial integral function, showing the number of dissociated mol-
ecules on a disk of radius r. The very beginning of the growth process is
analyzed. �From Silvis-Cividjian �see Ref. 8�.�
indicate that only the SE emerged from the target surface
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cannot explain the difference between the beam diameter and
the diameter of the deposited dot. We believe that this differ-
ence arises from the fact that the SEs emerge from a surface
progressively diverging from a flat one. We also believe that
the reported values were not measured in the very beginning
of the deposition �moment A, Fig. 1� but at a moment ran-
domly situated on the segment A-C. This is why we recom-
mend always reporting EBID lateral resolution results as a
pair of values �diameter, time� or �diameter, height�.

C. The role of the secondary electrons scattered
in the tip

We will try to demonstrate that the SE that emerged from
the lateral flanks of the grown tip are responsible for the
shape shown in Fig. 1. The evaluation of the role of SE in
EBID resolution continues with a simulation of the temporal
evolution of the dot geometry, according to the following
scenario. While a tip is growing, secondary electrons can
emerge from its lateral flanks also, dissociating the mol-
ecules adsorbed on their exit sites and depositing an atom at
that location �see Fig. 7�. Thus the tip will grow not only
vertically, but also laterally. Saturation of the diameter
growth will occur when the SEs do not have enough energy
to exit the lateral flanks. The electron mean free path in the
target material26 gives this saturation value.

A profile simulator can verify this scenario. The methods
used to simulate the profile evolution during deposition or
etching processes in microelectronics can be divided into
two categories, viz., cellular automata �CA� and geometric
methods. Geometric methods treat the substrate as a continu-
ous entity. Examples of geometric methods are the string and
the set level algorithms.27,28

Cellular automata are computational tools mainly used
in biology to simulate the evolution of living cells, but they
can also be applied to several physical problems where local
interactions are involved.29,30 CA are idealizations of physi-
cal systems, in which space and time are discrete and inter-
actions are local. A CA consists of a regular uniform
n-dimensional lattice �or array�. Each cell is restricted to a
local neighborhood only, being incapable of immediate glo-

FIG. 7. Geometry used by the cellular automata profile simulator. A primary
electron enters the object �target+tip�. As a result, secondary electrons �SEs�
are emitted from the object. In the place where they exit the object, an
adsorbed molecule can be dissociated and a new atom is deposited. Conse-
quently, the border of the object is adjusted and the process continues with
a new primary electron.
bal communication. We have developed a simulation pro-
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gram using a two-dimensional CA for the spatial evolution of
a dot grown by EBID in the spot mode of an electron micro-
scope. The idea of using a profile simulator in the study of
EBID resolution is rather new. Only one group has applied
the string algorithm to EBID in order to simulate the cross-
sectional profile of a line deposited by a scanned focused
beam.25 We consider our approach to be more detailed be-
cause we trace the SEs from their internal generation until
their exit on the surface, instead of using an analytical ex-
pression for their yield at the surface.

The profile simulator has been written using the DELPHI

programming language and runs as a Windows application.
As an example, we consider the growth of a carbon contami-
nation dot by a zero-diameter beam on a thin carbon foil
covered with C2H5 precursor. The same material is chosen
both for the substrate and the deposit in order to avoid com-
plicated interface effects. This situation is possible to expe-
rience in practice, at high acceleration voltage in a modern
high-resolution STEM, which enables checking the simula-
tion against experiments. The geometry used by the profile
simulator is presented in Fig. 7. The substrate together with
the already deposited tip form one object permanently cov-
ered by a border of one monolayer of gas molecules. This is
an ideal situation when the diffusion time necessary for a gas
molecule to reach the irradiated area from the sink is as-
sumed to be zero. In order to save time, we used the simplest
theoretical models for the SE analysis, viz., the direct model
for the SE generation and the SLA model for their transport
to the surface.

A sequence of cross-sectional profiles of the dot simu-
lated at regular intervals of time is presented in Fig. 8�a�.
Based on these plots, Fig. 8�b� shows the measured dot di-
ameter at base and at half maximum and the dot height.
Obviously, the diameter indeed grows steeply until it reaches
a saturation value of 20–30 nm. We conclude that in EBID
the SEs play a decisive role in shaping a singular dot and
thus impose a fundamental limit to EBID resolution.

IV. THE ROLE OF DELOCALIZATION OF ELECTRON
INELASTIC SCATTERING

In the previous section, we estimated the EBID resolu-
tion determined by the secondary electrons generated during
the irradiation process. We recall that at that moment we
assumed that the SEs were generated at the same place where
the primary inelastic electron interaction took place. In real-
ity, inelastic electron scattering in matter is a delocalized
process, which is inversely proportional to the electron en-
ergy loss. As a result, all processes initiated by this energy
loss, especially when the energy loss is small, like in the
generation of secondary electrons or the degradation of gas
molecules, are also delocalized. Difficulties in the theoretical
modeling of delocalization are imposed by the unknown el-
ements in inelastic electron scattering in a solid or gas. Of-
ten, very simple models are used to quantify the delocaliza-
tion effects, mainly for studies of SEM or STEM imaging
resolution. The results of different approaches sometimes
differ drastically, leading to pessimistic as well as optimistic
predictions. For example, the theoretical estimates for the

delocalization of secondary-electron generation range from
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0.05 to 70 nm, but in practice is somewhere in between these
two extremes.31 The predicted range approaches the order of
magnitude of the smallest electron-beam diameter obtainable
nowadays in a STEM, around 0.2 nm. That is why it is
feared that the delocalization of inelastic electron scattering
imposes a fundamental limit on any analysis technique per-
formed in any electron microscope, as well as any electron-
beam-induced process in general, and EBID in particular.
One of the few attempts to study the localization of energy
transfer between electrons and polymethylmethacrylate
�PMMA� resist in electron-beam lithography was reported by
Han and Cerrina.32

In this section, we describe our attempt to quantify the
role of SE delocalization in EBID resolution. During the past
years, several approaches have been formulated for the
evaluation of the degree of electron-energy-transfer delocal-
ization. Their complexity increases from an almost straight-
forward one, the classical model, via a semiclassical model,
to a very complicated quantum-mechanical approach. We
will investigate which model gives satisfactory results for the
problem of delocalization in EBID. According to Ritchie and
Howie,33 electrons with energies between 10 and 100 keV
behave as classical point-charge particles and quantum cor-
rections are negligible. Therefore, we will only describe the

FIG. 8. A sequence of simulated profiles for a singular contamination dot
grown by a zero-diameter electron beam, accelerated at 200 keV and normal
incident on a 10-nm thick carbon foil; the time intervals corresponding to
each profile are in the sequence of 18-54-90-126-162-198 ms. �a� Sequence
of cross-sectional profiles. �b� Time evolution of the dot geometry: the dot
height �circles�, the dot diameter measured at the base �triangles�, and the
dot diameter measured at half its maximum height �squares�. Saturation in
the diameter is clearly observed.
first two models.
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A. The classical model

The most frequently used model is the classical model,
which treats the electron as a point charge with energy E,
passing next to an atom A and losing some energy 	E. The
impact parameter b, known also as the Bohr cut-off radius, is
defined as the radius of a sphere inside which the electron
must pass for the interaction to really happen. The magnitude
of the impact parameter can be straightforwardly estimated
from the wave nature of the electron and the Heisenberg
uncertainty principle. The maximum impact parameter is
given by Colliex,34

bmax =

v
	E

, �4�

where 
 is Planck’s constant, v is the velocity of the incident
electron, and 	E is the energy lost by the incident electron.

Figure 9 shows the dependence of the impact parameter
bmax on the electron energy loss 	E for the case of a 100
-keV electron. From Eq. �4� we can estimate, for example,
that an electron having a velocity of v=0.5c can lose an
energy of 	E=5 eV within an impact parameter bmax of ca.
20 nm and can lose an energy of 	E=25 eV within an im-
pact parameter bmax of ca. 4 nm. By applying this simple
model to EBID, we might conclude that a dissociation pro-
cess, which needs an energy loss of 5 eV, could give EBID
features limited in resolution by the delocalization to 20 nm.
It is generally accepted now that the classical model overes-
timates the delocalization.

B. The semiclassical model

The semiclassical model treats the electron as a point
charge with a well-defined straight linear trajectory and con-
stant velocity. The interaction between the electron and the
atom is treated quantum mechanically. The classical relation
between the impact parameter b and the energy loss 	E�b� is
not correct anymore because in quantum mechanics only a

FIG. 9. Impact parameter bmax�	E� for a 100-keV electron according to the
classical model.
certain probability of interaction makes sense. A new quan-
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tity is thus introduced, P�b ,E�, given by the probability for a
swift electron to lose a discrete energy E in an interaction
with a target atom situated at a distance b.

The origin of coordinates is considered to be in the cen-
ter of mass of the target atom, its nucleus �see Fig. 10�. The
nearest approach at the impact parameter b is at time t=0.
For simplicity, a hydrogenlike atom is considered, with only
one electron. The impact vector b and velocity vector v are
mutually perpendicular vectors. The trajectory of the incident
electron can be expressed as

R = b + v · t , �5�

where R is the coordinate vector of the incident electron.
The Hamiltonian characterizing the interaction between

the fast electron and the target is given by

V�t� =
e2


b + vt − r

, �6�

where r is the coordinate vector of the electron in the excited
atom.

The atom is considered in the ground state until time t
=0, when the swift electron field is suddenly “switched on.”
During the interaction, the incident electron loses an energy
E by transferring it to the target atom situated at distance b.
The result of this energy transfer is that the atom makes a
transition from the initial ground state �i� to a final higher-
energy state �f� �see Fig. 10�, described by wave functions �i

and � f, respectively. The calculation of these wave functions
is a very difficult and time consuming, sometimes even im-
possible operation. For this reason usually only hydrogenlike

FIG. 10. Feynman diagram of electron-medium interaction. A fast electron
passes with a velocity v near a target atom, which, as result of energy
transfer, jumps from its initial state i to final state f . �From Silvis-Cividjian
�see Ref. 8�.�
atom wave functions are used.
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Time-dependent perturbation theory gives the transition
probability that an atom experiences a transition i→ f under
the influence of a Coulomb field of a classical point electron,
traveling with a constant velocity v along a path specified by
the impact parameter b,33

Pi→f =
1

i
2 
�
−�

�

��i
V�t�
� f�e�i�Ef−Ei�t�/

2, �7�

where the energy transfer necessary for the transition is E
=
�=Ef −Ei.

The dimensions of atoms and molecules are small. Be-
cause the origin of r is in the center of the atom, the expo-
nential ei�t=eikr can be expanded as a power series, since
this series will converge very rapidly:

eikr = 1 + kr − i�kr�2 + . . . . �8�

The classical analog of this expansion of the exponential is a
multiple expansion of the charges that interact with the ra-
diation field. The transitions that are due to the first term of
the expansion are called electric dipole transitions and the
transitions due to the second term are known as magnetic
dipole and electric quadrupole transitions.35 The so-called
dipolar approximation, which only takes into account the
electric dipole transitions, is very widely used. The dipole-
moment operator is defined as er. The matrix element of the
dipole-moment operator between the target states i and f ,
rfi= �� f
er
�i�, is responsible for the electric dipole transi-
tions between the two states and known as the transition
moment.36

Time-dependent perturbation theory in the dipolar ap-
proximation gives the probability that the atom electron will
be excited from the ground state i to state f:37

P�i→f� =
1

2bmax
2 ��0

a0
�2

��r fi · ev�2K0
2�b/bmax�

+ �r fi · eb�2K1
2�b/bmax�� , �9�

where �0=h /mv is the nonrelativistic de Broglie wavelength
of the incoming electron, a0 is the Bohr radius, ev and eb are
the unit vectors of the v and b directions, r fi= �� f
r
�i� is the
dipole matrix element of target electron coordinate operator
r, K0�x� and K1�x� are the modified Bessel functions of the
second kind, and bmax=v
 /Efi is the Bohr cut-off parameter.

The unknown quantities in this expression are the dipole
matrix elements r fi, which are difficult to calculate. Using
the approximation suggested by Fano38 and Hameka35 we
can assume that the atoms in the target are randomly ori-
ented. In this approximation the components of the dipole
matrix elements are equal to one another and can be ex-
pressed in terms of the oscillator strength f fi, according to
the relation

�rfi�v
2 = �rfi�b

2 =

2

2Efi
f fi, �10�

where f fi is the oscillator strength for the transition between
initial and final states i→ f , a property of the target material
that quantifies its response to an electromagnetic perturba-

tion.
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Replacing these dipole matrix elements in Eq. �9�, we
obtain the transition probability,

P�b,Efi��i→f� =
1

2bmax
2 ��0

a0
�2 
2

2mEfi
f fi�K0

2�b/bmax�

+ K1
2�b/bmax�� . �11�

In order to plot the transition probability P�b ,E�, we can
simplify its expression by taking f fi=1, an assumption valid
for a bound electron that oscillates harmonically in three di-
mensions. In STEM calculations the oscillator strength is
often modeled simply as unity up to a cutoff angle and as
zero for larger collection angles.39

The indetermination that occurs in the origin of the
P�b ,E� plot can be eliminated if b is replaced with
bmin

2 +b2, where bmin=1/q�c�E�, q=2mEP /
, and �c

=E /EP, where EP is the kinetic energy of the incident elec-
tron. This idea can be found in “Classical Electrodynamics”
by Jackson.40 After this correction, Fig. 11 is obtained, show-
ing two dependencies P�b ,E� for two different energy losses:
E=25 eV and E=100 eV. The impact parameter is much
smaller than in the classical approach for the same energy
loss.

C. The role of the delocalization of secondary-
electron generation

In principle, delocalization can influence the EBID reso-
lution in many ways. For example, a PE can excite a precur-
sor molecule situated at a distance b away from its trajectory.
This is the delocalization of electron-induced dissociation.
The electron-induced target excitation can also be delocal-
ized. A secondary electron can be excited in an atom situated
at a distance b from the PE trajectory. As a result, the spatial
distribution of the SE calculated by our Monte Carlo simu-
lations becomes wider and causes an enlargement of the de-
posited singular dot. Because we discovered that secondary
electrons play a crucial role in EBID resolution, we should
try to roughly estimate how large this enlargement might be.
The problem is reduced to the estimation of the probability
that a SE will be generated by exciting a target atom situated
at a distance b from the PE inelastic scattering center. We
denote this probability as PSE�b ,E�. As a case study, we con-
sider EBID performed in a STEM, with a finely focused
electron beam, accelerated at 100 keV, and passing through a
thin carbon film. In order to solve this problem we use the
semiclassical model. Muller and Silcox41 used this model to
calculate the localization of the electron-energy-loss spec-
troscopy �EELS� signal and obtained results agreeing with
experiments. Together with the observation of Ritchie and
Howie33 that a 100-keV electron behaves as a classical par-
ticle, we have enough reasons to believe that the semiclassi-
cal approach is the right choice to solve the problem of SE
delocalization in EBID.

Starting by replacing bmax in Eq. �11� from the semiclas-
sical model, we obtain the probability that an atom will tran-
sit from an initial state 0 to a final state n as a result of the

incident PE passing at distance b,
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P�0→n� =
En0

2v2��0

a0
�2 1

2m
fn0�K0

2�bEn0/
v�

+ K1
2�bEn0/
v�� . �12�

If we assume that the excitation of the target atom from state
0 to state n will generate a SE with energy E=En0, then the
probability that a SE is generated, causing an electron energy
loss E at distance b, is

PSE�b,E� =
E

2v2��0

a0
�2 1

2m
�K0

2�bE/
v�

+ K1
2�bE/
v��fSE�E� . �13�

From Eq. �13� we observe that the probability PSE�b ,E� is
the product of a kinematic component dependent on the in-
cident electron motion, which can be easily evaluated, and a

FIG. 11. The probability P�b ,E� that an electron with energy EP

=100 keV will lose an energy of E=25 eV �solid lines� and E=100 eV
�dashed lines� at an impact parameter b �semiclassical approach, where the
oscillator strength is assumed equal to unity�. Two regions are shown sepa-
rately: �a� 0–5 nm and �b� 0–0.5 nm. �From Silvis-Cividjian �see Ref. 8�.�
component dependent on the target material, fSE�E�. This is
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an almost unknown quantity, a kind of oscillator strength for
the SE generation or the target probability of absorbing some
energy in order to produce a SE. Our next goal is to estimate
this quantity as accurately as possible.

We can calculate the integrated probability that a SE will
be generated and cause an energy loss E for the incident PE,
�SE�E�, by integrating Eq. �13� over all possible impact pa-
rameter b values, considering that on our model only one
atom is excited at each interaction:

�SE�E� = 2N�
0

�

PSE�b,E�bdb , �14�

where N is the atomic density �atoms/unit area�.
First we assume that fSE�E�=1, as in many microscopy

calculations, and use Eq. �14� to calculate an approximate
probability that a SE will be generated with an electron en-
ergy loss E. The idea is to compare this dependence with a
measured one in order to find the real fSE�E�. EELS is the
current technique to measure the total energy lost by a pri-
mary electron passing through a target. In order to clarify the
internal mechanisms of the generation of secondary elec-
trons, a useful experiment should measure the correlation
between the SE emission and the incident electron-energy-
loss events. The result of such an experiment is the probabil-
ity that a SE will be generated by causing a certain energy
loss for the primary electron. Fortunately, a few such experi-
ments have been done and we can use data given by Drucker
et al.42 and Pijper and Kruit.43 By comparing the approxi-
mate dependence with the one measured at the same condi-
tions, we obtain fSE�E� as a correction factor necessary to fit
both curves. Figure 12 shows the correction factor fSE�E� as
a function of the primary electron energy loss E.

The corrected fSE�E� can now be introduced in Eq. �12�
and we can obtain the SE delocalization profile by integrat-
ing the generation probability PSE�b ,E� over all possible en-
ergy losses:

PSE�b� = �
0

�

PSE�b,E�dE . �15�

The normalized probability PSE�b� that a SE is generated
within an impact parameter b from the PE inelastic scattering

FIG. 12. The probability that a SE is generated as result of an energy loss E
of the primary electron. fSE�E� is obtained as a fit parameter between a
theoretical and experimental curve. �From Silvis-Cividjian �see Ref. 8�.�
center is plotted in Fig. 13. We see from Fig. 13 that this
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probability decreases very sharply in the region of
0–0.05 nm. From the plot of the integral function N50�b�, we
estimate the FW50 of the SE delocalization profile to be
0.04 nm and its FW90 to be 0.32 nm.

In conclusion, we estimate that the delocalization of
secondary-electron generation cannot enlarge the FW50 of
the spatial profile with more than 0.05 nm and does not im-
pose a fundamental limit to EBID resolution.

The delocalization of the secondary-electron generation
was treated as a single excitation event. A complete analysis
should also include the influence of the delocalization of
surface plasmon generation, which is a collective excitation
event. This problem is very complex and still insufficiently
elucidated. Perhaps some of this effect has been taken into
account by using fSE�E� from an experiment that obviously
included plasmon excitation as an intermediate process in SE
generation. We looked for independent estimates of plasmon
delocalization and studied two separated cases: �1� a 100
-keV primary electron excites a surface plasmon on the tar-
get situated in vacuum at distance b and �2� a 100-keV pri-
mary electron excites a surface plasmon on a precursor mol-
ecule situated in vacuum at a distance b and dissociates it.
We used very simple models available for these two situa-
tions, namely, those published by Aristov et al.,44 Howie,45

and Ferrell and Echenique.46 We calculated the probability
that the primary electron will excite a surface plasmon on the

FIG. 13. �a� The normalized probability that a SE will be generated within
an impact parameter b �100-keV electron incident on 10-nm carbon foil�; �b�
the integral function of this probability: the probability that a SE will be
generated within a circle of radius b. �From Silvis-Cividjian �see Ref. 8�.�
target and on the precursor molecule, respectively, at an im-

cense or copyright; see http://jap.aip.org/about/rights_and_permissions



084905-11 Silvis-Cividjian, Hagen, and Kruit J. Appl. Phys. 98, 084905 �2005�

Downlo
pact parameter b. The results show that this probability dis-
tribution’s FW50 is around 1 nm. This is larger than our re-
sults in Fig. 13, but its consequence cannot be judged at this
time.

V. EXPERIMENT

Figure 14 shows the results of a recent experiment writ-
ing 1-nm W dots from a W�CO�6 precursor in a 200-kV
STEM on a 30-nm SiN membrane. The image was taken in
high-angle annular dark field mode �HAADF� in order to
optimize the contrast of the high-Z material W. We checked
that no contamination structures were written when the pre-
cursor flow was stopped and we found evidence for W in
EELS spectra of the written features. In Fig. 15, we have
averaged over the 100 dots of Fig. 14 by fitting a trapezoidal
grid to the positions of the dots and then shifting the local
images around the grid positions to the origin of the grid. We

FIG. 14. HAADF image of 10�10 W dots deposited on 30-nm Si3Ni4.
FIG. 15. Averaged profile of the dots in Fig. 14.
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had tried to write the dots on a perfectly square grid, but
specimen and beam drift during the few seconds of deposi-
tion time have displaced the dots from a perfect grid. Fitting
to a trapezoid takes out the effects of linear drifts, but not the
nonlinear components in the drift nor the arbitrary displace-
ments of the dots. Thus, this procedure will give some
widening of the average dot size. We expect that this is also
the reason for the slight ellipticity of the profile, although
this may also be a streak in the spot with which the dots were
written. Figure 16 shows a plot of I�r�, effectively the cross
section through the dot, obtained by averaging over many
different directions through the dot. N�r� is the intensity in a
ring of radius �r ,r+dr�. Ntot�r� is the integral function of
N�r�, showing the total amount of W deposited within a
circle of radius r.

VI. CONCLUSIONS

We have described the important steps necessary for the
theoretical prediction of EBID lateral resolution given an
electron-beam diameter, a gas precursor, and a certain target.
The analysis of the spatial resolution has been reduced to the
prediction of the shape of the structures deposited under
electron-beam irradiation.

Monte Carlo methods and a profile simulator based on
cellular automata have been used to model the growth of a
singular dot in the spot mode of an electron microscope. In
this way we have demonstrated the main role of the second-
ary electrons in the spatial evolution of structures grown by
EBID. The smaller the beam diameter, the more important is
the role played by SEs. In contrast with opinions issued until
now, the SE spatial information given by classical Monte
Carlo programs, used in SEM analysis, is not sufficient to
elucidate the role of SEs in EBID. The dot geometry can be
evaluated only by taking into account also the energetic dis-
tribution of SEs and their molecular dissociation cross sec-
tion.

The ultimate EBID resolution, calculated for a zero-
diameter electron beam and a very thin target �10 nm�, ac-
cording to our model is around 0.23 nm �FW50�. However,
the SEs scattered in the freshly grown structure are imposing
a larger limit on the spatial resolution of EBID. This is the

FIG. 16. Radial distribution of image intensity in Fig. 14. Symbols as in Fig.
5. �From Silvis-Cividjian �see Ref. 8�.�
feasible EBID resolution of around 2 nm as soon as the
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height of the structure exceeds a few monolayers. The delo-
calization of inelastic electron scattering at this moment does
not impose a fundamental limit to EBID resolution.

The present EBID model can be improved in many
ways, for example, by better modeling of SE in the profile
simulator. This means the use of a more accurate model for
electron scattering in the target, eventually a three-
dimensional �3D� geometry. In addition, the effect of surface
migration of partially decomposed fragments should be stud-
ied.

The experimental results, 1-nm W dots on a 30-nm
Si3Ni4 foil, demonstrate the usefulness of revealing where
the limiting factors in EBID resolution are. Five years ago,
these results would have seemed impossible.
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