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Abstract

Reservoir characteristics such as size and periitgabre often non-trivial, which is why
sophisticated yet often time-intensive numericaldele are commonly used in the Closed-Loop
Reservoir Management of subsurface reservoirsderaio maximize profit from oil production. For
certain reservoirs, however, simple analytical n®d=n accurately compete with such numerical
models at lower computational efforts. Analyticimlelar and radial displacement models as well as
various pressure models are derived and combinetthisnthesis, and are shown to be accurate
approximations of one- and two-dimensional two-ghfisw in a multi-layered, rectangular, and
horizontal reservoir. Assuming among other thahdager is operated by a single injector-producer
pair as well as that each layer is homogeneoussatated from other layers, simplifies the equadion
and prevents cross-layer flow. If cross-layer fld@es occur, however, then the considered analytical
models are unable to accurately describe the reisdiow.
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Introduction

When a production well in a reservoir can no longerduce sufficient amounts of oil on its own
because the subsurface pressure is too low toglghthe surface, a phase such as liquid water ca
be injected into the reservoir by means of an tojeevell. The idea behind this part of the oil
production process, known as secondary recoverhaisthe injected phase increases the reservoir
pressure such that the oil production rates ineraasl more oil is extracted from the reservoir.

Although secondary recovery leads to an increassslat of produced oil and, more importantly, to
more profit, injecting a phase such as liquid watéo a reservoir also costs money. Moreover, at
some point in the life span of the reservoir, thiedted water will reach the producer well and be
produced alongside oil and thus slow the incre&geadit over time. Consequently, maximizing profit
is not simply achieved by injecting as much wateregjuired to replace all the oil in the reservath
water. The amount of water produced alongside theilb additionally increase over time, resulting
in a significant drop in the oil production rateemte, the financial benefits of injecting into the
reservoir decrease and it becomes evermore castigritinue doing so. Therefore, at a certain time i
is no longer profitable to inject water into theeevoir.

Smart management of the reservoir is required deroto maximize profit. This entails taking into
account, for example, reservoir properties, pressueasurements in the injector and producer,
estimates of the remaining oil in the reservoid ahcourse a function that relates the costs aafitp

of injecting water into and producing oil and wateym the reservoir. Controlling the reservoir in
such a way in order to maximize profit is knownCdgsed-Loop Reservoir Management.

1.1 Problem description

The Closed-Loop Reservoir Management (CLRM) in thissis comprises three main pillars and is
depicted in Figure 1.1. The first is known as thetlAl Asset, because it generates synthetic
production data using Sintef's Matlab Reservoir (ation Toolbox (MRST). MRST has to be
provided with reservoir properties, boundary candg as well as well locations and properties,rafte
which it functions as a black box. Well pressuned/ar flowrates are its only controllable inputdan
subsequently calculates the resulting flow inside teservoir. Consequently, saturation levels and
pressures change over time. A (white Gaussiankengighen added to the well pressures and the
resulting pressures are labeled as the measurssupes.

One or more models then attempt to approximatérine reservoir state by assimilating these
measured pressures. This data assimilation seepufdating the models) is, in this thesis, limited
estimating saturations and pressures in the res@waevell as the reservoir permeability.

Next, an optimization algorithm uses the updatemti®h in order to determine new optimal
control settings (e.g. well pressures, injectiotesa that maximizes future profit predictions. This



optimal configuration then serves as input to thieual asset as well as the analytical model, which
closes the loop of smart management of the regervoi

Noise Input Virtual Asset Output Noise
=. > (reservoir, wells, >
1 chokes)
Controllable
input
NPV
o g Sensors
Optimization
3
Y
Estimate Analytical Fluid prope.rsles,
model [t gaglogy, initial
parameters
4
i Updated
i model
: estimate
Prediction | Data Measurement

"| Assimilation |

Figure 1.1 - Closed-Loop Reservoir Management

Maximizing profit with CLRM therefore greatly depds on the model choice and its accuracy in

approximating the ‘true’ reservoir. In order to @é®m between complex and simplistic models, one has
to consider their tradeoff, which foremost lies aocuracy and required computation time. For

example, analytical models allow for fast computing may be too simplistic and inaccurate under

certain conditions, while more complex models migatmore accurate but at the same time require
more computation time.

1.2 Research objective

Little research was found on the use of one-dinmadi analytical models during Closed-Loop
Reservoir Management, although Weijermars et 8lL§2 showed that analytical models of reservoir
flow can produce results nearly identical to thoSsophisticated numerical simulators. The anadytic
model, used to prevent premature water breakthroragisidered in that study was a two-dimensional
two-phase (with equal viscosities and no relatieeneability influences) description of reservoavi
between a direct-line-drive of injectors and praatsc

A first objective was to familiarize myself with M&R in an autodidactic fashion. Secondly, | had to
implement the analytical displacement model in Blaih order to fulfill the main research objective.

The main research objective of this thesis is &ess the applicability and accuracy of various one-
dimensional two-phase analytical models, whilstuding relative permeability influences and non-
equal viscosities, in approximating the (true) osed two-dimensional reservoir flow during Closed-
Loop Reservoir Management.

In this assessment two types of well orientatioilkhe tested. The first concerns horizontal inject
and producer wells that span the full width of thservoir and are located at opposing sides halfway
the height of the reservoir. The second considersical wells spanned across the height of the
reservoirs, located halfway the width of the resarat again opposing sides.



1.3 Thesis outline

In order to fulfill the main research objectivejstithesis starts with considering relevant aspetts
reservoir flow. To this end the basic (differentiaquations and (analytical) solutions thereof are
derived in chapter 2. At the end of chapter 2 tihe analytical solutions are combined to form a new
and slightly more sophisticated analytical model.

Chapter 3 treats the derivation of reservoir pressiiop models and briefly describes choke valve
pressure drop models, which are to be used colyjjomth the displacement models of chapter 2.
Chapter 3 also considers one of the reservoir presdrop models for controlling two-dimensional

flow, and additionally briefly investigates asymiptdflowrate and pressure behavior of an analytical
pressure drop model.

Next, chapter 4 introduces the key-aspects of CL&id looks into the behavior of the virtual asset,
both at maximum as well as below maximum flowrat@ditions. Subsequently, chapter 4 shows
CLRM results for horizontal as well as vertical vetientations using the models treated in the
preceding chapters.

Conclusions and discussion then follow in chapterwhich leads to the chapter concerning
recommendations (chapter 6). References regardaépt this thesis relevant literature, as welhas
appendix with additional but less relevant CLRMutess are given at the end of this thesis



Reservoir flow & analytical solutions

This chapter covers the theoretical backgrounti®itecessary equations for reservoir flow. In sacti
2.1 the relevant concepts of phase flow througlerays medium are explained and are subsequently
combined in section 2.2 into the well-known Bucklegverett equation. Next, the method of
characteristics is employed and a solution to thekky-Leverett equation is given for one-
dimensional (linear) displacement in thedirection. Section 2.4 briefly touches upon thewfl
equations and the solution to the Buckley-Leveegfation for radial flow in a circular reservoir.
Lastly, in section 2.5, the two Buckley-Leveretiusions are combined into a model describing one-
dimensional radial-linear-radial flow along thergsght) inter-well axis.

2.1 General equations

The following subsections contain six important & concepts of phase flow. First, a general mass
balance equation is derived, describing the flonamd out of a control volume in terms of mass
flowrates. Next Darcy's law, an expression reladnghase's flowrate to its mobility and presswse, i
shown. Thirdly phase mobility is explained, desogpits dependency on viscosity as well as on
absolute and relative permeability. Subsequentlgtive permeability, specifically the (modified)
Brooks-Corey model, is treated. Next to last, dapjilpressure is discussed; linking a difference in
phase pressure to relative permeability. Lastly,dbncept of state equations is briefly mentioned.

2.1.1 Mass balance

The assumption of total mass balance is one aftpertant concepts in the derivation below. Given a
rectangular control volume, multiple phases caw flo and out over time and change the total mass
inside. To maintain mass balance for each phase,difierence in a phase's mass rate at the
boundaries of a control volume over a small timggaeAt should equal the control volume's change
in mass over the same time.

z+Az
A X+Ax
----------------------- y+Ay
z
x I x+Ax
Y Yy
z z

Figure 2.1 - Control volume

Usingq, to denote the phase volumetric flowrate with {mis?], p, the phase density [kgTh ¢ the

control volume's porosity [-] an§, the phase saturation [-], a three-dimensional rhatance of the
control volume depicted above leads to the follgequation:



[((60a), = (00a) 1) * ((Ge00), = (Ga2) 1) + (Ge25), = (Gaa) ) |

mass rates at the boundaries of the control volume (2 1 1)

= Ax[Ay [Az m(@?pa)tmt B ({ﬂSa,Oa)t) )

Change in mass over tinde t

The phase saturation is a humber between 0 arepdesenting the percentage of the control volume

occupied by that phase. Of course, the sum ofalirations should equal one:
> s=1 (2.1.2)

Recognizing that the influx at each of the controlume's boundaries is equal to the flow velocity
times the cross-sectional area at the boundaryigig = g, CA, the left hand side of equation (2.1.1)

can be written as
[(AyAzd;pa)x - (ByAZGaps), ,,  + (AXDZGa04) - (AxAzd;pa)ymy +... 213
(OXDYGupa), - (OXDYGapa) | It

Substituting (2.1.3) in (2.1.1), dividing Iy, Ay, Az, At, and taking the limit adx, Ay, Az andAt all
tend to zero, results in

_00uPa _ 00uPa _ 00uPa _ 0¢Supu
0X ay o0z ot (2.1.4)

A source term can be added to equation (2.1.4)wisiwritten in a more compact form as

=y + Osa = %Z‘.

(2.1.5)
wherem, = p.qa is the three-component, (y, 2) mass flux vector with unit [kg s"], me = ¢&:00

the mass per unit volume [kg¥n and g, the source term [kg ths']. The source term simply adds
(gs, > 0) or subtractsyf, < 0) mass from the reservoir.

2.1.2 Darcy's law

A standard expression that relates a phase's flewwats mobility and its pressure gradient is @yar
law. Derived through experiments and published eyt Darcy in 1856, the equation describes the
conservation of momentum for flow through a porawsdium. Inertia effects cause deviations from
Darcy's law to occur at higher velocities, howeslae the low velocities in a porous medium these
effects are small and can be ignored (Bear, 1972)igh velocities are encountered, one way of
dealing with those effects is adding an inertiafrtecalled the Forchheimer term. However, including
the Forchheimer term is outside of the scope afttiesis and will therefore be neglected.

Neglecting the previously mentioned inertial effedarcy's law reads:
Qa = —Aa (Opa — p2g0h). (2.1.6)

Or, for one-dimensional flow with a constant cressiionA
Oe = A«A(0pa — Pogh), (2.1.7)

wherel, is the phase mobility [frPa" s'], p, the pressure [Pa the gravitational constant [rifjsand
h the height of the reservoir [m].



Darcy's law basically states that a higher mohilgyessure gradient and/or cross-section leads to a
higher outflow.

2.1.3 Phase mobility

The phase mobility introduced in the previous satise describes the ease with which a phase moves
through the reservoir. The two main concepts of ititgpkare viscosity and permeability, which are
respectively a phase's resistance to flow and heW fluids can flow through the reservoir. Phase
mobility is defined by the its viscosity, [Pa $§' and relative permeabilitk, [-], as well as the
reservoir's absolute permeability matkixm?:

k
Ao = 12K, 2.1.8
o (2.18)

Often it is possible to align the coordinate systeith the geological layering of the reservoir, @i
turnsk into a diagonal matrix (Jansen, 2013).

Equation (2.1.8) expresses that a higher permealufi the phase or reservoir leads to a higher
mobility of the phase. On the other hand, theransinverse relationship between mobility and
viscosity: the less viscous a phase is, the mofglmi is.

2.1.4 Relative permeability
The (dimensionless) relative phase permeability troead in the previous subsection is usually
modeled through the experimentally derived (modifiBrooks-Corey model, which is given by

Kra = Kra0S0's#, (2.1.9)

wherek., o is the phase end-point relative permeabilitythe Corey exponent arf] « the effective
saturation of phase

The reason for introducing the effective saturatienthat in practice it may be impossible to
completely extract certain phases, leaving behimtiévable residualS,,. The effective saturation is
simply the real saturation scaled on the movaltieragon, meaning it takes on values between 0 and

1. The value 0 is attained at a phase's residualagmn S, = S,), whereas 1 is attained at a phase's

maximum saturationg, =1~ " Sp):
Bra

Sue :Ts_ai—s'sﬁ (2.1.10)
g

2.1.5 Capillary pressure

Capillary pressure is defined as the differencprassure between a wetting and a non-wetting phase,
i.e. pc= pw— Pw, and often has a strong effect on very low wetfingse saturations and a weak
effect on higher saturations. When water is usadigplace oil (called imbibition), water is the et

face. Just as pressure depends on saturationgsacdpillary pressure. Therefore the questionsrise

it is possible to characterize capillary presswa éunction of wetting phase saturation explicidne

well known model is the empirical Brooks-Corey diapy pressure model (Brooks and Corey, 1966),
but over the years also theoretical models have degved.



Li (2004b) reports that many natural porous medafeactals (e.g. reservoir rock) and thus can be
modeled with a fractal model. An example of a fahohodel, is the relationship between the number
of pores and the radius of the pores (Li, 2010)cokding to Li, other authorshave derived the
empirical Brooks-Corey capillary pressure model theoretically from fractal modeling of a porous
medium" (Li, 2010), but Li derived a new and more genecalpillary pressure and relative
permeability model. For details on the derivatieae for instance Li (2004a,b) and Li (2010). The

capillary pressure model reads
-1

Pc =|:pr;1/]ax_(pFnAax_ DQA) SNeff:IT. (2111)

where S, IS the effective wetting phase saturatipRa is the capillary pressure at the injected
phase's maximum saturatiop, is the entry capillary pressure, i.e. the pressunen the injected
phase is at its residual saturation level, argdthe pore size distribution index.

The pore size distribution index is a number thracterizes the heterogeneity of the pore sizihdn
case of drainage, if > 0 and pmax — %, (2.1.11) reduces to the Brooks-Corey capillargspure

model:
Pe = Pe(Suet) 7 - (2.1.12)

When considering an imbibition process expressidd.{1), withA > 0 but this timepe — o,
simplifies to the empirical Li-Horne capillary psese model suggested by Li and Horne (2001):

Pc = pmax(l_ Slveff)_jl (2.1.13)

Obviously when introducing a new, or in this caséngeneralized, model it should be validated with
experimental data. Li and Horne (2006) reported tinva general capillary pressure model can match
the experimental data obtained from various roak samples, therefore validating their model.

Linking capillary pressure and relative permeability
Burdine (1953) suggested a method for inferringtie¢ permeability from capillary pressure data for
wetting as well as non-wetting phases:

> dS/ (o f

krw = (SNeﬁ)ZL—

1
dSu/ (e
j" / (2.1.14)

[ a5/ (Y

rmw = (Swveff)z 1
J,ds/ @eY

Following Li (2004b), combining (2.1.11) with thba/e Burdine model this results in
2+A

K = (S )22 e)

- A
1-a (2.1.15)
K = (1~ S )2 Sl = 20
1-a 4

wherea = (Pe/ Pmax) ” aNd Sye =1~ (1- @) Syer -



Under the same conditions that resulted in (2.1(ll&) the Brooks-Corey capillary pressure model),
the Burdine model for relative permeabilities (25).reduces to

Kew = (SNeff )2 I:(SNeff )2/%/]:|

. 2.1.16
e = (1~ Suer)?| 1 (Suer) 7 | (2119

The relative permeability model (2.1.16) is wellokmn as the Brooks-Corey relative permeability
model. Wherpe = prax, (2.1.15) is reduced to the modified Brooks-Cameydel withn, = 3
Ko = Sy (2.1.17)

2.1.6 Equations of state

In the first three subsections the density, peritiggbviscosity and porosity all played a part time
equations and just as fluid flow is dependent @sgure, these parameters themselves are dependent
on pressure. Even more so, some of these parancateedso be dependent on temperature. Equations
describing the relationship between these paraseted pressure and temperature are commonly
known as equations of state. Certain assumptiawsever, render these parameters constant, which is
why the equations of state will receive no furtbensideration.

2.2  Reservoir flow equations

As the, for this thesis, most important concept$lwtl flow have been addressed, this next section
focuses on combining all subsections of sectionid a single equation that describes two phase
flow. A sketch of the reservoir considered is shdyeiow in Figure 2.2.

Figure 2.2 - Reservoir model

2.2.1 Reservoir characteristics and assumptions
As the reservoir, the phases and the flow that tavee modeled have certain characteristics, it is
important to incorporate them into the model. Tubsection lists the characteristics and assungtion

The reservoir is considered to be:
« horizontal with constant height
« thin enough, i.e. smah, such that it is reasonable to assume a consétunmtation over the
reservoir height
» rectangular shaped with lendtk>h and widthw >> h, meaning the cross-section is constant
« perforated by an injector at=0 and a producer at=|1
e incompressible
* homogeneous
e isotropic



The displacement is considered to be:
* one-dimensional
* immiscible
e laminar

Each phase is assumed to be:
e incompressible
* homogeneous
* isothermal

2.2.2 Mass balance & total flowrate
The assumption of horizontal flow reduces the tltieeensional mass balance equation (2.1.4) to the
one-dimensional form

_a(:l;pa—a@apn
oo — OPube (2.1.18)

whereqy is the phase flowrate in [m'ks

Due to the assumption of a constant cross-sedimalbove equation can also be written as
~0abe = 7Pl (2.1.19)

whereq, = g [A is the volumetric flow in [ms?].

Since each phase is assumed to be incompressinimdeneous and isothermal, both the density and

viscosity of each phase are constant, a.&T, p) = p, andu, (T, p) = u,. The assumptions of an
incompressible, homogeneous and isotropic reserumiply that the porositwand absolute

permeabilityk are constant. These assumptions lead to a siogtldn of equation (2.1.19):

9% _ S
pgdb—X—ARoEDg = (2.1.20)
or
30 _
- —AWB%Q,[Q (2.1.21)

As stated in equation (2.1.2), an obvious thoughoirtant equation is that the sum over all satunatio
is constant over space and time. Moreover, thisnsidaat the change in saturation over time is equal
to zero:

;Sazl and ;%—Sg: ( (2.1.22)

Summing over all phases in equation (2.1.21) andgu@.1.22) reveals the important property of
constant total flovg:

0 _ 00 _ 0S; -
5 = ;%_A@D;%_o (2.1.23)

This is, of course, in agreement with the incomgitelity assumption of each of the phases and the
reservoir. However, it is important to note thtis only constant in the spatial dimension and
therefore does not need to be constant in time.



2.2.3 Fractional flow

Another key-feature is that liquid water is usedigplace the oil in the reservoir. Therefore et
of displacement considered is that of imbibitior, & non-wetting phase (oil in this case) is dispd
by a wetting phase (water).

Continuing from equation (2.1.21) and using (2. ), 28ite the left-hand side as

f
‘Fuf 9t_ qt%;(v (2.1.24)

where f; = g,/ is the (dimensionless) fractional flow.

Sincef, is only dependent og,, which in turn depends only &, the right-hand side of (2.1.24) can
be rewritten. Substitution into equation (2.1.2{Elds

. dfe S, _ S
4 qe S = ADtoB%—t (2.1.25)

As there are only two phases in the reservoirctiwce is made to write all the equations in teafns
water saturation. The next step is rewritigguch that it no longer depends ey for which the first
step is using the one-dimensional form of Darcgw [(see (2.1.7)). The use of Darcy's law is
congruent with the assumption of laminar flow. Siramitionally the reservoir is thin and quite
stretched out, gravity effects are considered gidé. Using Darcy's law leads to the expression

fy= v =G =G 1, 1) 200 (2.1.26)

Recalling that the capillary pressure is definedttes pressure difference of the non-wetting and
wetting phase, that |% = po — pw, €xpression (2.1.26) is rewritten to

=1+ L 1,a0 (P * )
Ot ox

ﬂ,ré/]oA(%l;_c_ﬁw_ (2.1.27)

1215 200 _ ¢ Ao
-1+qIA0AaX fWAW

Using that the total mobility is given By= 4, + A, rewriting (2.1.27) leads to

—Aufp4 1 Qp_)
fw 711(1+qt/10A ax )" (2.1.28)
Or alternatively, as the capillary pressure depemdis on water saturation,
—Aufp4 1 ) pdPc 9Sy
fu=2 ( +Langke ax) (2.1.29)

Substitution of the previous expression for theticmal water flow into equation (2.1.25) with=w

results in
_ Aw 1 dpc 9S.)\ 9SSy - gzgm
qtdSN()It (1+ AoA ds, ox )) Alp ot (2.1.30)

2.3 Buckley-Leverett - linear displacement
This section will simplify (2.1.30) further and sdmuently solve the resulting Buckley-Leverett
equation. In the last subsection, the conceptstfogk front is used to obtain saturation profiles.
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2.3.1 The Buckley-Leverett equation
In order to derive the Buckley-Leverett equatiomther assumption is required, namely that of zero
capillary pressure:

Pc = Po— pw=0. (2.1.31)
This assumption simplifies (2.1.29) to
fu =% (2.1.32)
t

and therefore (2.1.30) to

—a_d (Aw)0Sy _ Su
G dSN(/lt) = A, (2.1.33)
or,

g I 0Sy = AgPSu (2.1.34)

dsS, ox

This last equation is known as the Buckley-Leveegtiation, named after the authors who were first
to present and analyze it (Buckley and Levere#2}9

For this hyperbolic partial differential equatianitial and boundary conditions need to be spedifie
The residual water saturation level is chosen adrtiial condition, denoted b&,. Residual water
saturation is also known as connate water satarg8@), however throughout this thestg is used.

The initial condition thus reads
Sw(%,0) = S (2.1.35)

This means that initially the reservoir is completéled with oil, minus some residual water.

The boundary condition will be specified at theegipr locationX = 0), as this is the only place in the
reservoir where the water saturation can be exlplicontrolled. The saturation level will be the
maximum water saturation possible, because the iojggted phase is water and a smaller value

would mean that also oil is injected into the res@r The boundary condition thus reads
S0t)=1-Sy (2.1.36)

2.3.2 Saturation propagation

Because equation (2.1.34) is a hyperbolic equadttisrpossible to use the method of characteristcs
find relationships between independent variableswhich the dependent ones do not change. In
equation (2.1.34) the independent variablesxaredt, whereas the dependent variabl&,jsin order

to find a level of constant saturatio®, = §N, the material derivative of saturation should ége®o,

i.e.
dSy — 0Sy dx 9Sy _
t SN:§N B SN:§N =Sa * t SN=§N - ke
| T| ﬁ E|SN 5 T| 0 (2.1.37)

Rewriting equation (2.1.37) leads to an equatiat ttescribes the propagation speed for a specific
saturation level:

dx _ _ Otls,=s,
otle. <. =3, (2.1.38)
0X |s,=5,

11



By combining equations (2.1.38) and (2.1.34), ttappgation speed can be expressed as

dx :& de
s T A« (2.1.39)

Integrating this equation results in an expresfionhe position of a saturation level

()it
Vs, -5, = LW ngvL e (2.1.40)

Dividing (2.1.40) by the total length of the resaryl, results in the dimensionless expression

Xo(to)lg,-g, = to gfsvz e (2.1.41)

Vi) _ L addt
V, Al

where Xp(t) =@ andtp =
In this notationV;(t) is the total injected volume (with unit fipat timet andV, is the pore volume,
i.e. the volume of the reservoir that is availdbleflow.

Expression (2.1.41) formulates the dimensionlessitipn of a certain saturation value for every
dimensionless time. While originally the phase i#tan was a function of position and time, now
position is a function of saturation and time.

An example of the fractional flow derivative is givbelow in Figure 2.3, for which the corresponding

parameters are given in Table 2.1. Part of calmgahe fractional flow derivative is calculatinbase
and total mobility, both of which are for the maqgsart determined by the underlying relative

permeability model. The relative permeability modekd in this thesis is the Brook-Corey relative

permeability model (see (2.1.9)).

45

O L 1 L L L L L I
0 01 02 03 04 05 06 07 08 09 1

Water saturation S, -]

Figure 2.3 Fractional flow derivative
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Parameter Symbol Value Sl unit

Initial water saturation S 0.25 -
Residual oil saturation S 0.1 -
End-point water rel perh Krw,0 0.5 -
End-point oil rel perm Kioo0 0.9 -
Corey exponent water Ny 3 -
Corey exponent oll Ny 3 -
Viscosity water Ly 0.35 cp
Viscosity oil Lo 1.9 cp

Permeability k 300 mD

Table 2.1 - Parameters for Figure 2.3

2.3.3 Shock front solution

From Figure 2.3 it becomes clear that a new problesharisen: for all except one of the fractional
flow derivative's possible values, there are twirgdion values. This means that for any given poin
in space and time (see (2.1.41)), there are twaesponding saturation values. This physical
impossibility is a consequence of the zero capilfmessure assumption. In practice capillary pmessu
creates a quick increase of water saturation whensaturation level is still low. In other words,
capillary pressure attains higher values for logagurations.

The quick increase can be emulated through a sinonk Buckley and Leverett (1942) came up with
the idea of a front formed by a real and imagireolution, the existence of which was subsequently
proven by Terwilliger et al. (1951). They proveaitla discontinuity exists between a zone in frdnt o
the shock front where all saturations move with shene speed and a zone behind the shock front
where all saturations have a different speed thimwer than that of the shock front.

The question that remains, is what the saturat&duevof the shock front is. Welge (1952) proposed a
procedure where the speed of the front is assumée fproportional to the slope of a tangent to the
fractional flow curvef,. The tangent goes through the poifif;,(0) and touches the fractional flow
curve at the pointSy, fu(Sw)) whereSy is the shock front saturation. The tangent musehhe
largest possible gradient, as the change in saiorés the biggest at the shock front where the
saturation level jumps from the initial level te@rtain higher saturation level.

If y(S) = a(Sy + b) is the aforementioned tangent, then the firsteds, y(S,s) = 0, reduces the
expression ty(S,) = a(S, - Sv)- The second criteria implies thgS.) = f.(Sw) and thus the formula

of the tangent is

YS) = g (S Su). (2.1.42)

Since the slope of the tangei§,) should be the maximum possible value, the shomkt fsaturation
hence is given by

= _fu(Sw) |
Suf ._{sw | maxg SM)} (2.1.43)

! The term 'rel perm' is an abbreviation for relagpermeability
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Moreover, the slope of the tangent and the slopéhef, curve are the same at the shock front

saturation:

dfyw _ fu(Sw)
Sulsc, ~ Got — ) (2.1.44)

Hence, the front saturation might also be founddiying the equation below (whe$g <S,<1-S,):

dfw _  fw
= (Smfsgl) (2.1.45)
The shock front solution to equation (2.1.41) cawbe expressed for all saturation values:
i . SisSsSI-S,
XD(tD, SN) = df (2146)
o aSs s, Sui £ Sy < St

Figure 2.4 illustrates that (2.1.43) as well asl.@5) could be used to determine the shock front
saturation. Also shown below is an example of akBycLeverett profile and its propagation through
time, where dimensionless values are used for Ioth spatial and temporal dimensions. The
parameters corresponding to these two figures @ffiobnd in Table 2.2. The dimensional time
between profiles is 50 days and since the wateciign rate is also constant (75&/day), the shock
front propagates at a constant pace through tleeves.

45 a
4+ i
flL'
357 1 S — S
dS,
3r I fu
Tangent
25r b
2t i
1.5 y
1+ i
0.5r b
0 I Z L L L L I

0 01 02 03 04 05 06 07 08 09 1
Water saturation S,,, [-]

Figure 2.4 - Determining shock front saturation
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ta= 0

ty = 0.06
tg = 0.12
tqg = 0.18
tg=0.24
ts = 0.30
ts = 0.36
tg = 0.42
tg = 0.48
tq = 0.54
tq = 0.60
0.2 1
0.1r 1
0 | | | | | | | | |
0 0102030405060.70809 1
ITD, [_]
Figure 2.5 - Buckley-Leverett profiles
Parameter Symbol Value Unit
Initial water saturation Sii 0.25 -
Residual oil saturation S 0.1 -
End-point water rel perm ko 0.5 -
End-point oil rel perm Kroo 0.9 -
Permeability k 300 nf
Corey exponent water Ny 3 -
Corey exponent oll (9 3 -
Viscosity water Ly 0.35 cp
Viscosity oil Lo 1.9 cp
Reservoir length I 1000 m
Reservoir width w 250 m
Reservoir height h 10 m
Porosity @ 0.25 -
Injection rate o) 750 m/day
Total time t 500 days

Table 2.2 - Parameters for Figure 2.4 and Figuse 2.




2.4 Buckley-Leverett - Radial displacement

In case of radial flow, such as in a circular resgrwith a vertical injector or producer at itsntes
(Figure 2.6), the derivation of the flow equatiémsimilar to those in the preceding three sectam
has been considered before by many authors (amihregsoMatthews and Russell (1967), and more
recently by Ling (2015)). Therefore, this sectiatiyoexplains the most relevant equations.

Figure 2.6 - Circular reservoir with a well at ttentre

More specifically, fractional flow equation (2.1)3mains the same. The only two differences in
equation (2.1.34) are that the dimensional dereas taken with respect to radial coordinatestead
of x and that the cross-sectigh is dependent om as it is cylindrical (instead of rectangular).
Measuring the radius positive in the direction of the flow, equation.X34) for an injector well

becomes:
_q 9w 0Sy _ Sy
*qS, or - A

:thﬁb—ﬁm.

(2.1.47)

Hence, equation (2.1.39) similarly changes to

dr —“l—dfw 2.1.48
dtls,-s,~ 27NH dSs s, (2.1.48)

d(0.5 ¢Y) dr g d

=r =t 2.1.49
at | o "dises, " 2ZMpdSls, s, (2.1.49)
Integrating over time yields

1d(0.5 €.SuY) _(_G_ du
[t SN:SANdf— T (2.1.50)

The solution for an injector well, employing thdtta= 0 each saturation level is located at the well
location (i.e.r(0,Sy) = rw), is therefore given by

rt,Sw) = \/rw .[q‘dfnhﬂjo

or,

de (2.1.51)

For a producer well with its centre at the oridiowever, the direction of flow is inwards towartis t
well and the radius is measured positive in opposirection of the flow. Considering that at
t =0 each saturation level is still at the external waddf the radial flow regime (i.€(0,Sy) =re), the

derivation results in

de

(t, S = \/re jqdf 1@ (2.1.52)
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Notethat g, =0 inall.

Lastly, since the fractional flow expression is liaweged, the shock front saturation can again be
found as described in section 2.3.3.

2.5 Buckley-Leverett - Combining radial and linear displacement

While some reservoirs might be governed (and sefiity described) by one-dimensional linear or
radial flow, others can be governed by two-dimenaidlow in a rectangular reservoir. Figure 2.7a
below depicts such a rectangular reservoir with wetls: an injection well located at the left sioe

the reservoir and a producer well located at thbtrside of the reservoir. Consequentially, when
neglecting gravity and assuming equal injectionrdlie height of the reservoir, the fluid flow isaw
dimensional and flows along streamlines such as/shio Figure 2.7b (adapted from Jansen (2016)).
The lines tangential to the streamlines are eqaig@l lines of equidistant magnitude, i.e. linésng
which the pressure is constant (iequipotential) and between which the pressure change is constant
(equidistant magnitude).

Injector Producer

Figure 2.7 - Schematic representation of two-dirtera flow

a) rectangular reservoir with vertical injector gaxdducer.
b) streamlines and equipotential lines for figure a
Both representations are not to scale.

The middle part of Figure 2.7b indicates that resies with a very small widthw) or large length to
width ratio (/w) are predominantly governed by linear flow in ¥adirection. For such reservoirs the
saturation distribution is given by equation (20).4

On the other hand, near both wells (Figure 2.7b)stiheamlines and equipotential lines display fadia
flow characteristics, which means that reservoiith va relatively small length are more strongly
influenced by radial flow.

Between the radial flow regime and the linear flmgime, there is an area in which the streamlines
have to converge from radial to linear flow (nda tnjector) and vice versa (near the producerg Th
convergence is strongest near the reservoir's fmditback { = 0 andy = w), where streamlines need
to make an almost 90° angle. Hence the convergencensidered weakest along the inter-well axis
(i.e.y = w/2) as the streamline that coincides with it dogsneed to make any angle. Therefore it can
be considered that this specific streamline, as@proximation, only experiences radial and linear
displacement. This consideration gives rise to mfedadial-Linear-RadialRaLiRa) flow at the inter-
well axis, where the saturation displacement chaag@ certain,y-coordinate X, w/2) from a radial

to a linear regime and at anothxegy-coordinate X,,, W2) back to a radial regime.

The first step in finding coordinateg, andx, is realizing that for the symmetric reservoir imegtion
(Figure 2.7a) there is a simple relation betweentto coordinates, i.&,; =1 — X.o. Secondly, in order

17



to maintain continuity of the displacement, thediderivative in (2.1.39) and (2.1.48) have to be
equal to each other at these coordinates:

g dfy _d -9 de 2153
Zm(rahwgisw Sy AL‘ =Xra, Sw=Sw ﬁx Xra, Sw=Sw th ( o )

Hence, the left radial regime endsxgt= w/(2r) and the right radial regimes startsxat= | —w/(2x).
The entire saturation distribution f&, = Sy along the inter-well axis then follows from comlivigi
expressions (2.1.40), (2.1.51) and (2.1.52).

Firstly, the location of saturation levels in tiedt Iradial regime is given by

Xt S) = \/xW+J' qaf 1wdfw  forallS, stf qdf <Vp & (2.1.54)

whereVpa(Sy) = thg(xa — xa) /| fu(Sw) is the injected pore volume required to displaaterstion level
S, from the injector well to., (i.e. fromx,, to w/(2r)).

Secondly, for the linear regime, the location shturation level can be expressed as

j adf ~Vora(S) o, |

~\ _ = -~ t ~ .
x(t,S) = WP S for all Sy s.t.Vpra B )< joqdf <Vpa By (2.1.55)

where Vpar(Si) =Vora(Sh) + (| = 2xa)whe! fu(Sy) is the injected pore volume required to displace
saturation leveB, from thex, tol —

Lastly, the saturations in the right radial regiane given by

. [t ~Vour(S) g, ~ o p
x(t,SN)—I—\/xra I N for allS, s.tVpa & X joqdf <Vpend &y (2.1.56)

WhereVp,en((@,) :Vpar(SAW) +Vpra(§,v) is the injected pore volume required to displaairation level
Sy from thex, tol = x,, (i.e. from injector to producer).

It is important to note that the presented flowutioh is devised for the inter-well axis only.
Consequently, the model can be expected to be ammarate in determining the moment of water
breakthrough in comparison to using only the lindaplacement model. On other hand, the actual
water saturation value at the producer well (aftater breakthrough has occurred) is always lower
than that of the RaLiRa model, because all otheastlines -along which it takes more time for the
water to reach the producer- are not taken intowtchby the RaLiRa model.
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Pressure drop models

This chapter covers models for pressure drop betvlee injector to producer wells, for which the
general concept is treated in the first sectiore $&cond section introduces choke valves as a means
to regulate the flowrate or pressure drop betwbenatells. The third section details the derivatdn
various formulae for pressure drop in the reseraod additionally treats the numerical integration
technique that is used to evaluate this pressume. ddext to last, controllability of flowrates withe
linear displacement model and associated pressue model is investigated. Lastly, section 3.5
briefly investigates asymptotic behavior of the @iest pressure drop model.

3.1 The reservoir model and pressure drop

The Buckley-Leverett model enabled computation loé saturation distribution in the reservoir
through time. A more interesting case where thisiehaan be used is a multi-layered reservoir. The
amount of Buckley-Leverett models needed is equahé number of layers in the reservoir, though
the basic model does not change: water still pragsgfrom the left to the right (i.e. from injector
producer). Figure 3.below, which visualizes two types of reservoirspwh thej™ layer of the
reservoir as well as the injector and producer inmalong the edge the reservoir.

The first type that Figure 3.1 depicts is a vettarass section of a layered reservoir where therkg
separated by thihorizontal impermeable layers, lie on top of one anothehawztdimension. In this
case the (vertical) injector and producer are kEdtdtalfway the width of the reservoir (iye= w/2).

For the linear displacement model it is assumed tha injected water is immediately equally
distributed over the width of the reservoir, whistreasonable for narrow reservoirs. Furthermdme, t
assumption on the permeability of the pressure drogel has not changed: each layer has a constant
permeabilityk.

The second type concerns a horizontally layeredrves, where Figure 3.1 depicts the top-view of
the reservoir whose layers, separated bywéitical impermeable layers, lie next to one another along
the width of the reservoir. The (horizontal) incand producer are located halfway the heighhef t
reservoir (i.e.h/2) and run along the entire width of the reservbijected water is assumed to be
immediately equally distributed over the heighttlogé reservoir and the permeabilitywithin the
pressure drop model is again assumed constardysr, |
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Figure 3.1 - Multi-layered reservoir: four presslaeations per layer

Water that flows from inside the injector into theservoir pushes oil (and after breakthrough also
water) into the producer and consequently chanigesptessure distribution over time. In order to
facilitate this flow, the injector and producer de® be supplied with a flowrate and/or pressure.
However, a pressure assigned to a well may notssacéy be the same as that which the reservoir
experiences just on the outside of that well besgaofk a local loss of pressure. Choke valves
(introduced in the next section) can mimic this &gbr and at the same time provide a means to
control flowrates. Therefore, choke valve modele ased as inflow control valves (ICV). The
pressure drop for lay¢r(Ap) from injector to producer, |epl’ - pi, is then given by
Ap' = Aply + Apies + Aply (3.1.1)

In (3.1.1), the reservoir pressure drqp£ € pé) is denoted bypr’g, while the choke valve pressure
drop on the left pf — pd) and on the rightid — p4) are respectively denoted g/, andAp’, .

3.2 Choke valve pressure drop

This section shortly touches upon flow throughrietibns (e.g. a choke valve) and contains excerpts
from chapter 5 of the book by Jansen (2016). Arictgin in the production process is there either o
purpose or not and a can be classified as eitfize@d-size or variable-size restriction. When eefix
size restriction needs to be replaced by another e production cycle needs to be either partly o
completely halted. Variable-size restrictions, e bther hand, are restrictions that, as the name
suggests, can vary in size without halting the potidn. An example of a variable-size restrictisrai
choke valve and it deliberately, yet in a contrblfashion, causes a change in flowrate and/or press
drop. Additionally, a restriction can be used tcaswre flowrates.

When considering the pressure drop as a resulheofidft choke valve, there is only a single and
(assumed to be) incompressible fluid flowing thhoug water. A semi-empirical expression for the
pressure drop in incompressible single-phase lidloe through a (sudden) restriction such as a
choke valve is given by the expression

. iy2
Aply =Lu @) 1 3.2.1
Pehi =5 A?hl,j c2 ( )
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where Awj = nrczhu is the throat area, ar@,; is an empirical discharge coefficient often sugglby
the manufacturer of the restriction. Note thgt is used instead ofy as the incompressibility
assumption lead to a spatially constant flowrage (2.1.23)).

Equation (3.2.1) can be modified to allow for twlmage flow through the restriction, resulting in a
description for the pressure drop due to the clvalkee at the producer side:

. i\2
Ap) =1 (Qujfu+ Gojpo) () 1 3.2.2
pchr 2 qu A:zhr,j Cdz ( )
Or, in terms of fractional flow: _
i _ (fwipw+ fojo0) (@) 1
Ap = (fwl ' 323
pchr 2 Aczhr,j Cg ( )

Using the Buckley-Leverett fractional flow moder fig, expression (3.2.3) can also be expressed in
terms of water saturation.

Note that even thoug8y is usually not determined for two-phase flow, th&gameter is assumed to
be the same for two-phase flow as it is for sirgiase flow.

3.3 Reservoir pressure drop models

In order to find the pressure distribution in theservoir (or more specifically the pressure drop
between the injector and producer well), a reserpassure drop formula is derived in this section.
Due to the assumption of zero capillary pressuilepressure equals water pressupg ¥ p.) and
therefore the subscriptsandw are dropped when considering pressure.

Starting with the fundamental theorem of calcutbs, pressure in the reservoir for titn@nd location
x can be expressed as follows: _ _ _
p'(x1) = p' (X, 1) ~ Apres(x,t)
: ' 3.3.1)
ok )+ [¢ 9P (
Pl )+ [ G %

3.3.1 Linear displacement model associated pressure drop
Using Darcy's law for the water phase (equivalettily oil phase could have been used), (3.3.1) for
(one-dimensional) linear displacement can be wride

) ) j
i — iy X 0w 4o
pI(xt) = p! (X, t) + Lnj YRR dr. (3.3.2)

As ¢ is independent of the spatial dimensipmultiplying the integrand withg: /g and using the
fractional flow expression from equation (2.1.3B)lgs

. . iy
P(xt) = Pl0an.) =i [L K (3.3.3)

The integral in (3.3.3) cannot be calculated amajly: while /;; is a function of saturation and this in
turn is a function ok (andt), the Buckley-Leverett solution (2.1.46) giveas a function of saturation
(andt). As this is may not be an invertible relatione timtegral has to be evaluated numerically
through the use of a numerical integration techaiguhich will be discussed in section 3.3.4.
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However, since there is a discontinuity at the &hoant, the above formula for pressure has to be
manipulated further before it can be integrated enically. The first and most crucial step is toitspl
the integral in two: one calculating the pressumpdehind and the other ahead of the shock fegnt (
This results in:
. . i { emi
i — e _& mln(X,Xf)A X i
p'(xt) = p(n, 1)~ 0 (j N e+ dsz) (3.3.4)

Xinj min(x,xf) /‘t,j

Remembering that the water saturation ahead adhibek front is at initial conditions, meaniags a
constant and equal #9(i.e. oil mobility for S, = S,), the pressure drop can be reformulated as

follows:

J-min(x,Xf )

pixt) = p'(xn t)—i( L dj+ (x— min ¢ ))%j (3.3.5)
' "7 wh A ’ Aoj

Xinj

Hence the reservoir pressure drop for Igyiergiven by

(J‘Xf 1 dX+(Xprod Xf)jltj, if Xi < Xprod

) - .
Apilt) = o o] (3.3.6)
V?/tﬁ :pmd% 6 . otherwis
nj t,]
Using the dimensionless coordlnabe— = 2 , With Xipj = Xy andXgreg = | = Xy, leads to:
W

| qt (|Wh2Xw) (J:Df /]1 dXp + (L— Xpr ))I/\J , if xpr <1
Apres(t) = o) (3.3.7)

qt (I 2XW) IO Y ,  otherwi

tj

3.3.2 Radial-Linear-Radial displacement model associated pressure drop

An approximation for two-dimensional saturationgmagation along the inter-well axis has been given
in section 2.5 and therefore the pressure (drogjemnderived in the previous subsection needs to be
adapted to the RaLiRa displacement model.

First of all, Darcy's law as used in the previogstion to describe the pressure change is still
applicable, though over a smaller interval:
%E:ﬁh‘—, for Xa < X< | = Xa (3.3.8)
Secondly, the radial form of Darcy's law for anertpr located ax,y-coordinate (/2) is needed.
Assuming the radius direction is measured positiveéhe direction of the flow, means that the
pressure change is negative. Since only pressopealer the inter-well axis is considered, the ahdi

coordinate is reduced to the coordinateand hence Darcy's law reads:
d —
dg = /ltzgthx for Xw < X< Xra (3.3.9)

The radial form of Darcy's law is also required #oproducer located at\W/2). At the inter-well axis,
the pressure change is still negative for increpsiand therefore Darcy's law is easily found to be:

do__ G _ _
WX~ Azl =)’ forl =xa< X<l — Xy (3.3.10)
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Note that in (3.3.8), (3.3.9) and (3.3.1» 0 and that the pressure derivatives are continabtrsex-
coordinates;, andl -

The pressure can now be expressed, foIIowmg time gaocedure as before, as follows:

B ﬂt_ min(x,Xra) R ﬂt_ max(minkb—xra )xra ) 1 max{|-xra ) ) 1
p (X,t) p (XW,t) I At ]Xd wh Xra /]tj 2ﬂhj /]t ](I )

dg (3.3.11)

Splitting each of the integrals to account for liheation of the shock front results in the expressi
. (J.mm(mln(x Xf)Xra) 1 d),\(+J‘min(XXra) 1 d)A()

p'(xt) = p'(xwt) - >h

AR min(min(xxt ) xea) At j X
_& max(min(mink xf )i—Xra )xra id2+ max(minl~xra ¥ra ) id?) 12
wh (Lra /]t,j J‘max(min(minQ( Xf l=Xra )xra )/1t,j (3'3' )
B C{tj ( max(mini xf )l —Xra ) 1 ds + maxg|,—Xra ) 1 )
271th L_Xra /1t il =% Imax(man(Xf N=Xra )/]t il =%

Since the saturation level in each of the rightgnals is equal to the initial water saturatior, térm
A is constant in those integrals and hence the ralegan be analytically evaluated. As the
coordinate of the producer is=1 - xy, the pressure drop model for the RaLiRa displacgrise

Dpielt) = P (X t) = P’ = Xar)

= G (M 1 (  Xa )
ZHhUXW AR dx+,10] In min(Xs,Xra)

max(minf | —xra )xra) 1 1 _ B . _ for X <|- Xy (3313)
+%%(jxra At] dR+—= ol (I Xra max(mm(xf J Xra),Xra )j

ﬂtj_ max(xf,| —Xra) 1 7L (l - max(xf ,| - Xra))
+2ﬂhU"><fél Atl(l )dX+/10,j n X

Just as in (3.3.6), the remaining integrals havsetevaluated numerically (see section 3.3.4).

3.3.3 Analytical pressure for a bounded reservoir: a multi-phase approach

While the RaLiRa displacement model of sectionagh8 the associated pressure drop model (3.3.13)
might be an improvement for describing (along theer-well axis) two-dimensional two-phase flow
and pressure drop for a reservoir setup as showigire 2.7b, an alternative to (3.3.13) comes from
an analytical model for two-dimensional single-ghasressure that accounts for two no-flow
boundaries.

Adapting the derivation in Jansen (2016, chaptdo The situation depicted in Figure 2.7b, the l&ng

phase pressure in an oil reservoir with a prodweslt (located at coordinatd \{/2)) and no-flow
boundaries ay =0 andy = w is given by

p(x, y,t) = co + 'ulzq 4717h In(cost(ZnX—V;l) - COEZH Yy~ VZVD (3.3.14)
w

whereq > 0 andc is a constant that can be used to define thevasgrressure.
Since (3.3.14) is a solution of the Laplace equafi@ differential equation that is both linear and

homogeneous), the principle of linear superposit®m@pplicable and an injection well (located at
coordinate (@/2)) can simply be added. Hence, (3.3.14) becomes:
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p(x y,t) = co +Hed 4717h In[cosi(zn—) - COEZ?T y _LVZ D

—Ju—q 4ﬂhln(cost(2n—)— coE D (3.3.15)

Note that when cal culating the pressure drop between two coordinates, ¢y WI|| cancel out and henceis
of no importance.

Taking the derivative of (3.3.15) with respecixtand simplifying the result, yields an expressioat t
looks similar to the one-dimensional (linear) sexghase form of Darcy's law:

—9 f’—q 1 Sf(xY) (3.3.16)
In (3.3.16) the functiori(x, y) is given by
sinh(Zn%) SIFII‘(ZITX I)
f(xy)=1 WY~ W (3.3.17)
2 X) — Y=5 x=1)_ Y=5
cosl(ZnW) COEZ]T sz COS(??T W ) cé% sz
Therefore, for two-dimensional two-phase flow (36.can be written as
o __Go 1 ¢y ) (3.3.18)

dx Az Wh

Equation (3.3.18) can be interpreted as a modifieeldimensional Darcy law that accounts for the
influence of no-flow boundaries on the pressurengban a reservoir with two wells (i.e. see Figure
2.7a). When used in the derivation of the fractidltav expression (equation (2.1.29)), it yield®th
same fractional flow formuld. = Aw/A (while, importantly, still assuming zero capillapyessure).
Hence, also the linear displacement model and Rald®placement model are left unaltered.
Consequently, the pressure drop over the (one-diimeal) inter-well axis becomes

Apluft) = [ o (x %) ax

wh Jxy
_ V% (I):in(Xf,l—xW) T1I f (K%)di+%j;::zf‘l_xw)f(x,V—é’) d>‘<j (3.3.19)
j in(xt | —xw) Ccos 27TX7_| -1 e
=wllo Tllf( Z)dx+/l 121%['”[ coi(r(m\g))— 1]
W x=min(x | —xw)

Obviously, the accurateness of (3.3.19) dependb®accuracy of the estimated displacement, i.e. on
the accuracy of the (one-dimensional) linear disgil@aent model and the (one-dimensional) RaLiRa
displacement model.

3.3.4 Numeric integration
Because the integrands of the preceding pressoge rdodels can not be integrated analytically, a
numeric integration technique has to be used. Galog an integral numerically means that the
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integrand has to be evaluated at certain pointsc{sdas) along thedimension. Preferably a high
accuracy is achieved with as few function evalueti@rdinates) as possible.

Classical techniques

Classical techniques such as the trapezoidal Biepson's rule, the five point Newton-Cotes formula
etc. are intuitive in the sense that the integrarelaluated at equally spaced abscissas. Addiypna
if the integrand is a polynomial, exact solutiorfsdegreen may exist but often require or n-1
ordinates. However the integrand in (3.3.7) is agbolynomial and therefore a small number of
ordinates would not be sufficient to achieve arueate approximation of the expression.

The reason that a small number of ordinates angfioient is that the specified abscissas are not
necessarily distributed in an optimal way. Optipalletermined abscissas and associated weights
(with which ordinates are to be multiplied), ofteclude irrational numbers. Hildebrand (1987) gives
at the start of chapter 8, reasons for using methioat determine optimal abscissas over the cklssic
methods, especially since the advent of computers.

Another consideration while determining which nuit@r integration technique is to be used to
evaluate the reservoir pressure drop is that dalsgchniques often are closed type formulas, whic
means they use the endpoints of the integratiamiat (e.g. the five point Newton-Cotes formula).
Up to the moment of breakthrough one of the endpaif the integration interval in (3.3.7) is the
shock front locatiorx;, where the water saturation is discontinuous. é&sthe integrand is integrated
overx (and thus over the water saturation with a disoaity atx;), selecting a method that uses this
endpointx could potentially increase the error in calculgtithe integral. This is circumvented by
choosing a method which does not use the endpwiite integration interval.

Legendre-Gauss Quadrature

As mentioned in the previous section, a numeriat@gration technique is needed that does not make
use of an interval's endpoints. Moreover, it iSenable if no large amount of abscissas and ordiat
are required by the method while still being actair®nly the bare essentials regarding the chosen
numerical integration technique are reviewed hése § detailed derivation see Hildebrand (1987),
chapters 7 & 8).

A Gaussian quadrature of ordeaittempts, by pickingl optimally located abscissas, to obtain the best
approximation of the integral through means of &@ived average. For an arbitrary functicend for
a weight functiorw it is possible to write:

I:Mx) F(x)dx = Z':wnf () +E (3.3.20)

wherex, is then" optimally located abscissas, the corresponding weight arit the error.

The Legendre-Gauss Quadrature is a Gaussian queali@ter the interval-1,1], with the constant
weighting functionw(x) =1. The abscissas for a quadrature of otdane the roots of thd' Legendre

polynomial,P,(x), for which the following differential recurrené@rmula holds (Szego, 1967)
(L= XOR'() = XRE)+IR4() = ( + DR )~ ( + LRK) (3.3.21)

It follows from (3.3.21) that, sindg(x,) = 0,
(L= %2)R ‘(%n) = IR-1(Xn) = =( + DR+1(Xn)- (3.3.22)
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The weights for the Legendre-Gauss Quadratureieea gy

- _ 2 _ 2
W = T T+ DR )R ) TR200)R (%)’ (3.3.23)

Using (3.3.22), expression (3.3.23) can be modiieeémong others, the following forms

2 20-x%)
W A-%2R'%0)  (+DRalxn)” (3:3.24)

The error term in (3.3.20), though not further édaeed in this thesis, is given by
2A+1 4
E=2 ) g (3.3.25)
@ +D[@)"]

Matlab implementation
In determining the abscissas, an initial guessedlas a starting point after which the abscissas a
approximated with Newton-Raphson's iterative praced

Xj+1 = Xj —%, (3.3.26)
Alternatively, in terms of abscissasand thd™ Legendre polynomial:

Xn 41 = Xoj = g.((’;”n""j)). (3.3.27)

Given the first two Legendre polynomiaR, = 1 andP; = x, with initial guessx,, the iterative loop
continues until the absolute difference between twosecutive iterations is less than or equal to a
preset value. An initial guess for tmé root of thel™ Legendre polynomial, which results in fast
convergence (Davis and Rabinowitz, 1975) of NewRaphson's iterative procedure, is given by

— n-0.2
Xn0 —cos(ﬂ -0.2 (3.3.28)

The ™ polynomial value for each of the abscissgss determined by rewriting the right-hand side

equality of (3.3.21) in terms of Legendre polynolsiaf lower degree. Manipulation of this equality,
Le. =IxP(x) +IP-1(X) = (I + 1)xP,(x) —(I + 1)P1.4(X), results in the relationship

H(Xn,j) = 2 _1)Xn,jH—1(Xn,j|)_ (- 1P—2(XH,J') (3.3.29)
Additionally, reformulating the left-hand side etjtyaof (3.3.21) yields an expression fBy'(,;):
A" (ko) = X000+ IR-) (3.3.30)
d=%n%)

Combining (3.3.27) with (3.3.28), (3.3.29) and (30, a new approximate value for each of the
abscissasxf;.1) is iteratively calculated until the convergencigetia, |%,j+1 — Xnj | < &, has been met.

As the Legendre-Gauss quadrature is a Gaussiamajuealover the intervaH1,1], all abscissas lie
in the interval €£1,1), whereas this should ba, ). The valuesa andb depend on the model in
question, the shock front position and on the dsi@ral/dimensionless formulation. For example for
the dimensional formulation of the RaLiRa displaeatmodel:a = x, andb = min{ — X,, X). The
correct abscissas can be found by using the lingasformation

x=a+ 0t gp-g) (3.3.31)
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The weights are calculated through use of thehleftd side equality of (3.3.24). Since the weighting
functionw is equal to one, its integral equals the intesvi@hgth and therefore also the sum of the
weightsw, should equal the length of the interval. The langftthe interval is determined fayandb,
hence and the correct formulation of (3.3.24) is

_ b-a
h - 3.3.32
T L= XR Gy (3.3.32)

3.3.5 Preliminary results

In this subsection a simulation is carried out hovgcase the behavior of the flowrates and the
reservoir pressure drop over time. The case comgides that of a two layered reservoir with
horizontal wells, where the permeability of ondlw# layers is twice the permeability of the othserg
Table 3.1 for parameters). There are two subcasestigatedsubcase a andb, with subcase a using
specified total flowrates (per layer) armibcase b using a specified reservoir pressure drop.
Implementation of both subcases in Matlab is vigedl below in Figure 3.2.

For subcase a, the total flowrate for each layer is specifiedrapt and there are no pressure drop
constraints imposed. Consequentially, it is alwlayswn where the shock front will be and therefore
also what the reservoir pressure drop is.

Specify all paramete

\ 4
Determine shock front saturation w(2.1.45)

subcase a subcase b
4 4

Specifyflowrate for each of thlayeis Specify referenc pressure droAp,«

\4 \4
Given the initial saturation distributio Determine flowrates witfmincon
calculate pressure drop with (3.3.7) | according to (3.3.33)

A\ 4

»| Compute shock front location and the_subcase b »| Determine flowrates withmincon
saturation distribution using (2.1.46 according to (3.3.33)
| subcase a
A 4
Is maximum simulation timreached |« Calculate pressure drop with (3.3.7
no yes

> End of simulatior

Figure 3.2 - Matlab computational flowchart for #ealytical model

In the solution structure fosubcase b an additional step is required as it assumes ahaservoir
pressure drop, dubbed the reference pressure Ap5f),(has been specified. At the beginning of each
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time step, taking the current saturation distriimutinto account, flowrates are calculated such tthet
reservoir pressure drop in each layer at that §peubment satisfiedp,e = Ap™.

However, since there is only one injector and orgelpcer, also only one injector pressure and one
producer pressure can be specified in reality. Thisirn implies that the pressure drop of eacleday
should equal its neighbor's. Alternatively, givém tinjector pressure, this also means the producer
pressures of the layers should be equal to ondandn this reactive approach to the fixed pressur
the flowrates are obtained through Matlab's mination routinefmincon, with aid of its build-in
interior-point algorithm. The Euclidean norm is dses the objective function to be minimized.

Furthermore, since it is impossible to inject iitramounts of water into the reservoir, a condii®
added to the minimization problem stating that $hen of the flowrates is not allowed to exceed a
certain value. Additionally, to prevent possibless flow (i.e. flow from producer to injector), éaaf

the flowrates has to be non-negative. Usiy] = Ap™®, the minimization problem for a reservoir
consisting of layers mathematically comes down to

mq(‘ijn \/ Z';:l(Apj - Ap"'l)2

with Z’l?zlqé < Ghmax (3.3.33)
and q'=00j
Parameter Symbol Value Unit
Initial water saturation Sii 0.25 -
Residual oil saturation So 0.1 -
End-point water rel perm Kew,0 0.5 -
End-point oil rel perm Kro0 0.9 -
Permeability k [600;300] mD
Corey exponent water Ny 3 -
Corey exponent oll No 3 -
Viscosity water Lw 0.35 cp
Viscosity oil Lo 1.9 cp
Reservoir length I 1000 m
Reservoir width w 500 m
Reservoir height h 10 m
Porosity () 0.25 -
Time step size dt 100 days
Total time t 1000 days
# Legendre-Gauss abscissas - 100 -
Subcase a
Injection rate o 1500 ni/day
Injection rate layef qu 750 m/day
Subcase b
Pressure drop reference Ap™ 20 MPa
Maximum total injection rate Ok, max 2000 m/day
Minimum injection rate layeyr Gtimin 0 nt/day

Table 3.1 - Preliminary case: parameters
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Subcase a - constant flowrates

For the parameters displayed in the table aboeerasulting saturation profiles and reservoir press
drop are shown in Figure 3.3 and Figure 3.4. Sm@®nstant injection rate (750%day per layer,
each 250m wide) is considered, the advance ofatwration profiles is constant over time. Moreover,
as in both layers the water is injected at the sambe, the saturation profiles of both layers are
identical.

The pressure drop, on the contrary, is neither teohver time (because of the constant injection
rate) nor the same for both layers. First of &k, pressure drop is not the same for both layarause

the permeability of layer 1 is twice the perme&pibf layer 2 and because the injection rates are
equal. Therefore, the reservoir pressure dropyafrla is exactly half the pressure drop of lay¢sex
expression (3.3.7)).

Secondly, the pressure drop is linear over timéoupe point of breakthrough (Figure 3.4) because o
the constant water injection and the consequepntialear progression of the shock front. After
breakthrough has occurred, however, the amountabdémn the reservoir no longer increases linearly
because evermore water is being produced whichesatl®e pressure drop to no longer be linear.
Moreover, as less and less of the lower water atiur values are attained (see Figure 3.3), the
reciprocal of the total mobility attains less alrdd of its higher values, causing the pressure tdrop
decrease non-linearly over time once breakthroaghdecurred.

Layer 1
T T T

— =0
——t= 100

t= 200
——t= 300
———t = 400

= 500
| [——t= 600
——t = 700
——t = 800

t= 900
1 [——t= 1000

t= 500
| | ——t= 600
——t = 700
——t = 800

t= 900
1 | ——t= 1000

0.4 1 0.4
0.3} Su',.l 4 0.3} S’u',..
L2 R R L2 R A
0.2 b 0.2 b
0.1F q 0.1
0 I L I L I I I I L 0 I I I I I I I L I
0O 01 02 03 04 05 06 07 08 09 1 0O 01 02 03 04 05 06 07 08 09 1

zp, [-]

Figure 3.3 - Preliminary casebcase a: Saturation profiles over time (in days)
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Figure 3.4 - Preliminary casebcase a: Reservoir pressure drop

Subcase b - prescribed pressure drop

The key aspect of this subcase is that a refenaressure drop is prescribed as well as that thésese

a maximum total flowrate. In order to see the catgbehavior of the model (i.e. (2.1.46) and (3.3.7
in combination with (3.3.33)) the values fAp. and g,mx are conveniently chosen, respectively
20MPa and 2000fday.

The saturation profiles (Figure 3.6) are no lonigentical between layers, because the flowrates are
different per layer. Moreover, as the flowrate atle layer is no longer constant, the saturatiofilpso
move at different speeds over time. As the perntigalof the two layers differ by a factor two, it
comes as no surprise that water breakthrough titsesdiffer by a factor two (+ 500 days and * 250
days).

Coincidentally, the maximum total flowrate of 2000day is reached just after the second water
breakthrough. Once this rate has been reached@@&600 days, the seemingly best way to keep the
pressure drop of both layers equal (in accordante(8.3.33)) is to keep the flowrates constane(se
Figure 3.5). Insubcase a the pressure drop behavior for constant flowratas already investigated:
after breakthrough the pressure drop starts denea®n-linearly. This indeed happens once the
maximum total flowrate is reached and the flowrates kept constant. Moreover, the pressure drop,
while equal for both layers, drops almost 25% i days.
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Figure 3.5 - Preliminary casebcase b: Reservoir pressure drop and flowrates
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Figure 3.6 - Preliminary casabcase b: Saturation profiles over time (in days)

3.4 Controlling two-dimensional flow with the linear displacement model

A prominent question in the use of the linear dispment and pressure model is how useful they are

for describing and controlling flow in a reservtiat is being operated with two horizontal wellghwi

flow occurring between the layers. Of course whas teal reservoir consists of separate layers of
(approximately) constant permeability, the modeils wwork adequately as they were derived for just

such a reservoir. Moreover, even if the permegbilita layer strongly varies in thedimension (i.e.

the length of the reservoir) the models can s#ll used, as the water propagation model is one-
dimensional and therefore does not depend on thmagadility. The reservoir pressure model, on the

other contrary, does depend on the permeabilityralies on an accurate estimate of it.
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Consider therefore a reservoir existinghagotropic layers that allow flow between the layeks the
flow in the reservoir is for the most part deteredrby the pressurqné andpé' (see Figure 3.1), it is
the linear reservoir pressure drop model (i.e. ouitlchoke valve pressure drop) that warrants furthe
investigation. Therefore a wide range of resereomfigurations is tested by varying key parameters
to see if two-dimensional flow between layers cancbntrolled with the (one-dimensional) linear
model.

The general parameter investigated is of coursdldieate and for each layé¢ra distinction is made
between thesimulated flowrate and themeasured flowrate. The simulated flowrate is defined as the
injection rate and the measured flowrate is defiaedhe production rate at the producer side of the
reservoir. The measured flowrate, equal to the lsited flowrate in the eyes of the linear model, are
different for the real reservoir as flow betweegelas occurs. The (beta) ratio of the measured and
simulated flowrates (or the production and injettiates), is defined as

= qt,ilmeas M
IB qt,2meas qt’2 sim (3 -4. 1)

3.4.1 Permeability

Starting off the analysis is one of the most imaotrtand non-controllable aspects of reservoir flow:
the reservoir's absolute permeability. The reatmasr, simulated with Sintef's MRST, is assumed to
be as simplistic as possible: it exists out of tlagers, each with its own constant isotropic
permeability that allows flow into the other lay@nother simplification is that each layer is mastél
with only one grid cell in thg- andz-dimension. Almost all parameters of Table 3.1 steysame;
those changed or new are displayed in Table 3@bel

Parameter Symbol Value Unit
Time step size dt 10 days
Injection rate layej Okj 1000 n/day
Number of grid cells ix-direction nx 500 -
Number of grid cells ity-dimension ny 2 -
Number of grid cells irz-dimension nz 1 -

Absolute permeability in all directions[layer 1; layer 2]

Scenario 1 k [600;100] mD
Scenario 2 k [600;120] mD
Scenario 3 k [600;150] mD
Scenario 4 k [600;200] mD
Scenario 5 k [600;300] mD
Scenario 6 k [600;600] mD
Scenario 7 k [600;1200] mD
Scenario 8 k [600;2400] mD

Table 3.2 - Permeability analysis parameters
The beta ratio, which simplifies to the ratioroasured flowrates because thsemulated flowrate is

equal for both layers, corresponding to the tableva is shown in Figure 3.7 from which four phases
can be identified.
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First of all, the beta ratio in the early produntistage is more or less equal to the permeabiiip.r
Considering that inside the real reservoir a pmesdialance is maintained and that in the early
production stage there is mostly oil in the resigrva production ratio roughly equal to the
permeability ratio is congruent with (3.3.7).

Secondly, when the high permeability layer is altouexperience water breakthrough, that layer is
experiencing a stronger pressure buildup. Conseglignthis causes a drop in the production rdte o
that layer and therefore a decreaséy(K; > 1) or an increase (i/k, < 1) in the beta ratio.

Thirdly, after water breakthrough has occurredhie first layer, the water flows in the direction of
least resistance which is the high permeable l&y®more and more water flows in that directior th
beta ratio increases again (decreasds/ik < 1) and surpasses the initial beta ratio valuerev
noticeable is that this increase (or decreasg)psoximately linear.

Lastly, water breakthrough in the second layer og;ozausing the beta ratio to decreasingly decrease
(ki/k; > 1) or increasek{/k, < 1). The beta ratios also start heading towardscilibrium value. In
particular, each curve slowly converges back towaslinitial value. The reason for this is thathié
reservoir is produced for an infinite amount of ¢inthen all the oil will be replaced by water.
Consequentially, there is no difference in relafpgmeability throughout the reservoir, meaning the
only difference in flowrates at the producer ssleaused by absolute permeability differences.
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Figure 3.7 - Beta ratio versus dimensionless tionev&rying permeability ratios

Additionally, the water breakthrough times in FiguB.7 as well as the time between breakthroughs
are different for different permeability ratios.i$hmakes sense when considering that fluid in ofe |
permeability layer flows into the high permeabiligyer and the stronger the permeability ratio, the
stronger this effect. Moreover, as can be seerolmparing permeability ratios 600/300 and 600/1200,
breakthrough times are the same for two permeglbdtios that are each others reciprocal.

While one might suspect a linear relationship betw¢he permeability ratio and the beta ratio,
especially during the early production stage, thigot the case. The figure below exemplifies that
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only during the early production process (blue elithere is a linear relation ship between the two
ratios. Once water injection has been going on doite a while (e.g. 1000 days), that linear
relationship is no more.
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Figure 3.8 - Beta ratio versus permeability ratio

For the remainder of section 3.4, the permeabditythe two layers are respectively 600mD and
300mD.

3.4.2 Reservoir length & width

The reservoir considered in the previous subseet@s rectangular with widtw = 500m and length
= 1000m. The next parameter considered is the vaisdength-to-width ratio, by varying from
100m to 2500m with increments of 400m. The resustiown below in Figure 3.9.

For a reservoir with length-to-width ratifw << 1, the beta ratio (witimulated flowrate ratio of 1,

i.e. equal injection rates per layer) is close t®h the other hand, féfw values larger than 1.4 the
beta ratio starts of close to 2, just as one weufokct based on the permeability ratio &iglre 3.7.
For these larger values the same pattern as befoegges: there is a drop in the beta ratio when
approaching the first water breakthrough, wheretwéen breakthroughs it swiftly increases again up
to the point of second breakthrough. After the addoreakthrough the beta ratio will slowly go back
towards its initial value, though it will requir@ &nfinite amount of time.

The difference in results for small and large léAgwidth ratios can be explained in a simple way:
the larger values, i.e. small values ferand/or large values fdr imply that the layer volume is
relatively small compared to the cross-sectionahdretween the layers, which means that there is
ample opportunity for fluid to flow from one laytr another.
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Figure 3.9 - Beta ratio versus dimensionless ipjggtore volume for length-to-width ratios

While the lower values of the length-to-width raitioFigure 3.9 above already displayed a non-linear
behavior, this is also true for the higher valuexan be seen in the figure below. Figure héw
shows the beta ratio for early and late productitages. While in the early stage (10 days) the beta
ratio is constant for length-to-width ratios largaan 2, this is no longer the case in the latgesta
(25.000 days) nor is it linear.
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Figure 3.10 - Production ratio versus length-tottvichtios for early and late production stage

3.4.3 Injection rates

Another important, but this time controllable, cept of reservoir flow is the injection rates. Ireth
previous subsection it was held at the arbitrazhpsen value of 100G#day per layer. The general
idea is to see if changing this value has any effecthe beta ratio )shown below in Figure 3.11).
However, it is no surprise that injecting a differéut still equally distributed amount of wateish@
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effect on the permeability ratio, as it only chandke speed with which the water is injected and
distributed over the reservoir.
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Figure 3.11 - Beta ratio versus dimensionless fiona variety of equal injection rates

A logical extension in trying to understand theaflbehavior inside a reservoir, while still focusiog
the injection rates, is to keep the injection i@tene layer constant while varying the other (thsult

of which is shown in Figure 3.12 below). The cuwi¢h equal injection rates (purple) starts off at a
beta ratio of 2, due to the permeability ratio (als® Figure 3.11). All other curves are a linazaliag

of the purple curve due to the differearhulated flowrate ratios, meaning that different injecti@ies
barely have an effect on the production rajgse.s andg:meas. HENce, varying the injection rates per
layer also does not provide control the reservuitesrior.
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Figure 3.12 - Beta ratio versus dimensionless fiona variety of injection rates
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3.4.4 Reservoir pressure drop - Linear displacement

Since choke valves are ignored for the moment, ghére production process is controlled by
specifying injection/production rates and/or pressuTherefore, while keeping the permeabilities of
layer 1 and 2 at respectively 600mD and 300mD réiservoir pressure drop is the next controllable
parameter to be analyzed by keeping it at con&tants.

As observed earlier, a constant pressure drop leathgection rates that are no longer constant ove
time. Since the flowrates into and out of the resiemwill therefore be different not only over tinteit
also from each other, the focus shifts to the pctdn ratiog; 1meas/G 2meas (Which can be seen as a beta
ratio with equal injection rates) in order to kebe analysis as simple as possible.

The figure below shows the production ratio fofefiént levels of constant pressure drop. Comparison
with Figure 3.11 reveals that the production rasidghe same in shape as the beta ratio with equal
injection rates. The only real difference is in thelues attained around and after the second
breakthrough (i.e. at= 0.15).

Because the production ratio is similar for diffgreressure drop levels, fixing the reservoir puess
drop does not provide control over the flow in thservoir. Since different flowrates also did niveg
control over flow inside the reservoir, there isway to control what happens inside the reservoir
while the injector and producer allow flow into andt of every layer in the reservoir. If there is
control over which injector/producer sections alltiwid flow, then control over flow in the reservoi
becomes possible (e.g. by incorporating ICV's eofirswitches, see Brouwer (2004)).
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Figure 3.13 - Production ratio versus dimensioniejgzted pore volume for a variety of pressurepgro

3.5 Analysis of the pressure drop model for linear displacement

The previous section focused on the reservoir pressrop model and concluded in Subsection 3.4.4
that the reservoir pressure drop model does neigeaontrol over flow inside the reservoir. Thenai

of this section is to briefly analyze the (entipegssure drop model described in Sections 3.1a13d2
3.3. In the first subsection an analytical formslaerived for the flowrates by assuming a presdib
reference pressure drop. The second subsectionedethe asymptotic flowrate for the linear
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displacement and pressure model and visualizesashmptotic behavior of the flowrates and the
pressures.

3.5.1 Analytical flowrates

In Subsection 3.3.5s(bcase b), a reference pressure drop was supplied and Mstaincon
determined the appropriate flowrate for each lapemever, if the maximum total flowrate () has
not yet been reached, then these numerically datechflowrates can also be obtained analytically.
Alternatively, the analytically determined flowratean serve as initial guess for the numericalesolv

Starting from (3.1.1) and using (3.2.1), (3.2.3) 48.3.7), the pressure drop for ffelayer is given
by (conS|der|ng linear dlsplacement and pressusp)dr

&(g’)z ( min@xof ) 1 d 1- j (fw1,0W+ fo,i00) (ql) 1 351
Achl j Cd AJ j A aal +( mm(LXDf ))_ 2 ACth d( )

Every time when new flowrates are to be calculaddicelements of (3.5.1) are already known. This in
turn, since the pressure drop has to equal theerefe pressure drop (i£p = Ap™), makes equation
(3.5.1) a quadratic equation qdand therefore easy to solve. However, as the salutill look rather
tedious the exact solution is left out of the thesi

It is important to remark that ona@@maxiS reached, one must choose to either keep therdtew

constant (which was the result of the previousiytiemedsubcase b) or to rely again on a numerical
solver such as Matlabfsincon routine.

While keeping flowrates constant seems a good wakeep equal pressure drop between layers, it
only works when considering reservoir pressure dibpne or multiple choke valve pressure drop
models at the producer side or other complex moaedsused, then keeping the flowrates constant
will most likely not result in nearly identical msure drops between injector and producer. Henee on
might want to use a numerical solver once more Lfhdt may not be the ideal flowrate guess, since
there might no longer be an analytical flowrateuoh at this point in the simulation, one could tp
use the previous' iteration flowrates as initiaéggifor the numerical solver.

3.5.2 Asymptotic pressure and flowrate limit

Producing all the oil from a reservoir (with theception of the irreducible oil) will take an inftgi
mount of time because the maximum water saturdfie®,) has zero velocity (see (2.1.46)), making
it economically unwise to produce a reservoir dthitum. Nevertheless, a still interesting questisn
what the flowrate of each layer would be ad infinit

Assuming that the reservoir is completely filledtlwiwater means that the total mobility in the
integrand in equation (3.5.1) is constant, Ae= A Additionally, the fractional water flow, in the
expression equals one, further simplifying it td ggain a quadratic equationdg:

AyPu 1 1) L _ppe=g 3.5.2
(@) (2 A CE 2 A Cdzj * AjAw, P ( :

The parameters shown below in Table 3.3 replaceesafrand are supplementary to the parameters of
Table 3.1. Figure 3.14 below shows the oil and wateduction through the lifetime of the reservoir
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and Figure 3.15 displays the pressures from injettigoroducer, with the injector pressure set at
30MPa and the producer pressure set at 20MPa.

Parameter Symbol Value Unit
Water density D 1014 kg v
Oil density Do 859 kg nm?
Discharge coefficient Cq 0.7 -
Left choke throat area Acij 1(0.01/2f m?
Right choke throat area A 1(0.01/2 n’
Time step size dt 10 days
Total time t 1.000.000 days

Table 3.3 - Asymptotical case: parameters

Breakthrough occurs in the early production stag Gauses the oil production rate in Figure 3.14 to
drop early on. Correspondingly, the water productiate increases rapidly in the early production
stage. However, at one tenth of the total simufatime (i.e. at 100.000 days) both layers are direa
strongly saturated with water, causing the increafethe water production rate to decrease
significantly. Another striking observation is thdue to including choke valve pressure models, the
layer limits of water production are close to omether and do not differ by a factor 2, which would
be the case if only the reservoir pressure dropaeineds taken into account.
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Figure 3.14 - Asymptotical case: production rates

When insubcase b the maximum total flowrate of 2008fday was reached, the reservoir pressure
drop consequentially declined (see Figure 3.5)thiem new setup (i.e. with choke valve pressure
models included, see Figure 3.1), however, thereatee pressure drop of 10MPa is maintained in
each of the layers during the entire simulationolwhadditionally lasts 1000 times longer (Figure
3.15). The reason that reference pressure dropwsnmaintained, is that the maximum total flowrate
of 2000n¥/day is not reached because the incorporated cralite pressure drop models capture large
portions of the prescribed reference pressure drop.
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As the water flowrates quickly increased towardsrtiequilibrium in the early simulation time, also
the reservoir pressure drop and both the chokeeyaessure drops swiftly approach their equilibrium
Moreover, in each layer the asymptotical choke egiressure drops are equal as their throat arelas an
discharge coefficients are equal (see (3.5.2))tly,asne can conclude from Figure 3.15 below that t
reservoir pressure drop decreases asymptotically.
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Figure 3.15 - Asymptotical case: pressures
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Closed-Loop Reservoir Management

In this chapter the analytical propagation and sues drop models are used during the Closed-Loop
Reservoir Management (CLRM) of a reservoir. In finst section CLRM is introduced and briefly
explained. The second section investigates thevilmhaf pressures in the reservoir (i.e. the virtua
asset), whereas sections 4.3 up to 4.7 show rdeultsvarying array of CLRM simulations. The last
section briefly touches upon computation times.

4.1 Introduction
This section discusses the main concepts of CLRNs@cutively: first the virtual asset is treated,
followed by data assimilation and finished by netsent value optimization.

4.1.1 Virtual asset
The first pillar in CLRM (Figure 1.1) is the measorent of state parameters (e.g. flowrates,
pressures). Since no field production data is alsdel such measurements need to be generated by
simulating a real reservoir with Sintef's MRST, iaevirtual asset is used to generate measurements.
The virtual asset consists of four pressures pyerldabeled the ‘truth’), defined as:
Pitrue = Pinjector
P2true = Pitrue — AP12rue (4'1.1)
P3true = P2frue — Ap 23rue

Patrue = P3true — Ap34true

While (4.1.1) holds for each layer, in reality thaés only one injector and producer. However, the
virtual asset requires as many injectors/produasithere are layers, since choke valve modelsare n
included in MRST's options. The pressure suppliegdich wellbore pair of the virtual asset hencé wil

be pZ,true andp&true-

The pressure dropSpizyue and Apxurwe are given byApgs and Apg,, as defined in section 3.2. For
Apxiues hOWever, no formula is available. Therefore, puessp, e andpse are obtained by solving
minimization problem (3.3.33) fax;, with the total pressure drop of a layer given by:

. \2 . . . . fW' + f . 2
Apitue 212—""%%&4‘ Plirue(@) — Plirue() + ( ,1,0W2 22 féh?,j (%d (4.1.2)

However, as a measurement is rarely 100% accumaterror is added to each of the true pressures of

(4.1.1). Error vectoe! is assumed to be Gaussian white noise, hencadiié layer measured are:
prjreas = p[Jrue+£J, W|th gj -~ N(O,Py) (413)
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where forpt‘}ue is a row vector containingﬂtrueup topitrue andP, the covariance matrix of laygrThe
variance of eaclyue is assumed to be equal, i&.is a constant times the identity matrix.

4.1.2 Data assimilation

Next, the measured pressures are used to updapedtieted pressures of the analytical models by
estimating for each layer the permeability andftoerate of the preceding time step. Additionally,
the Net Present Value (see section 4.1.3) is ugdaben the predicted value to an estimated value
based on the newly updated analytical models.

Since the reservoir considered exists of two lgyirare are only four parameters to be estimated.
Such a small number of parameters can be effigiesiimated with MatlabBnincon routine, hence
there is no need for intricate data assimilati@mmégues. At the end of time stapthe parameters can
be found by minimizing for each layer:
minJ"
ko (4.1.9)
IM=@"-y) 'R -y + (K" -K) TR - K

The vectorsd" andy" in expression (4.1.4) are respectively the measared estimated pressures,
whereasP, is the covariance matrix from expression (4.118ttdescribes the uncertainty in the
measured pressures. Paramekeasidk® are the current and initial permeability estimatéijle Py is
the variance matrix describing the uncertaintyhia initial permeability estimate of a layer.

4.1.3 Net Present Value maximization

The last pillar of CLRM concerns maximizing the fioi.e. maximizing the Net Present Value
(NPV). NPV is defined as the sum of all (discoutiedure cash flows, i.e. the NPV of a reservoir is
today's value of future money.

The NPV depends on the monetary value of ofl)( the cost of water injection and production
(rw,r¥), and on the flowrates in each producer and ioje@f, qwandgy). Since no gas resides in the

reservoir oil, the oil volume at reservoir conditiois approximately equal to the volume at surface
conditions, hence the oil formation volume factBg :évo,,%/vo,surf ) is taken equal to one. The size of

a time stepAt,) as well as the discount factor influence the NPNe discount factor depends on the
discount ratelf), i.e. the rate with which the value of money clemgver a reference time period, and

on the time factor;, = Z::lAtk/ I« (With 1« the reference time period bf.

Theestimated Net Present Value at.th.e end of time st@@an be expressed as
Z (I Zp 1o’ (G0 es)n-1+ It (Chvest)n-1

e

Therefore, at thetart of time stem (with 1< n < N), thepredicted Net Present Value at the end of the
final time step N) can be expressed as:

N-1 _ri i + rP(aP +r.P(gP
J";lred =)+ z z| WO prea)m zp 0 (Go,prea)m *+ w (Chy prea)m

m=n-1 (1 + 1—80) "

-1
Jeg =Jdeg +

Atny (4.1.5)

At (4.1.6)
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Note that due to incompressible flow and one imeproducer pair per layej)(it is possible to write
Qw = 0¢ +qi = gu. Also assuming constant time step sizts, € At), reduces (4.1.6) to:

~ N-1 Niayers i + j
Ivea = I+ Z:mm%“mhu;%?mmMAt (4.1.7)
m=n-1 j=1 (1 + ﬁ))

wherer, =1’ + 1y is the net oil revenuey, = rf + 1y is the net water costy, = mAt/ e , andg, and
gw are the producer flowrates.

Moreover, maximizing (4.1.7) for the remalnlNg— (n —1) time steps is equivalent to minimizing

N-1 Niayers I, +T.
Jpred - _ z Z (qO pred)m bW(qW pred)mAt (418)
m=n-1 j=1 (]_+ 100

In order to minimize expression (4.1.8), the chaioee again falls to Matlalfsincon routine, as the
number of variables is relatively small. If, howgveultiple injector and producer wells are used to
produce a reservoir or if the reservoir consistadarge number of layers, the routine can easily
become computationally intensive. Hence other nugtho minimize (4.1.8) will then need to be
considered, such as gradient-based optimizatiomadst (e.g. adjoint-based gradient computation).
For example, Suwartadi (2012) applied gradientthasptimization to address output constraint
problems (e.g. limiting water production), wher&suwer (2004) used gradient-based optimization
to, among other, optimize the NPV of a reservoeraged by an array of injectors and producers that
could be switched on and off at any time.

Minimizing (4.1.8) is achieved by maximizing theabflowrate of each layerf = ¢l +qJ), which in
turn is accomplished by fully opening the injecémd producer inflow control valves (i.e. the choke
valves) and, if adjustable, setting the produceesgpure to the lowest possible value. After
breakthrough, the inflow control valves can be usereduce a layer's productlon until it is no leng
profitable and a layer should be closed off (ises@on asr;oq0 pred < IerQWpred Of foQdest <1yl qwest)

Note thatif there is a restriction on the maximum rowran:(qu < Gimax ), then expression (4.1.8)
should be used to maximize the NPV. On the othedhahen there is no restriction ap, the
aforementioned considerations imply that (4.1.8) loa further reduced to

Niayers
- z MA (4.1.9)

= (“100)7n

Maximizing the NPV by controlling the flowrates efach layer as described above is known as
predictive (or proactive) control. An alternative approachraactive control, which entails a simple
on-off approach to oil product|on the entire proeuis shut down once the economic threshold is
exceeded (i. eroz R <|er2 Gues @S there are no ICV's).

Jpred -

While reactive control may be reasonably effecfimea reservoir being operated by multiple injector
and producer wells, it is not the best strategyttierreservoir under consideration. The reasomaisit
can lead to a situation where it is still profitabio continue the production process, while the
economic threshold has already been reached in fmaes. Consequentially, potential profit is lost
since either all layers are continued to be proddoem (including the no longer profitable ones) or
production is completely halted.
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4.2  Virtual asset simulations
Supplying a constant injector/producer pressurecams$tant choke valve settings to the virtual asset

this section investigates the behavior of the tagul(true) pressures. The (rectangular) resengoir
being operated by either horizontal or verticallsvel

4.2.1 Horizontal wells

The reservoir consists of two layers positionedttexone another along the width of the reservoir,
implying a horizontal injector/producer pair (segble 4.1 for parameters). As each layer is located

a depth of 3000m, resulting in an injector pressird0OMPa. The producer pressure is set at 20MPa,
resulting in theAp™ of 10MPa. The standard deviation of the (white €#an) measurement noise
(see (4.1.3)) for each of the true pressures iatss%o of the injector pressure, i.e. 1.5MPa.

Although Table 4.1 includes the number of Leger@eeiss abscissas, this section does not consider
data assimilation and NPV optimization. Moreovey tldere are only two grid cells in tlgedirection
and the reservoir is 500m wide, each layer contamesgrid cell in the y direction with width 250m.

General parameters

Parameter Symbol Value Unit
Water density Pw 1014 kg v
Oil density Do 859 kg m?
Initial water saturation Sii 0.25 -
Residual oil saturation So 0.1 -
End-point water rel perm Kew,0 0.5 -
End-point oil rel perm Kio0 0.9 -
Permeability k [600;300] mD
Corey exponent water Ny 3 -
Corey exponent oll Ny 3 -
Viscosity water Lhw 0.35 cp
Viscosity oil o 1.9 cp
Reservoir length I 1000 m
Reservoir width w 500 m
Reservoir height h 10 m
Porosity () 0.25 -
Time step size dt 10 days
Total time t 1000 days
Pressure drop model specific parameters
# Legendre-Gauss abscissas - 100 -
MRST specific parameters
Number of grid cells irx-direction nx 100 -
Number of grid cells ity-dimension ny 2 -
Number of grid cells irz-dimension nz 1 -
Choke parameters
Discharge coefficient Cq 0.7 -
Left choke throat area Acij 1(0.01/2f m?
Right choke throat area A 1(0.01/2¥ n’
fmincon conditions
Pressure drop reference Ap™® 10 MPa
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Maximum total injection rate O max 2000 m/day

Minimum injection rate layejr q[fmin 0 nt/day
M easur ements

Noise mean ,u.j 0 MPa

Noise standard deviation gl 1.5 MPa

Table 4.1 - Virtual asset simulation for horizontadlls: parameters

Figure 4.1 below shows for each layer both the ltieguproducer flowrates and the reservoir total
flowrate, as well as the (theoretical) maximum faged reservoir flowrate. The flowrates are almost
linear with exception of water breakthrough andiahimoments. At breakthrough, water and oil
production rates suddenly in- and decrease respéctind can even be detected in the reservoir tota
rate (a sudden yet small decrease). However, thre magers there are in reservoir, the smaller the
impact of a single breakthrough on the reservaal tate.
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Figure 4.1 - Horizontal wells: flowrates

Both true and measured pressures correspondirfietaliove flowrates are shown in Figure 4.2. As
the maximum flowrate is not reached, the refergmassure drop of 10MPa is easily maintained,
meaningp, e Stays equal to 20MPa. While presspsg.. behaves similar to the flowratgs,.,. does
the exact opposite: with the exception of initinavater breakthrough moments, it increases ligearl
up to the point of breakthrough and decreases agesrwards.
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Figure 4.2 - Horizontal welldrue & measured pressures

The definition of the true pressures (see (4.1al)ays ensures thah yue > Pairue = Patrue = Patrue
Contrarily, as there are no conditions on the measent noise, there are multiple occurrences where
the measured pressures are inconsistent with ootern(e.g.prmeas < P2meas aNA/OrP3meas < Pameas
while alsop,meas > Pameas). These inconsistencies are more likely to ocouow permeability layers
(see Figure 4.2). Considering the total pressum@p dexpression (4.1.2), one can explain this:
compared to a high permeability layer with an iditreference pressure, a lower permeability layer
should experience lower flowrates (Figure 4.1) arfdgher reservoir pressure drop (due to the choke
valve expressions). This in turn causes presguigesandp, e as well ags e andps e to be closer

to one another, making it likelier for inconsistesscto occur once the measurement error is added.

Reaching maximum total flowrate

In order to understand the behavior of flowrated pressures under maximum flowrate conditions,
the maximum flowrate is adjusted (based on Figuf® 4uch it is already reached in the early
production stage (see Table 4.2). Note that therétieal flowrate limits do not change.

fmincon conditions
Maximum total injection rate O, max 550 m/day
Table 4.2 - Attaining maximum flowrate (horizontedlls): adjusted parameters

Figure 4.3 below shows the resulting flowrates &nid immediately clear that the reservoir total
flowrate is equal to the maximum flowrate of 55uay. Simultaneously, the production rate during
this stage is nearly constant per layer. After @89s the maximum flowrate is no longer attained and
the flowrates are similar to those in Figure 4.@mparing Figure 4.1 with Figure 4.3 even reveads th
there is hardly any difference between the moménivater breakthrough because of the small
difference in the production rate.
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Figure 4.3 - Attaining maximum flowrate (horizontells): flowrates
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Due to the way the pressures are calculated (esipre¢4.1.1)), the pressupgy. always equals its
prescribed value of 30MPa. Additionally, presspsg.. of each layer is initially constant due to the
constant total flowrate of each layer. Pressykgse and ps«ue, hOwever, start off at a higher value
than their counterparts in Figure 4l@e to having reached the flowrate limit. The cansflowrates
result in a constant choke valve pressure dropsicgips. andpsyee to differ only by a constant.
Consequently, pressurpsy,e can not maintain their preset value of 20MPa. Giheeflowrates drop
below maximum, however, the pressure profiles gegrasimilar to those in Figure 4.2.
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Figure 4.4 - Attaining maximum flowrate (horizontedlls): true pressures

4.2.2 Vertical wells
The other configuration (Figure 3.1) consists gEls on top of one another (separated by a hoatont
impermeable layer). Hence, the wells in the redeu@ nowvertical and located at,y,z-coordinates
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(0, w/2,2) and {, W/2, 2). Realistically, such a situation allows two-direemal flow to occur within
each layer (in the andy direction) and requires a change in the virtusletis parameters. Those
parameters that need to be adapted are displajad,behile all others are as in Table 4.1.

General parameters
Parameter Symbol Value Unit
Reservoir length I 500 m
Reservoir width w 210 m
Reservoir height h 20 m
MRST specific parameters

Number of grid cells irx-direction nx 50 -

Number of grid cells ity-dimension ny 21 -

Number of grid cells irz-dimension nz 2 -

Table 4.3 - Virtual asset simulation for verticallg: parameters

Another change is that the pressure boundary dondjip; .. andpaue Of €ach layer, are no longer
necessarily equal nor constant. First of all, thglht difference of layers increases the prespurg

of all layers below the top one. Accounting for ttenging fluid composition, the same principal can
be applied to the pressumgs:., yielding for layelj the true pressures:

) j-1 ) j-1
Plirve = Pinj + 9 [ow @dz(k) and Pdtrue = Ppro + g @Prlg [diz(k) (4.1.10)
k=1

k=1

wherep;; andp,, are the top layer's injector and producer pressml?;er fv'jpw+(1— fv'j),o0 the water-
oil mixture density of layek, g is the gravitational constant, ade(k) is the height of layek.

The pressure drop in laygis still given by Aptue = Apfaiue + Apdarue + Apharue, but from expression
(4.1.10) it also follows that

i — i i
Aptrue - pltrue - p4Irue

-1 j-1 4.1.11
= P + 9 [ D dz(k) —[ppro+ gD ok mz(k)j ( )
k=1 k=1

However, due to the adjusted pressure boundaryittmmsithe difference between two layers' pressure
drop is no longer zero:

Aptue — Dpiue = 9 Tow— o ) @z - 1) (4.1.12)

Therefore, minimization problem (3.3.33) changes to

' - , — = _ 2
rgtljn \/ijl(Athrue - Apt]rué -d pr - pr{1 l) Eiz(] - 1))

with Z?Zlqt, i < Grmax (4.1.13)
and ;=00

with Apree =A™ = Pin = Ppro, Aptue = APtasrue + Apbarue + Apharie anddz(0) = 0.

In Figure 4.5 the resulting flowrates are showne Tiew well orientation and reservoir configuration
result in a brief nonlinear increase of the flowmtthough they soon start decreasing as seen in
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previous simulations. The two-dimensional flow desieach layer, however, results in more
significant and less sudden flowrates changesaroil) water and reservoir flowrates.
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Figure 4.5 - Vertical wells: flowrates
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The true pressures consequently also show sligtitigrent results (see Figure 4.6). The new well
orientation and reservoir configuration (allowirvgotdimensional flow) results in a more significant
and less sudden change in pressure once breakithomogirs. Additionally, after breakthrough, the
pressure. e andps e respectively de- and increase nonlinearly (in @sttto in Figure 4.2).

The new pressure boundary conditions for layerr2lbmaseen iy e andpagee, DUt are negligible as
for this layer the added pressurepi@ue IS APiirue =9 - pw - 10~ 0.099MPA and fop, e the value is
given by: 0.0843MPA g pm - 10< Apsyre < g - pw - 10= 0.099MPA.
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Figure 4.6 - Vertical welldrue & measured pressures
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Reaching maximum total flowrate

In the simulation above the maximum total flowrates again not reached. The maximum flowrate is
therefore again lowered, such that the two-dimera@idlow aspects under maximum flowrate

conditions can be understood. However, this tineerttaximum flowrate is set so low that it almost
always is at maximum flowrate conditions (see Tab#.

fmincon conditions
Maximum total injection rate Cmex 500 m/day
Table 4.4 - Attaining maximum flowrate (vertical Ng¢: adjusted parameters

Just as in the previous section's maximum flowiratestigation, the theoretical flowrate limit ofoda
layer as well as the reservoir flowrate limit dot mbange. Just as before (and as intended), the
maximum total flowrate limit is never violated. Mumver, only two times does the flowrate drop
below the maximum value: both times just after éewhreakthrough has occurred.

Additionally, the total flowrate of each layer bigreehanges as can be concluded from the near
constant oil flowrates before any breakthrough hagpened. More interestingly, however, are the
breakthrough moments: breakthrough in one layetsléa a sudden increase in the (oil and/or water)
flowrate of the other layer.

The resulting pressures behave correspondinglgaashe seen in Figure 4.8. First of all, pressures
Prirue @lways equals the prescribed value by definitiorthe pre-breakthrough phase, presspsgs

are again constant due to constant flowrates, valsepeessurep, e and psrue follow the actual
flowrate behavior. Due to attaining maximum floverahoweverp, ., can not attain their prescribed
value.
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Figure 4.7 - Attaining maximum flowrate (verticaélis): flowrates
When breakthrough occurs in a layer however, igl tilowrate decreases and causes an increase of

P2.rue Whereags e andps e decrease. Meanwhile, the other layer experienckesgease in pressures
P2irues Parue @NAP4rue because its flowrate has increased. Additionaligyufe 4.8 shows that after both
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breakthroughs the pressums.. go back to initial levels (e.g. see layer 1pas. coincides with the
28MPA gridline).
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Figure 4.8 - Attaining maximum flowrate (verticaélls): true pressures

4.3 Horizontal well - Linear flow

From here on out the entire process of CLRM is iclamed. The first scenario considers horizontal
wells with linear displacement and pressure drag éxpressions (2.1.40) and (3.3.6)) for which all
parameters are displayed below in Table 4.5. FerNRV optimization the choke area is no longer
constant (as in Table 4.1) because it changes whetige diameter, maximally 50mm, is altered.

Additionally, the discount rate is set at 15% peference time of 365 days. Because there is ordy on
injector and producer per layer and because thénmoaw flowrate is set at a high rate (15G0may),

the discount rate will have no influence on detaing the optimal choke valve settings and therefore
no influence on the resulting flowrates. Of coutbe NPV will be different when compared to a 0%
discount rate.

General parameters
Parameter Symbol Value Unit
Water density Pw 1014 kg nt
Oil density Do 859 kg ni’
Initial water saturation Sii 0.25 -
Residual oil saturation So 0.1 -
End-point water rel perm Krw,0 0.5 -
End-point oil rel perm Kioo 0.9 -
Permeability k [600;300] mD
Corey exponent water Ny 3 -
Corey exponent oll Ny 3 -
Viscosity water Lw 0.35 cp
Viscosity ail Lo 1.9 cp
Reservoir length I 1000 m
Reservoir width w 500 m
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Reservoir height h 10 m
Porosity ) 0.25 -
Time step size dt 10 days
Total time t 1000 days
Pressure drop model specific parameters
# Legendre-Gauss abscissas - 100 -
MRST specific parameters
Number of grid cells irx-direction nx 100 -
Number of grid cells ity-dimension ny 2 -
Number of grid cells ir-dimension nz 1 -
fmincon conditions
Maximum total injection rate O max 2000 mi/day
Minimum injection rate layeyr q{min 0 nt/day
Virtual asset specific parameters
Meas. noise mean ,u.j 0 MPa
Meas. noise standard deviation Oreas 0.05Py; MPa
Data assimilation specific parameters
Initial permeability estimate K° [600;300] mD
Permeability sensitivity R (0.05Kk%? mD
Measurement sensitivity Py (Orreas)? MPa
NPV optimization parameters
Choke valve discharge coefficient Cq 0.7 -
Left choke maximum diameter Oeni j 50 mm
Right choke maximum diameter (ol 50 mm
Minimum producer pressure Poro 20 MPa
Net oil revenue ro 45 $/mt
Net water cost Mw 5 $/n?
Discount rate b 15 %
Reference time Lref 365 Days

Table 4.5 - CLRM parameters (horizontal wells, éinenodel)

Figure 4.9b depicts the true (virtual asset) atithesed (data assimilation) results for the CLRM do
reservoir operated by horizontal wells, whereassmeaments of the pressures (Figure 4.9b) have been
left out for clarity.

Considering that maximum flowrate of 15080day is not achieved within the simulated time, the
choke valve diameters remain at their maximum valist as could be expected. Only when it
becomes uneconomical to stay fully them open,legaliameters reduced to zero to close off the layer
(e.g. layer 1 at approximately 650 days). A notalopbbservation is that the closing of choke valve
diameters is gradual and not instantaneous: adlh\é is updated at each time step, new diameters
can be found such that the (predicted) flowrat#idesad to an increase in the NPV (even if itust a
dollar, or less).

Since the choke valve diameters are fully open, ¢heke valve pressure drops are virtually

nonexistent, which results ip,y,e coinciding with pygue and payee coinciding with psye.e. The
exception, of course, is when layer 1 is graduadiyng closed off anf; . drops toward®s e
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d, [mm]

Qn Y]

The estimated pressupee is per definition equal tQ; .. As the flowrate estimates (Figure 4.9c)
seem accuratgy, 4 is close top,ye and the small choke valve pressure drop explaimg ey lies
close topsey. Due to the measurement error, however, the fli@veatimate is not perfect and this is
reflected in pressurpseq: in general an overestimation of flowrates caume®verestimation in the
reservoir pressure drop (see expression (3.3.@)yesults in underestimation pfie.
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Figure 4.9 - CLRM results (horizontal wells, lingaodel) - 15% discount

Although the flowrate estimates are not perfece (Byure 4.9c), they are fairly close the truegate
and even the moment of breakthrough in layer In®st perfectly captured. Additionally, also the
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permeability estimates are spot on (except fornioenent of closing layer 1), in part thanks to the
perfect initial gues&’. Therefore, the (one-dimensional) linear propagatnd pressure model are
appropriate models for flow between two horizontells that fully penetrate the reservoir's opposing
sides. Due to the seemingly accurately estimatad fhtes, also the cumulative production and the
NPV (Figure 4.9¢,f) yield predictions and estimasi@lose to the true values.

Though this section considers a discount factdt586, the results are similar when a discount factor
of 0% is used. The reason is that the maximum fevis not reached in the simulation above, which
means that choke valves will be fully opened (exdep closing off moments). Fully open choke
valves in turn lead to identical true pressureswiltes, and cumulative production. Consequently,
this results in similar estimations of the aforetimred (see Appendix A for the results). The
estimated NPV values for both the discounted anudiscounted scenarios are summarized in the
table below.

NPV (million $) | Layer 1 Layer 2 Cumulative
15% discount 10.7 10.0 20.7
0% discount 11.9 11.8 23.7
Difference -10.1% -15.3% -12.7%

Table 4.6 - Estimated NPV: discounted versus neoatinted (horizontal wells, linear model)

Lastly, verifying that the estimates are indeeduaaie means considering the error between estimated
and true flowrates (i.e. the true flowrate estimaterror), as well as between estimated and pestlict
flowrates (model flowrate estimation error). FigtelO below shows that (on average) the true
flowrates are slightly overestimated, whereas #ignmated flowrates are slightly lower than predicte
Additionally, in each layer the two errors exhi@iistrong positive correlation (qualitatively speaRi
indicating the appropriateness of the model. Moeepas the conditions of the layers are identical
(except for the permeability), there is also a fpasicorrelation (qualitatively speaking) betweée t
layers' flowrate errors. Hence, the model flowrastimation error as well as its change over time
could possibly be used to reduce the true floweatanation error.

-30 -30
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
t, [days

Figure 4.10 - CLRM results (horizontal wells, lineaodel) - Flowrate errors
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4.4 Vertical well - Linear flow

In this section two simulations are carried ouhgghe same (linear) model as in the previous aecti
However, the reservoir is now operated by vertiwalls meaning there is two-dimensional flow
within each layer. The first simulation shows tltae model still yields accurate estimates for
reservoirs of small width, whereas the second dwsvs that for a realistic width the model fails to
produce accurate estimates.

Further more, from hereon out all parameters avalelg those in Table 4.5 and only the ones that ar
different will be specified. The parameters tharmue due to the vertical wells scenario are:

General parameters

Parameter Symbol Value Unit

Reservoir length I 500 m
Reservoir width w 210 m
Reservoir height h 20 m

MRST specific parameters

Number of grid cells irx-direction nx 50 -

Number of grid cells ity-dimension ny 21 -

Number of grid cells irz-dimension nz 2 -

Table 4.7 - CLRM parameters (vertical wells)

4.4.1 Small width

This section considers a reservoir of small wididin,which the width is reduced by a factor 30 from
210m to 7. The number of grid cells in th&imension is also reduced, from 21 to 7 (see dhéet
below) and for accurate results the number of geith in thex-direction is increased to 500, resulting
in grid cell dimensions ofXilx10m .y,2).

General parameters
Parameter Symbol Value Unit
Reservoir width w 7 m
MRST specific parameters
Number of grid cells irx-direction nx 500 -
Number of grid cells ity-dimension ny 7 -

Table 4.8 - CLRM (small width) parameters (vertigalls, linear model)

The purpose of this simulation is to show thatlthear model is still accurate for a reservoir wiiie
aforementioned properties. The resulting choke evaliameters, (true and estimated) pressures,
flowrates and permeability, and the flowrate errare depicted in Figure 4.11. Note that the
cumulative production and NPV are left out as theyof no interest at the moment.

The results are (visually) similar to those in Fegd.9, although the flowrates are smaller becafise
the smaller width. Additionally, some deviating belor can be seen (e.g. choke valves and pressures
of layer 2) around the closing off moment of lagerMore importantly, the average flowrate errors
and the standard deviation of the flowrate erroesagain similar (just as in section 4.3 (FigurkJ),
meaning the linear model is indeed accurate fesarvoir with small width.
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4.4.2 Realistic width
This section investigates the use of the linearehfwr the vertical wells case, using the paranseter
given in Table 4.5. The reservoir parameters, hewnere given in Table 4.7.

First of all, no deviating behavior (compared tgufe 4.9) is detected with respect to the chokeeval
diameters, estimated permeability and estimategispres other than that the closure occurs for both
layers at earlier times. The cause for the (edrtikrsure of both layers is the overestimationtsf t
flowrates as can be seen in Figure 4.12c.

The flowrate errors (see Figure 4.13) indeed shiwat there is a significant overestimation of the
flowrates, with an average of approximately 60%ns$amuently, the cumulative production (Figure
4.12e) estimates are completely wrong: in trutlwater breakthrough has occurred in either layetr, bu
the model estimates a large amount of water hasdyrbeen produced. From the moment the model
estimates water is being produced, the oil prodactirops and mitigates its overestimation only

partly.

The overestimation of oil production obviously résun an overestimation of the NPV. In the early

stage before (estimated) breakthrough (i.e. tis¢ 500 days), the estimated and true NPV respégtive

are approximately 6.3 and 3.7 million dollars. THiference of approximately 70% is close to the
mean flowrate error for the first 100 days (Figdr&3). After 100 days, however, the water that is
estimated to be produced reduces the increasetimag¢sd NPV while the true NPV continues to

increase at a constant rate. Hence, the overegimat NPV at the end of the simulated time is

significantly lower than the 60% average flowratemstimation (see Table 4.9). Moreover, the vast
overestimation of flowrates implies that the NP\ ¢ge significantly increased due to the fact thiat o

can still be produced without producing any water.

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.6 4.7 9.3
True 4.0 3.9 7.9
Estimation error, 15% 20.5% 17.7%

Table 4.9 - True and estimated NPV (vertical wditear model) - 15% discount

Additionally, the flowrate errors within each layae no longer close to one another, meaning tieat t

model flowrate error no longer is a good indicatadrthe true flowrate error (even though therd stil

seems to be some (positive) correlation betweewrflte errors). Therefore, the model flowrate
estimation error can hardly reduce the true floavmatror. In other words, the linear model can not
accurately describe this type of reservoir flow.
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Figure 4.13 - CLRM results (vertical wells, lineaodel): Flowrate errors

4.5 Vertical well - Radial-Linear-Radial flow

The previous section showed that the linear modelrmot accurately describe two-dimensional two-
phase flow in a bounded reservoir. Therefore, theiRa model (expressions (2.1.54) up to (2.1.56),
and (3.3.13)) is considered in this section, witparameters again as in Table 4.5 and Table 4.7.

Figure 4.14 below shows the simulation resultstfer RaLiRa model, of which the choke valve
diameters, true and estimated pressures, and peitityeastimates all behave as expected from earlie
simulations. The choke valves remain fully openilunhis no longer economical to produce from a
layer, resulting in small choke valve pressure drapd therefore pressures are mainly governed by
the reservoir pressure drop fropye and psye. At the same time permeabilities are estimated
accurately, though there is a small deviation ftbmtrue value when a layer is being closed off.

More importantly, the flowrate estimates have baeproved upon significantly (Figure 4.14c and
Figure 4.15) as the average flowrate error has beguced to about 19%. Subsequently, the estimated
moment of water breakthrough, even though still éaoly, is better approximated by the RaLiRa
model. Of course the improvement in the flowratiinggtes also results in more accurate cumulative
production and NPV values.

The overestimation in water production (Figure 4)l¥educes the estimated NPV and results in a
small estimation error (see Table 4.10). Howevee @ the flowrate overestimation and therefore the
water production overestimation, the NPV can bellimproved upon further.

The RaLiRa model (qualitatively speaking) also ke#mla strong positive correlation between the true
and model flowrate estimation errors, i.e. the ¢gjeaover time in the model flowrate estimation error
is indicative of the true flowrate estimation elsothange over time. Additionally, the true floverat
estimation error of each layer spikes from the munoé water breakthrough (until the layer is closed
off), while the model flowrate estimation error dogot. This indicates that the model is not able to
accurately capture the true flowrates after breakith.

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.5 4.4 8.9
True 4.6 4.5 9.1
Estimation error -2.2% -2.2% -2.2%

Table 4.10 - True and estimated NPV (vertical wétlaLiRamodel) - 15% discount
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Figure 4.15 - CLRM results (vertical wells, RaLiRmdel): Flowrate errors

4.6 Vertical well - Linear flow & Bounded Reservoir Pressure

While the RaLiRa model of the previous section miefly improved upon the flowrate errors
(compared to the linear model, i.e. Figure 4.1@)ther improvement is still possible by considering
the pressure drop model for two-dimensional twoseghi#ow in a bounded reservoir (see section 3.3.3,
expression (3.3.19)). Therefore, the linear dispiaent model is combined with the bounded reservoir
pressure drop model, abbreviated to 'the lineanted reservoir pressure model' (Li-BoReP). Once
again the parameters describing the reservoir @stipn can be found in Table 4.5 and Table 4.7.

The choke valve diameters, the true and estimatesspres, as well as the estimated permeabilities
yield no new results with respect to the previcetion except for a slight delay in the closureath
layer (see Figure 4.16 below).

Comparing Figure 4.16c&e with their counterpart&igure 4.12 and Figure 4.14 immediately reveals
that the flowrate estimate has been significamtigroved upon by the Li-BoReP model. Subsequently
the estimated cumulative production and NPV (seleleTd4.11 below) have been improved as well
(although the true NPV is only 0.1 million dolldrigher than in Table 4.10).

The moment of breakthrough, on the other handovg exceeded and coincides with the moment that
the true water and oil production rates are eddalvever, if the breakthrough moment is precisely
estimated, the overestimation of the cumulativeewptoduction will be worse.

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.8 4.7 9.5
True 4.7 4.5 9.2
Estimation error 2.1% 4.4% 3.3%

Table 4.11 - True and estimated NPV (vertical wellsBoReP model) - 15% discount

Already revealed by Figure 4.16e, the new pressooeel has decreased the error between the
estimated and true flowrate significantly. Figur& 4 shows that this error is reduced to below the
approximate range of 7%-8%, while the standardat®ri is of the same order of magnitude as in the
previous simulation. Moreover, the flowrate erramsce again have a strong positive correlation
(qualitatively speaking). However, the spike atdimf breakthrough still exists, which means that
flowrates are still overestimated and further inyement is still possible.
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Figure 4.17 - CLRM results (vertical wells, Li-BoRenodel): Flowrate errors

4.7 Vertical well - Radial-Linear-Radial flow & Bounded Reservoir Pressure
While the previous section used the linear dispta® model, it is already known that the RalLiRa
displacement model better estimates the momenteaikkhrough (see section 4.5). Therefore, the next
simulation considers the bounded reservoir presdooe model in combination with the RaLiRa
displacement model (abbreviated to 'RaLiRa-BoReBatjo Note that the all parameters don't change
(see Table 4.5 and Table 4.7).

The results are shown in Figure 4.18 below andedsré the choke valve diameters, the true and
estimated pressures, and the estimated permezbdite generally similar to those in Figure 4.1 T
other three figures are of greater interest, asetlshow among other that the moment of breakthrough
is almost perfectly estimated. Consequently, thenased cumulative water production is worse than
for the Li-BoReP model (Figure 4.16) because theemaroduction is estimated to start earlier ared th
displacement model only accounts for flow alongittter-well axis. Another consequence of the near
perfect breakthrough estimate is that the cumwdadiv production is estimated more accurately than
in the Li-BoReP model.

As the RaLiRa-BoReP model uses the same displademafel as the RaLiRa model (section 4.5), it
is no surprise that in both cases the simulatiodseat the same estimated level of cumulative
produced oil and water. Additionally, the flowratstimates in the RaLiRa-BoReP are lower than
those of the RaLiRa model (compare for instancetihe flowrate estimation errors of Figure 4.15
and Figure 4.19). Consequently, the RaLiRa-BoReBemfinishes the production process (slightly)
later than the RaLiRa model, yet this delay bae#lgcts the estimated and true NPV (see Table 4.12)

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.5 4.4 8.9
True 4.6 4.5 9.1
Estimation error -2.2% -2.2% -2.2%

Table 4.12 - True and estimated NPV (vertical wéllaLiRa-BoReP model) - 15% discount

While the Li-BoReP model better estimates cumudativater production and the RalLiRa-BoReP
model better estimates cumulative oil productidre true NPV of both models only differs by 0.1
million dollars. Moreover, the flowrate errors (Brg 4.19) again show (qualitatively speaking) a
strong positive correlation. However, Figure 4.@8icates that the Li-BoReP model is slightly better
at estimating true flowrates, as its mean flowieggmation errors are lower. On the other hand, the
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standard deviations of the RaLiRa-BoReP modelss and model flowrate estimation errors are of the
same order of magnitude as those of the Li-BoRe&ein@\ possible extension is to use those models
conjointly in order to more accurately predict bethter and oil cumulative productions. However,

this option is not investigated in this thesis.
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Figure 4.18 - CLRM results (vertical wells, RaLiBaReP model) - 15% discount
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Figure 4.19 - CLRM results (vertical wells, RaLiBaReP model): Flowrate errors

4.8 Computation time

As mentioned in the introduction of this thesig tequired computational effort of analytical madel

is low compared to that of numerical simulatorsthAlgh not the main focus of this thesis, a brief
mentioning of approximate computation times shagile an idea of the power of the analytical
models under consideration. The table below Istsé¢ approximate computation times.

CLRM

phase Virtual Data NPV Cumulative

Analytical Asset Assimilation Optimization time
Model

Linear (vertical wells) 316s 116s 404s 836s
RaLiRa 363s 130s 518s 1011s
Li-BoReP 374s 209s 467s 1050s
RalLiRa-BoReP 420s 166s 390s 976s

Table 4.13 - Approximate computation times

The cumulative computation times listed above emamsa the entire simulation. The total simulation
times and time step size is equal for all casesmaedtioned in each case's table in earlier sections
Important to mention is that whenever a layer @set off, it no longer contributes to the compotati
time. Moreover, no clear statistics are drawn frtira above table, although it is clear that data
assimilation (i.e. matching estimated and measyregbsures by estimating flowrates with the
analytical model) is always faster than the virasdet (i.e. the numerical model).

For all analytical models, the NPV optimization qmrtation time is small (on average less than two
seconds per time step) if neither maximum flownade layer closure time has been reached (i.e. if
choke valves can remain open). If this does odwowever, the computation time easily increases to
approximately seventy seconds, which could be @urtimproved upon by supplying gradients to the
algorithm.

Similarly, data assimilation computation times the analytical models are small (on average also
less than two seconds per time step) unless a isyarthe moment of water breakthrough or at the
closing off moment. However, data assimilation catagion time can take approximately fifty
seconds for breakthrough moments and could alssitgp$e improved upon by supplying gradients.
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Conclusion and discussion

In this chapter, conclusions are drawn based omdb@lts obtained in the previous chapters and are
subsequently discussed. First the linear modethferhorizontal well setup is treated, after whikhb t
focus shifts to the models for the vertical welsealastly, a conclusion is given with respectht® t
main research objective.

The (one-dimensional) linear model has been ofréstefirst and foremost because of its simplicity
and analytic nature. Its limitations were testedyean for a horizontal well setup (section 3.3.5),
which revealed that the model (without incorporgtahoke valves) is unable to provide control over
the flow in a multi-layered reservoir when therefliew occurring from one layer into another.
Therefore, the linear model (without choke vahisg)nsuitable for most heterogeneous reservoirs. On
the other hand, if each layer of a reservoir is bgemeous and produced by horizontal wells, then the
model works adequately as evidenced by the neatiddé flowrate estimation errors (Figure 4.10).

Even though the homogeneous requirement is a timitathis model can possibly also be suitable for
a heterogeneous reservoir where the permeability \@aries perpendicular to the well direction (i.e.
in the flow directionx). The reason is that its one-dimensional displasdndescription (expression
(2.1.40)) does not depend on the permeability &edpressure drop is only evaluated alongxhe
direction.

Unfortunately, the linear model is no longer appiate in case of vertical wells and two-dimensional
flow within each (still homogeneous) layer as irdéd by the large true flowrate estimation error
(Figure 4.13). The RaLiRa model, describing flowreg the inter-well axis of two vertical wells as a
Radial-Linear-Radial type of displacement, was egbently introduced to better handle the two-
dimensional flow aspects. This was definitivelytapsin the right direction, as the cumulative oil
production was estimated almost perfectly. Howetlee, water production still could be improved
upon. More importantly, the mean true flowrate raation error (Figure 4.15) and its standard
deviation were greatly reduced. However, a spikeuoed in the errors around and after water
breakthrough, meaning flowrates were being sigaifity overestimated.

After improving the displacement description, thextnstep to further reduce the mean and standard
deviation of the true flowrate estimation error wasimprove the pressure description. This new
description (section 3.3.3) was subsequently coetbirwith both the Linear and RaLiRa
displacements, which resulted in the Li-BoReP aafliRa-BoReP models. While the results of the
models were mostly similar, the average true flagvexror was found to be smaller for the Li-BoReP
model and this could be considered an advantagetbeeother model. On the other hand, if one's
interest lies in accurately estimating the momdmnwater breakthrough, the RalLiRa-BoReP model is
definitely the better choice.
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Interestingly, the RaLiRa-BoReP model estimatedctimaulative oil production adequately, while the
Li-BoReP model estimated the cumulative water petida more accurately. However, the standard
deviation was hardly reduced by either model beezatie flowrates were still significantly
overestimated once breakthrough had occurred. Tdreret is hard to draw a conclusion with respect
to which of the two models is better and the madadice consequently depends on the user's end-
goal.

For the accurately predicted horizontal well casgh( an average true flowrate estimation error of
approximately 2%), there was no spike after breakiph and yet the standard deviation was still
approximately 8%. Therefore the margin of improvatr@ the standard deviation of the true flowrate
estimation error for the Li-BoReP and RaLiRa-BoRedtels is most likely small.

The spike occurring in the flowrate estimation eris caused by the simplicity of both the
displacement models: once breakthrough occurredmidel's estimate of the water saturation at the
producer is at least equal to the shock front asitur level because the models only consider the
streamline along the inter-well axis. In truth, teuration level at the producer is lower askesa
longer for the water to arrive at the wellbore with other streamlines (Figure 2.7b). This spike,
however, could likely be reduced by improving th@wrate estimates. Improving flowrate estimates
after breakthrough, is most likely to be achieveg deriving an (accurate) two-dimensional
description of Buckley-Leverett flow in a boundeeservoir. However, a two-dimensional flow
description of the Buckley-Leverett solution (othlean the radial form) is not known to exist yet, |
alone for a bounded reservoir.

Indications of the required computation times wgeen at the end of chapter 4 where each of the
simulations inTable 4.13consisted of 100 time steps, 2100 grid cells ierirtual asset, and 2 layers
for the analytical model. The table seems to indiaa lack of large computational efforts for the
analytical model, especially considering that nadignts and the like were supplied to the NPV and
data assimilation algorithms which could speed ommutations. Moreover, improvements of the
analytical models' code might also be possibletiuce their computation times as well.

In conclusion: with respect to the research objecit is concluded that the analytical models

considered in this thesis can yield reasonably ratelestimates of the true reservoir flow, esphcial
when incorporating the bounded reservoir pressudein
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Recommendations

Main results have been summarized and discuss#tkiprevious chapters and already lead to some
considerations for future research within the tagfi@nalytical descriptions for subsurface reservoi
flow in a Closed-Loop Reservoir Management settidAgnumber of recommendations for future
research are listed in this chapter.

1. First of all, both displacement models are limitedheir usefulness due to the necessity of
(near perfect) homogeneous absolute permeabiligweder, for the linear model, this
necessity can be slightly weakened as its displanérand pressure formulae allow for
incorporating a non-constant permeability in dil@ctperpendicular to the well orientation
(i.e. in thex-direction). In order to facilitate easy and acteirpermeability estimations,
accurate initial permeability estimates are reconufee to be obtained beforehand.

2. A different addition to the permeability model cddde to include a skin factor that accounts
for formation damage (e.g. a near well-bore reduciin permeability), which for example can
occur during drilling and production processes.

3. With respect to the Li-BoReP and RalLiRa-BoReP nmodsehsidered in this thesis, one could
consider to combine both models to accurately edgérhoth the breakthrough moment as well
as cumulative productions.

4. Also interesting could be the introduction of a gasse to the subsurface reservoir flow and
usage of an analytical three-phase descriptiotfierdimensional flow. With respect to NPV
optimization, addition of such a third phase alggessitates the incorporation of formation
volume factors in order to account for gas thaetained within the oil.

5. Yet another alternative is to attempt to incorpemgtavitational effects (e.g. resulting from a
pitch in the reservoir) or capillary pressure etfdno the analytical model description.

6. Especially interesting and useful would be to derand incorporate a two-dimensional
analytical Buckley-Leverett flow description, asstdoes not yet exist.

7. In addition to such a two-dimensional flow modekarould then try to incorporate multiple
injectors and producers inside each layer, asready possible for single phase flow (e.qg.
potential flow theory). This additionally leads tmore complex and interesting NPV
optimization, as wells will no longer necessarily folly opened until an economic threshold
is reached.

8. Lastly, Model Predictive Control could possibly dygplied to further reduce flowrate errors.
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Appendix A
Additional figures

This appendix shows the results of the undiscountezontal well case which was briefly mentioned
in Section 4.3. However, they are not discusseati@sare similar to those of the discounted case.

A.1 Horizontal well - Linear flow 0% discount
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Figure A.1 - CLRM results (horizontal wells, lineandel) - 0% discount
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Figure A.2 - CLRM results (horizontal wells, lineaodel) - Flowrate errors

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 11.8 11.9 23.7
True 11.8 11.7 23.5
Estimation error 0% 1.7% 0.9%
Table A.1 - True and estimated NPV (horizontal sydlhear model) - 0% discount
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A.2 Vertical well - Radial-Linear-Radial flow 0% discount
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Figure A.3 - CLRM results (vertical wells, RaLiRadel) - 0% discount
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Figure A.4 - CLRM results (vertical wells, RaLiRadel) - Flowrate errors

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.4 4.7 9.1
True 4.8 4.8 9.6
Estimation error, -8.3% -2.1% -5.2%

Table A.2 - True and estimated NPV (vertical wallaLiRa model) - 0% discount
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A.3 Vertical well - Linear flow & Bounded Reservoir Pressure 0% discount
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Figure A.5 - CLRM results (vertical wells, Li-BoReRodel) - 0% discount
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Figure A.6 - CLRM results (vertical wells, Li-BoRepodel) - Flowrate errors

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.9 4.8 9.7
True 4.8 4.7 9.5
Estimation error 2.1% 2.1% 2.1%

Table A.3 - True and estimated NPV (vertical wdlisBoReP model) - 0% discount
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A.4 Vertical well - Radial-Linear-Radial flow & Bounded Reservoir Pressure
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Figure A.7 - CLRM results (vertical wells, RaLiRaxBeP model) - 0% discount
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Figure A.8 - CLRM results (vertical wells, RaLiRaBeP model) - Flowrate errors

NPV (million $) | Layer 1 Layer 2 Cumulative
Estimated 4.6 4.6 9.2
True 4.8 4.8 9.6
Estimation error -4.2% -4.2% -4.2%

Table A.4 - True and estimated NPV (vertical wallaLiRa-BoReP model) - 0% discount



