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Abstract

The electrification of modern-day society keeps increasing and the demand for electricity grows along with
it. Technologies like EVs and heat pumps are both part of the new types of demand, while PV systems and
wind farms are meant to be our main new sources of generation. Contrary to traditional resources connected
to the electricity network, most of these resources tend to be placed and operated in a distributed manner,
increasing the demand for transport capacity within the LV and MV grid. This demand cannot always be met
however, which leads to situations of congestion.

This thesis seeks to reduce this congestion by means of optimising the grid topology in line with the seasonal
variations in the supply and demand of electricity. This is done by means of implementing a two-stage recon-
figuration algorithm. The benefit of network reconfiguration is that it is a short-term and low-cost solution
which can be implemented by the DSO without relying on other external parties.

In the first stage of the reconfiguration algorithm, the positions of the normally open switches within the net-
work are optimised in order to adjust the power flow therein. These optimised positions are subsequently
used in the second stage to calculate the network variables. The first stage is implemented as a MILP op-
timisation in Python, while the second stage consists of a Newton-Raphson calculation in the commercial
software PowerFactory. This distinction is made to enhance the accuracy of the final network parameters,
while still being able to optimise the switch positions in a deterministic manner.

Rather than day-ahead or real-time reconfiguration, as is often considered in most literature, this thesis fo-
cuses on seasonal reconfiguration to accommodate for the manual operation of the switches present within
the MV grid in the Netherlands. These manually operated switches severely reduce the frequency by which
reconfiguration actions can be performed, but that does not mean that the topology of the grid cannot be
enhanced.

The presented reconfiguration algorithm is able to consistently reduce congestion within the analysed net-
work, completely removing it or reducing its severity. It also outperforms two optimisation options in Pow-
erFactory with regards to the objective function value. Those being an iterative exploration of meshes and a
genetic algorithm.
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Preface

This document contains the thesis about the two-stage reconfiguration algorithm to reduce congestion within
the medium voltage grid. This project is carried out for the course ET4300 Master Thesis Electrical Engineer-
ing, to obtain the degree of Master of Science at the Delft University of Technology.

It has been a little more than five years since my journey in Delft began. I had next to no prior knowledge
within the field of electrical engineering, apart from series and parallel circuits perhaps. Now, I have worked
on numerous projects throughout the years, ranging from self-disinfecting facial masks, to rockets. However,
this work I consider my crowning achievement. It is the first time that I have truly completed a project all
by myself and had direct control over what I wanted to research and how I wanted to do that. I feel like this
experience has been a true test of all that I have learned and done over the last few years and the experience
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You need to believe in the possibility of big change before you can start to bring it about with small steps.

I am a firm believer in change brought about by personal contribution, not just collective. It has been my
dream to make a contribution within the field of Electrical Power Engineering and I will continue to strive for
bringing about improvements to how we interact with our electricity system. I hope to have made the first
step in that regard here, with the work that you are about to read.

Of course, I have not been left completely to my own devices. I have worked closely with my daily supervi-
sor, Ir. N. Panda, who has been a great help throughout the project. He has been incredibly responsive to
my many questions and has truly helped me to bring about a better thesis than I could have done alone. He
has gone above and beyond what could have been expected of a daily supervisor, for which I am incredibly
grateful. I was also able to rely on the insight and experience of my thesis supervisor, Dr. P. Vergara Barrios. I
have discussed numerous topics with him, ranging from the optimisation formulation to the contents of my
literature study, and each of these has improved because of it. As such I would like to thank both of them for
guiding me during this project.

I'would also like to thank Dr. Ir. J. Rueda Torres, who has been a great mentor for me even before I started on
this project. His continued support, insight and encouraging attitude have been a great help and a continued
source of motivation and inspiration. His suggestions for the thesis have greatly helped to complement the
work I had already done, leading to more complete considerations than I would have thought possible.

Finally, there is also the mental stability required to complete a project of this scale. Drive and motivation
always waver as time progresses and results remain absent or incomplete. Most readers will probably recog-
nise themselves when I talk about late nights spent trying to make a simulation work as you intended it, with
no true solution in sight. However, I had the great fortune of being able to rely on the continued support and
encouragement of my family and friends. Working on this project alone has been one of the best learning ex-
periences I could have hoped for, but I never was truly alone because of my parents, my sister and my friends.
To each of you, know that you have my everlasting gratitude.

I hope you will enjoy the rest of this thesis.

Marcel Brouwers
December 2022
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Introduction

The electrification of modern-day society keeps increasing and the demand for electricity grows along with
it. Developments like an increasing number of electric vehicles (EVs) and heat pumps are core examples of
contributing factors to this increase. At the same time it has proven imperative that the electricity which is
used, is generated in a sustainable manner. The most prominent examples that facilitate this are photovoltaic
(PV) installations and wind farms.

This introduces another trend, as most sustainable technologies which are available do not lend themselves
to be deployed in a similar manner as traditional large-scale electricity generators. Traditionally, electricity
was generated in a centralised manner and the generators were connected to the high-voltage (HV) transmis-
sion grid. However, PV installations are often deployed in a decentralised manner, allowing for a large total
quantity, but with a small nominal capacity per connection. Additionally, wind farms are restrictive in their
placement, meaning that it is often not possible to connect them directly to the HV grid. As a result, most
of these technologies are connected to the low-voltage (LV) or medium-voltage (MV) distribution grid, in-
creasing the local penetration of these resources. This also leads to their common designation as Distributed
Energy Resources (DERs), which also includes the EVs and heat pumps, as they are placed and operated in a
distributed manner rather than a centralised one.

Much like any network though, the distribution system is subject to physical limits. Distribution networks are
designed to cope with peak demand and although they have been engineered to withstand a certain degree
of growth, the growth over the last few decades is exceeding those expectations [1] and will likely continue to
do so. This means that the operating limits are more often reached, or even violated.

1.1. Problem description

One of the situations which can occur as a result of the increased penetration of DERs is called congestion
[2]. Congestion occurs when the demand for electrical transport capacity surpasses its availability. For com-
parison, congestion is a similar effect as a traffic jam [3], but instead of too many cars on the road, there
is too much electricity that needs to be transported through the system. Congestion occurs as a result of
over-generation or demand, to the point where the operating limits of the lines are closely approached or
breached. On a technical level congestion problems can usually be described as voltage variations which ex-
ceed the designated limits and/or overloading problems of lines and cables, meaning that the loading is close
to or exceeding the thermal limits [4]. If such a scenario occurs it needs to be solved, either in a preliminary
planning stage, or in real-time if required.

The organisations responsible for overseeing the distribution systems and solving situations like congestion
are called Distribution System Operators (DSO). They are responsible for the network and that it continues
to be able to perform its function: efficiently deliver the active power to the consumers with high reliability
[4]. Most distribution networks have been designed to be passive networks [5] where most scenarios of peak
demand (or generation) could be handled by the network without intervention. But, due to the increase of
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DERs and the subsequent challenges that are imposed, this traditional distribution system is transitioning to
an active network [6].

Returning to the problem of congestion; there are a couple of actions a DSO can take in order to solve or at
least reduce situations of congestion. Traditionally these consisted of long-term solutions, like network re-
inforcement (for example, replacing lines with ones having a higher current carrying capability and smaller
impedance [4]) or network reconfiguration [6]. Short-term solutions could entail redispatch, where the sys-
tem operator requests an adjustment of the power generation, or power feed-in, in a specific area to change
the predicted flow of power. By lowering the power feed-in of one or more power plants within the congested
area while at the same time increasing the power feed-in of one or more power plants outside of this area,
the total power feed-in remains virtually unchanged, but the congestion is removed [7]. This is provided that
the increased generation outside the congested area does not exceed the local transport capacity, because
otherwise the problem is simply moved to this new area and the congestion would need to be solved again.

There are some limitations to these actions however. First of which is the timescale. Network reinforcement
and network reconfiguration have traditionally been long-term solutions, although there is work being done
on using network reconfiguration in day-ahead planning or as a corrective action. Furthermore, conges-
tion usually only occurs around peak moments of either demand or generation, which constitutes a limited
number of hours per year. Thus, the large investment needed for grid reinforcement may sometimes exceed
the added benefit. The increase in both demand and distributed generation of electrical energy also poses
problems for the network reinforcement. There can be a mismatch between the geographical location of the
increased demand (like a newly build residential area using no natural gas) and the increased generation (like
a new large-scale PV installation), resulting in both parts of the network needing reinforcement [8].

More recently, as the role of the distribution system and subsequently the DSOs became more active, other
actions were added to the options available to the DSO. Most prominently are the market methods, which
include dynamic tariff and distribution grid capacity market [4].

Despite all of the different options mentioned above, most system operators in the Netherlands are still not
able to prevent congestion. A clear illustration of this is given in Figure 1.1a and 1.1b, presenting the current
status of the available capacity inside the Dutch electricity grid from an electricity demand and an electricity
generation point of view, respectively. In Figure 1.1, yellow means that transportation capacity shortages are
expected (but not yet certain), orange represents imminent shortages and the red areas currently experience
structural capacity shortages. If there is no additional colour it means that there are currently no capacity
shortages. It is evident from Figure 1.1 alone that there is a huge problem of congestion already present
inside the Netherlands and unless something is done, this will likely only get worse due to the projected in-
creases in DERs.

In order to analyse different actions which may be able to resolve the problem of congestion, system opera-
tors need two things: network data and network models. The data is required in order to design representative
models of both the network itself and the assets connected to it, like generators and load profiles. The mod-
els, in turn, are required to review possible actions which can be taken to resolve the problem at hand, like
congestion. The data needed for the network model used in this thesis is provided by one of the Dutch DSOs
as part of a larger project, designated as ROBUST. The benefit of using real data is that the project described
herein presents a more accurate representation of the case study analysed than one based on assumptions
would be.

In particular, the case study used within this work represents one of the largest cities in the Netherlands. This
means a densely populated area, with increases in electrification for many aspects of everyday life as people
slowly transition to sustainable alternatives. As such, the earlier mentioned increase in electricity demand
(caused by EVs and heat pumps for example) and distributed generation (like PVs) is present in a prominent
way. Thus, due to these increases, the operating limits are starting to get reached and violated. This increased
stress on the network encourages the use of flexibility, which is where ROBUST is focused on.

ROBUST is the world’s first integrated research into a city-wide, future-proof and flexible electricity system.
It is working on an integrated flexibility system at city-region level to facilitate more sustainable energy and



1.2. Research motivation 3

Ervschede

Den Haag 3

s Rotterdam

e Redterdam

Fllpsersl s

 gegerland o
Herd
ertogenbosch arl b
Breds
Lbury
Middelbirg 1 t IMiddelbury

4 Eindhoven Essen

Keedeld
Wuppertal

- Antwerpen ol g Dusseldert b e, it Antwerpen Disseldor!
e Gand
Aot Hassalt v Kéln . Aalst Hasantt b Kiln
,,,,,, 3 ‘.nm Bann +_Bachen o
(a) Network capacity for energy demand. (b) Network capacity for energy generation.

Figure 1.1: Network capacity shortages in the Netherlands, obtained from [9]. Yellow means that shortages are expected (but not yet
certain), orange represents imminent shortages and the red areas currently experience structural capacity shortages, if there is no
additional colour it means that there is currently no capacity shortages.

electric transport in cities. ROBUST investigates the optimal relationship between grid reinforcement and the
use of flexibility, with the aim of reducing congestion problems and providing flexibility to national energy
markets [10].

1.2. Research motivation

The focus of this thesis will be on grid reconfiguration. Reconfiguration in the grid refers to the change of the
grid structure (or topology) through changing the status of the normally-open switches and normally-closed
switches [4]. Changing the status of a switch is also referred to as a switching action. Similarly to the concept
of redispatch, network reconfiguration changes the flow of power within the network which can lead to a re-
duction or removal of the present congestion. Contrary to grid reinforcement, grid reconfiguration does not
add any new components to the grid, but rather it seeks to optimise the use of the grid that is already available.

Currently, performing switching actions is only done over long timescales in the Netherlands. Based on dis-
cussions with a Dutch DSO, switching actions once every 3 to 4 years is deemed common. The frequency of
switching actions is primarily limited due to a need for manual operation of most switching devices present
in the grid. This means that there are significant costs and time commitments involved before a switching
action can be performed. As a result, most network reconfiguration actions are implemented as long-term
solutions in the planning stages of the grid (several years ahead). Such forms of network reconfiguration are
also referred to as passive network reconfiguration.

Despite these limitations regarding switching actions, most recent works in literature consider network re-
configuration on a shorter timescale, in the region of day-ahead or even as a corrective action after congestion
has already occurred (in other words a timescale of real-time). Such forms of network reconfiguration are also
referred to as active network reconfiguration. However, this presents a key problem when considering recent
advances in network reconfiguration and their applicability to the electricity networks in the Netherlands.

For active network reconfiguration it is important that the switching actions can be carried out within a short
amount of time and over the entire network. The only feasible way in which this can be implemented is by the
presence of remotely-operable switches. However, based on discussions with a Dutch DSO, such devices are
scarcely present at the moment within the Medium Voltage (MV) network in the Netherlands. There are ef-
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forts being made to increase the amount of remote operable switches, as well as advances in digitisation and
automation which will eventually enable the Dutch DSOs to perform active reconfiguration from a central
control room. However, these efforts are slow due to the sheer amount of switches that need to be replaced.
As such, for a short-term solution, assumptions toward system-wide fast remote switching actions are far
from realistic.

So, although active reconfiguration for day-ahead and real-time may show promising results in literature, it
does not offer a short-term solution for the already present problem of congestion inside the Netherlands,
as it cannot be implemented due to the limitations of the assets currently within the grid. Similarly, the pas-
sive network reconfiguration which is currently used within the grid has not been able to prevent the current
situation. However, there appears to be little consideration for network reconfiguration in-between these
timescales.

That is where the main topic of this thesis will focus on; the potential of implementing network reconfigura-
tion on longer timescales to reduce congestion within the grid, especially for future scenarios. In particular,
the timescales under consideration are seasonal in nature, where trends can be observed for both yearly
generation profiles and load profiles. For example, PV generation peaks in the summer months, whereas
electricity demand increases during the winter. This is shown graphically in Figure 1.2 [11]. The location of
these assets will likely differ, traditionally implying that both parts of the network would need reinforcing [8].
However, it also implies that the network can likely benefit from a different configuration for both situations.
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Figure 1.2: "Annual time series of weekly averages that illustrate the seasonal correlation of electricity demand (black line) and solar
generation (orange line) for Europe."” Found in [11].

Before the research question is covered, it is worth highlighting the work in [12], which presents a review of
publications up to 1994. It is important to point out that in [12] a few elements which have been mentioned
above are already explored, such as optimal seasonal configurations for the grid. This begs the question of
why it is still being researched in this thesis. Part of the reason why is because such actions are still not widely
adopted within industry standards. The more important reason however, is because of the changing elec-
tricity system as a whole. In [12] the main reason for network reconfiguration is described as: "Distribution
systems are designed to be most efficient at times of peak demand: the system configuration is unnecessarily
lossy during the off-peak times which are most prevalent." However, the current problem is that the peak de-
mand surpasses the capabilities of the distribution system and the network can no longer cope with the total
required transmission capacity. Changes such as higher penetration of renewable energy resources, more
distributed generation and increased electricity demand mean that the topic has evolved beyond the original
considerations from several decades ago.
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1.3. Research questions

This thesis seeks to add to the existing literature and resources by modelling a medium voltage distribution
grid representative of networks found in the Netherlands. Additionally, it seeks to add to possible actions
which can be taken by the DSO to remove or reduce congestion, by introducing network reconfiguration on
a seasonal timescale. The advantage of this approach of a seasonal timescale is that it can be used within the
current grid of the Netherlands, rather than assuming the future system will have the required functionality.

In order to achieve this goal there are several parts which need to be researched. The main research question
is being formulated as follows:

“How seasonal optimisation of the medium voltage grid topology by the use of a grid reconfiguration algorithm
can help to overcome structural congestion?"

Before an answer to the above question can be formulated there are several questions which will need to be
answered first, in particular:

* Question 1: What assumptions and network parameters need to be considered in order to design a
representative network simulation for a large city in the Netherlands?

* Question 2: How to formulate the mixed-integer linear program meant to implement the network re-
configuration algorithm?

* Question 3: What is the impact of different load profile scenarios on the MV grid?

* Question 4: Is it possible to optimise the topology of the MV grid (in a consistent manner) to cover a
wide range of different load profile scenarios by adjusting the normally open switches and thus chang-
ing the topology?

1.4. Research methodology

In order to answer the questions posed above, the problem is split into different parts. To start, it is required
to model a MV grid in which a situation of congestion can be simulated. This will require translating the
network topology into parameters which describe it, like the number of nodes and lines. Additionally, the
network will be bounded by several constraints. These can range from maximum current limits for the lines,
to the balancing of supply and demand within the considered network. These will need to be translated into
their mathematical formulation such that they can be included in the model.

Next, this model needs to describe the current status of the network. In particular, the model needs to deter-
mine if congestion has occurred (or is expected to occur) and if so, where it has occurred within the network.
Such modelling is done by the use of load flow calculations which will be covered in more detail in the litera-
ture review in Chapter 2. The completion of these steps is equivalent to modelling the problem of congestion.

Next, the problem needs to be solved. The method implemented in this work involves the reconfiguration of
the network in order to redirect the flow of power, thus alleviating the loading of the lines and resulting in re-
moving (or at least reducing) the encountered congestion. This is done by implementing the reconfiguration
as an optimisation problem, which will be bounded by the aforementioned network constraints.

Such an implementation would suffice for solving a single case of congestion. However, this thesis is consid-
ering the problem over a seasonal timescale and as such it will be important to not only consider the network
in a single instance of time, but over a range of different time horizons.

It is not within the scope of this work to apply network reconfiguration in real-time. Instead, it is considering
future scenarios where the occurrence of the phenomenon of congestion is expected to only increase. This
should provide DSOs with insight into short-term solutions before long-term actions like grid reinforcement
can be applied.
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For the seasonal time horizon, both the load and generation profiles within the respective periods of summer
and winter (spring and autumn being divided between the two) still need to be modelled. Once these formu-
lations are made it is possible to perform the network optimisation as a multi-period mixed-integer optimal
power flow. This in turn should yield an optimised network topology for each season, limiting the required
number of switching actions by the DSO to about twice a year.

1.5. Thesis synopsis

The rest of this work describes the process outlined above in greater detail. Chapter 2 will go into further de-
tail regarding some of the background information, conventions and methods used in the rest of this thesis,
as well as present an analysis of the state-of-the-art research on the topics discussed.

Next, in Chapter 3, the case study considered within this work is introduced. While the developed method-
ology can be applied to any MV network, it is deemed useful to provide context within which the modelling
considerations are made. The next chapter, Chapter 4, will highlight the developed methodology. This con-
sists of three parts, namely the initial power flow calculation, its linearisation and finally the reconfiguration
algorithm itself.

Once the methodology is in place, several scenarios are formulated to test the functionality of the reconfig-
uration algorithm in Chapter 5. Subsequently, the results of utilising the reconfiguration algorithm on these
scenarios are presented in Chapter 6. This chapter will also present a comparison with two other network
topology optimisation methods, those being an iterative exploration of meshes and a genetic algorithm, both
implemented in PowerFactory.

Finally, a brief summary is provided in Chapter 7, as well as the most important conclusions which can be
drawn based on the obtained results. The thesis is completed with several recommendations for future work
and possible enhancements of the presented work.



Review of theoretical background

To ensure that this thesis can be viewed as a largely self-contained comprehensive work, the following chapter
will ensure that the key aspects which are considered are explained in order to facilitate a common point of
available information. To be specific, this chapter will give insight into several aspects of the electricity grid,
including the operation thereof in Section 2.1. The problems regarding network overloading, the subsequent
congestion and possible congestion management techniques will be highlighted in Section 2.2. An analysis
of modelling techniques in regards to the electricity network is covered in Section 2.3. This is followed by an
analysis of the different constraints, which form the core of these models, in Section 2.4. The Optimal Power
Flow (OPF) will be discussed in Section 2.5. And finally there will be a thorough analysis of different advances
within network reconfiguration in Section 2.6.

2.1. Distribution systems

The electricity network is divided into different systems, where the transmission system and distribution sys-
tem are designated by their purpose and/or voltage magnitude level. The transmission system connects the
largest power plants to the electricity system and the distribution system distributes the electrical energy be-
tween the connected loads [13]. According to voltage level, the system is divided into a high-voltage (HV),
medium-voltage (MV) and low-voltage (LV) system. What voltage ranges constitute these levels can differ
per country. In the Netherlands, the HV is designated as voltages above 35kV, the MV ranges between 1kV
and 35kV and the LV is designated as voltages below 1kV [14]. The transmission system is usually equivalent
to the HV system and the distribution system always includes the LV system. The MV system is somewhere
between these two and its exact purpose can differ. It can fulfil both the task of transmission and distribution,
but it is primarily associated with the distribution system.

The electricity network structure is formed by the overhead lines, the underground cables, the transformers
and the buses between the point of power injection and power consumption [13]. According to [13] the net-
work structure can be designed as either a radial structure, a loop structure or a multi-loop structure. A radial
structure is characterised by all nodes being supplied by a single line, which is the least expensive option.
In a loop structure every node is fed from two directions, which results in a higher reliability but also higher
costs. Finally, in the multi-loop structure the nodes are supplied from more than two directions. These types
of networks are very reliable but also the most expensive out of the three.

In the Netherlands most distribution networks have a loop or multi-loop structure but are operated as a ra-
dial network, as this keeps the protection of the network simple [13] and it reduces the short-circuit current
[15]. This is implemented by means of switching devices within the network which are normally open, but
can be closed in order to change the topology of said network. A topology change may be desired when the
network experiences a fault. A fault can have different causes and implications, but in general it refers to one
or multiple components inside the network structure being out-of-order for a certain time. A line outage is an
example of such a fault, which in turn can be caused by congestion. An illustrative example is given in Figure
2.1, where a 6-node network is supplied by an external grid. Between nodes 3 and 4 there is a normally open
switch (NOS) and the flow of power is indicated by the green arrows. In Figure 2.1a all six nodes are supplied.
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However, a fault occurs between node 1 and node 2, as displayed in Figure 2.1b. Now, due to the line outage,
nodes 2 and 3 are no longer supplied with power. To remedy this, NOS is closed and the line between node
1 and node 2 is taken out of service for maintenance, as is shown in Figure 2.1c. Now every node is supplied
again.

«— — -— —

.o O: @ @:
| | |

NOS
(a) Original network layout. NOS is a (b) A fault occurs in the line between (c) The line between nodes 1 and 2 is
normally open switch, but can be nodes 1 and 2 (indicated in red), taken out of service (indicated by the
closed. resulting in a line outage. dotted line). NOS is closed to ensure

the entire network is still supplied.

Figure 2.1: Network reconfiguration due to a line fault.

According to the formal European definition, distribution system operator means: "a natural or legal person
who is responsible for operating, ensuring the maintenance of and, if necessary, developing the distribution
system in a given area and, where applicable, its interconnections with other systems, and for ensuring the
long-term ability of the system to meet reasonable demands for the distribution of electricity" [16].

The distribution networks in the Netherlands are mostly owned by independent network companies, since
they were unbundled from the energy companies in 2010 [17]. Due to unbundling rules, DSOs cannot own
(or invest) in generation facilities and are instead meant to provide access to the grid in a cost-effective man-
ner, irrespective of the technology or geographical location. In this context, uncertainties due to, for instance,
planning consents or financial support pose DSOs with major challenges as to what, where and when to re-
inforce the electricity network in order to provide connections without the risk of stranded assets [18].

The tasks of a DSO are diverse, but can be summarised as the following: allow for the transportation and
trade of electricity on the distribution network, maintain the operational security of the system and ensure
maintenance, repairs and expansions of the grid are carried out as necessary. The specific legislative respon-
sibilities for DSOs in the Netherlands are found in Article 16 of the so-called ’Elektriciteitswet 1998’ [19], freely
translated as 'Electricity law 1998".

In order to carry out these responsibilities the DSO has multiple methods at its disposal. Most relevant for this
thesis are the congestion management methods, multiple of which are outlined in [4]. The methods include
both indirect methods, which are mostly market-based, and direct methods. The indirect methods include,
but are not limited to: day-ahead dynamic tariff, distribution grid capacity market, intra-day shadow price
and flexibility service market. The direct methods include: grid reinforcement, network reconfiguration, re-
active power control and active power control. In a worst-case scenario a DSO can also resort to curtailment,
where certain loads or generators are temporarily disconnected from the grid.

2.2, Congestion

Congestion has been mentioned multiple times throughout this work as being one of the key problems facing
the modern electricity network due to the increase in DERs. A concrete example of such a situation can be
found in [20], which is a report commissioned by one of the Dutch DSOs to investigate the possibilities of
congestion management techniques for the substation Middelharnis. The report is originally in Dutch and
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references to the work in [20] will have been freely translated where applicable.

The report separates the investigation into three parts, namely: predicted future demand of transport capac-
ity, technical congestion management techniques and market-driven techniques. The future scenarios are
based on planned enlargement of the local generation capacity. Based on this increase, it becomes apparent
that the region will be facing structural congestion. However, technical congestion management techniques
are not applicable due to a lack of remote control and information of the switching gear. This lack of remote
control of switching gear is also one of the key factors which prevent the application of active network re-
configuration, as discussed in Section 1.2. Furthermore, market-driven congestion management is also not
possible due to a lack of applicable parties who could contribute to such a market.

This is not the only example of such a report in recent times ([21] [22] [23]), which is to be expected con-
sidering the incredible scale of structured congestion within the Netherlands as highlighted in Figure 1.1.
However, it does highlight the common approach for determining structural congestion and the possibility
for congestion management techniques.

Examples of both market-driven and technical congestion management can be found in [6]. The market-
driven congestion management techniques are separated into price-based and incentive-based techniques.
Here, price-based refers to flexible demands responding to the changes of electricity prices by adjusting their
consumption profiles. For the incentive-based, one example given is to build a flexibility market in which the
DSO can procure flexibility products to handle congestion [6]. The work in [6] goes on to combine a price-
based technique of dynamic tariffs with a direct control method of network reconfiguration and an incentive-
based technique of re-profiling. By combining the different techniques, the authors attempt to overcome the
drawbacks of using any of the methods in a standalone implementation. However, the considered time frame
is day-ahead, which makes application in the current grid of the Netherlands rather unrealistic due to the
aforementioned lack of remote control of switching gear.

A great example of incentive-based techniques can be found in the Netherlands in the form of GOPACS.
GOPACS is an initiative by the Dutch DSOs and TSO to reduce congestion by making use of market-driven
flexibility offers by grid-connected parties. When a situation of congestion occurs, it is entered into GOPACS
and a market message is issued. Market parties with a connection in the affected area can then place an
order on a participating market platform, like ETPA [24]. However, as was discussed in Section 2.4, the power
balance in the electricity grid needs to be kept. To do this, the order of decreased electricity consumption
inside the congestion area is combined with an opposite order to increase electricity consumption outside
the congestion area. GOPACS is responsible for checking if the order does not cause problems elsewhere and
if this is not the case, then the order is accepted. If every part is verified and accepted, the grid operators
will pay the price difference between the two orders. In this way the two orders are matched on the market
platform and the congestion situation can be solved [24].

2.3. Network modelling

In order to analyse a situation of congestion, it is necessary to be able to model the electricity network first.
However, the modelling of the electricity network is used for a multitude of reasons, ranging from active mon-
itoring of the state of operation of the grid to discerning certain characteristics like the power flowing through
it. Most of the publications analysed in this work, research aspects of the grid related to its topology and ca-
pacity. The main topic under consideration is network reconfiguration, but this is detailed later in the chapter
in Section 2.6. Another reoccurring topic related to network planning is that of hosting capacity in relation
to the placement of DERs. While this is not the same as the network reconfiguration, it shares many of its
objectives, where the network layout is modelled and analysed for possible occurrences of congestion [5].

The diversity in modelling objectives also leads to a diversity in modelling techniques. In [18] a number of
modelling techniques for distributed generation planning are discussed. These methods include the follow-
ing.

* Analytical analysis

* Exhaustive analysis
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* Linear programming
* Optimal power flow
* Metaheuristics

* Probabilistic analysis

Both the network reconfiguration and hosting capacity utilise the optimal power flow (OPF), which will be
discussed in detail in Section 2.5. But, before that, there are a few more points to discuss regarding the net-
work modelling, in particular the recent advances therein. When taking the modelling of the network as a
topic itself, a recent publication which concerns itself with the modelling of the distribution network can be
found in [25], which holds particular interest for this thesis due to its considerations in regards to the mod-
elling of the feeders. It is important to note that [25] is based on the Australian electricity network, meaning
that 22 kV is already designated as HV, while this would be MV in the Netherlands.

The work in [25] provides a step-wise analysis of the different network components which will be modelled,
like: cables and overhead lines, substations, transformers, capacitors and the coordinates of these different
components. As well as the different parameters relevant to the modelling. For cables and overhead lines
for example, this includes parameters like the type and length, but also the positive and zero sequence resis-
tances, reactances and capacitances. The authors of [25] go on to present the topology and general charac-
teristics of four modelled feeders, including the behaviour of the feeders using data from a preceding project.

Another project from the same university is presented in [1], which also makes use of the data presented
in [25] for the feeder modelling. The report presents the modelling considerations and results of a highly-
granular, detailed EV hosting capacity assessment done on urban and rural networks in Australia. The work
includes the demand-profile modelling of the EVs, the PV generation and the resulting case-studies in the
subsequent chapters. The work in [1] considers six different case-studies. They do not differ in terms of mod-
elling approach, but they represent the six different feeders which are considered.

Both [1] and [25] represent a similar modelling approach for the grid model as is used for the original grid
in this thesis. However, instead of a simulation in OpenDSS, as is done in [1], the model has been made in
PowerFactory. A full analysis of this model is made in Chapter 3. For now, it is important to note that one of
the aspects which can be modelled with the use of similar network models is the occurrence of congestion
within the network. This is a key feature necessary to validate the results of the network reconfiguration
algorithm.

2.4. Grid constraints

At the core of the network models and the operation of the grid itself are the grid constraints. The constraints
can be legislative in nature or practical for the sake of maintaining the operation of the system. In either case,
the constraints all originate from the responsibilities of the DSO, which is ensuring the continued operation
of the grid. The DSOs also have the responsibility to grant grid access to the users, within predetermined
quality limits with respect to voltage and frequency stability in order to prevent damage to the assets behind
the connections [26].

The legislative constraints for the distribution system operators are mostly captured in the 'Electricity Law
1998’ [19] and the Dutch grid codes, which can be found in [14]. However, a couple of aspects are interesting
to specifically highlight here.

One of the most important aspects of the electricity system is that generation and consumption of electricity
need to be in constant balance. This balance is required because it is not possible to store large quantities of
electricity inside the grid. As such, all electricity which is generated needs to be (almost) instantly consumed.
This constraint of power balance is also included in article 1.1 p of the "Electricity law 1998’ [19].

Another important constraint usually maintained during the operation of the electricity grid is the so-called
N-1 constraint. The N-1 constraint is a standard maintained by most system operators, which entails that
the entire system should continue operation in case a single component fault occurs without loss of load or
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violating any operating constraints [27]. This standard is usually maintained during planned maintenance
work by the system operator.

While this standard is commonplace for most DSOs, it is not a legislative requirement. The DSOs choose to
maintain this standard in their system. As a result, there are usually some places inside the network which are
only N secure (meaning that any component failure may result in violation of operating constraints). These
parts of the grid are primarily encountered in areas where there is distributed generation. However, in such
cases there is always the drive to go to a N-1 secure network.

It is also possible to identify several constraints based on existing literature in which the grid is modelled (4],
[5], [15], [28], [29], [30], [31], [32]), such as:

* Power flow constraints
Problems like congestion are formed by overloading of the lines and cables which need to facilitate the
transport of power. Most lines therefore have maximum loading constraints associated with the power
flowing through them.

* Voltage constraints
The voltage within the system will fluctuate due to imbalances. As such it forms an indicator of the
system state. The voltage should thus remain within certain boundaries to guarantee the functionality
of the grid. This is mostly implemented through maximum voltage deviations.

 Current constraints corresponding to thermal limits
When current is going through lines they will heat up as a result of energy losses. The materials form-
ing the different components of the electricity system (like the lines and transformers) have a certain
maximum thermal limit which they can withstand before they are being permanently damaged. Thus,
it is important to keep the current below values where such a situation can occur.

* Network radiality constraints
As was mentioned in Section 2.1, most distribution networks have a loop or multi-loop structure, but
are operated as a radial network. As such, when a certain topology for the network is considered, it is
important that it is formed as a radial network rather than a loop or multi-loop structure.

The above constraints are usually supplemented by case-specific constraints based on different aspects of
the grid operation and stability, but these are not relevant to the general considerations outlined here.

2.5. Optimal power flow analysis

An optimal power flow (OPF) analysis is a load flow computation, in which the calculation of the node volt-
ages and the optimisation of the controllable variables are carried out simultaneously. The load flow compu-
tation solves the node voltages in a given network under specified load conditions and generation [13]. The
OPF can be used for a number of applications, including but not limited to: state estimation and energy man-
agement, charging of plug-in electric vehicles, unit commitment, voltage stability and voltage regulation in
power distribution systems [33]. Concrete examples of the use of OPF can be found in [28] and [30]. The work
in [28] relates to Section 2.2 as it uses OPF to mitigate congestion in the distribution network. Meanwhile,
[30], relates to Section 2.4, as it proposes a mathematical model to manage all technical operating constraints
affecting distributed generation penetration within a distribution network by the use of OPE

More recent work regarding different OPF applications can be found in [34], which discusses a number of op-
timal power flow applications including expansion planning, regular operation, markets, network resiliency,
and unit commitment. Each of the discussed applications holds some relevance as to how to handle uncer-
tainty: whether by stochastic programming, robust optimisation, or alternative definitions of risk [34]. This
also returns in [35], which discusses deterministic OPE risk-based OPE and OPF under uncertainty. Here,
risk-based OPF utilises risk-based security criteria which depend on the assumed contingency probabilities.
This form of OPF can be divided again depending on the implementation of risk, ranging from: an additional
term in the objective function, one overall risk constraint, a combination of both, or one risk constraint per
individual contingency [35]. The OPF under uncertainty stems mostly from the increase in penetration of
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renewable energy sources (RES) within the grid. Additionally, with the transition toward smarter grids, de-
ferrable loads and storage devices also contribute towards the higher uncertainty.

All of the above examples utilise OPF in some way. While they may all be different, they do share the same
fundamental formulation. A general abstract formulation for the OPF is provided in [13] and copied here for
convenience.

Minimise f(x,u)
Subjectto h(x,u) =0

gmin < g(x,u) < gmax

umin <u< umax

Where x is the vector with the state variables, such as the unknown voltages. u is the vector with the con-
trollable variables, such as the injected power. f(x,u) is the objective function, which could be minimising
the losses for example. h(x,u) is the vector with the equality constraints, such as power balance. And finally,
g(x,u) is the vector with the inequality constraints, such as maximum and minimum voltage limits.

The optimal power flow can be formulated in different ways. These primarily correspond with the typical op-
timisation classifications: linear, quadratic and nonlinear. The OPF without simplifying assumptions is for-
mulated as a nonlinear program [13], which in literature is often referred to as ACOPF [36]. This formulation
can be hard to solve directly and is therefore more commonly solved using an iterative method. Commonly,
the Newton-Raphson method as described in [13] is used, for example in the widely adopted simulation soft-
ware PowerFactory [37].

An example of recent work in ACOPF can be found in [38], where an iterative approach is suggested to im-
prove the quality of solutions for ACOPF problems. The main motivation being that existing solvers for ACOPF
problems are generally successful in finding local solutions, which satisfy first and second order optimality
conditions, but they cannot guarantee a global optimum. The iterative process relies on duality theory, utilis-
ing the output of each iteration to warm start existing solvers for the subsequent iteration. To be precise, the
solution of the NLP solver is used to formulate a partial Lagrangian, which in turn is minimised. The solution
of this minimisation is used as the new initial value for the NLP solver. This process is repeated until the so-
lutions stop changing or up to a predefined number of iterations [38].

To reduce the computation time, a linear approximation of the OPF can be made, this is also referred to as
DCOPF [13]. The DCOPEF is principally different from the ACOPE This is due to the DCOPF linearising the
nonlinear load flow equations, which will affect the final result. The following approximations are made for
the DCOPF [13]:

* The node voltage magnitudes are 1 per unit (pu).
 The resistances of the lines are neglected.
* The differences between the voltage angles are small.

In most cases both the linear and nonlinear version can be formulated and the main trade-off will be in re-
gards to the accuracy of ACOPE compared to the computation time and convergence of DCOPF [39]. In that
regard, [39] provides a welcome complement to the work in [13] by formulating a complete DCOPF in a step-
wise manner. An example of recent work in DCOPF can be found in [40], where a new linear model for line
losses is introduced. Similar to the motivation for DCOPF over ACOPE the advantage of the method is that it
can be used for large networks and does not require AC feasible prior points as warm starts. Being an outer
approximation method, it can be used for multi-period, stochastic optimisation problems and also on mixed-
integer programs [40].

Another formulation for the OPF is by means of semidefinite programming (SDP). This approach was first
applied to OPF problems in [41], where the OPF is first formulated as a quadratic problem and then trans-
formed into a SDP. The SDP formulation is subsequently solved using an Interior Point Method (IPM), which
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can guarantee a global optimal solution. The advantage of SDP combined with IPM is that it is convex and
does not require deriving and computing the Jacobian matrices and the Hessian matrices for each particular
problem separately [41]. Additionally, it can be solved using well-developed linear solvers. A disadvantage
of the SDP formulation presented in [41] is that the CPU and memory usage is severely larger than for a NLP
formulation, especially for larger systems. Additionally, the SDP relaxation of the ACOPF is able to provide
an optimal solution for radial networks, provided that there is no lower bound on generation. If this bound
is present however, the SDP relaxation can have three possible approximation outcomes: (1) SDP relaxation
may be exact, (2) SDP relaxation may be inexact, or (3) SDP relaxation may be feasible while the optimal
power flow (OPF) instance may be infeasible [42].

More recent usage of the SDP for OPF can be found in [33] and [43]. The work in [33] seeks to extend the types
of networks for which SDP relaxation on the OPF can be used, which in most cases is limited to radial net-
works. The authors of [33] investigate sufficient conditions for which the SDP relaxation is exact for specific
cyclic networks. It is important to note that the conditions under which this work is applicable are somewhat
strict, requiring the objective function to be specified as a linear function of active powers or an increasing
function of reactive powers. The work in [43] on the other hand, tries to broaden the applicable objective
functions for SDP relaxation. Due to the rising demand for electricity, as was also discussed in Chapter 1,
various aspects, such as minimising fuel costs, losses, environmental pollution, and so on, are essential to be
taken into consideration for satisfactory power system operation and planning [43]. The work in [43] offers
a way to cope with this multitude of objectives by investigating multi-objective OPF with the use of SDP. The
presented method is able to outperform heuristic methods generally used for the solution of multi-objective
OPF [43].

Recent works also highlight OPF as a tool for both technical and market-driven congestion management
techniques. Both of which are considered when trying to resolve congestion, as became apparent from Sec-
tion 2.2. An example of technical congestion management is network reconfiguration, which is covered in
the next section (Section 2.6).

An example of market-driven congestion management through the use of OPF can be found in [44]. In [44],
OPF is used as a tool to solve the congestion management problem in relation to the centralised market and
the bilateral and multi-lateral transactions. The OPF is implemented with the use of a genetic algorithm called
Enhanced Genetic Algorithm. A traditional genetic algorithm is capable of locating a near-optimal solution,
but requires a large number of iterations to converge. An enhanced genetic algorithm makes use of problem-
specific operators, derived from the nature of the problem, to enhance the performance [44]. However, it
is important to note that deterministic calculations based on future scenarios are not possible with genetic
algorithms due to their probabilistic nature.

2.6. Grid reconfiguration

Reconfiguration in the grid refers to a change of the grid structure or topology by changing the status of the
normally-open switches and normally-closed switches [4]. The basic action of grid reconfiguration, as pre-
sented in Figure 2.1, is already discussed in Section 2.1. However, this discussion is an example of network
reconfiguration as a corrective action, when a fault has already occurred. The goal of network reconfigura-
tion in the context of this work is as a preventive action. The reconfiguration is meant to prevent a situation
of congestion from occurring by minimising the branch overloads while also keeping the number of control
actions taken by the DSO to accomplish this to a minimum. The first part of this goal, minimising branch
overloads, should result in a reduction in the occurrence of congestion. The second part has to do with the
operation of the grid. The control actions, or in this case the switching actions, can accelerate the degradation
of expensive switching gear, such as circuit breakers, and it may also lead to system instability [31]. As such,
it is important to minimise these actions when network reconfiguration is implemented.

The applicability of network reconfiguration in improving the operation of the grid has been proven in nu-
merous works of literature. It can be implemented as both a preventive action before a contingency occurs in
the system, or as a corrective action. The preventive action identifies the optimal base-case topology to serve
the demand, while the corrective action (implemented after the contingency has occurred) can reconfigure
thelines to actively change the power flow, which in turn should relieve post-contingency network congestion
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[32]. Both implementations can lead to reduced losses (and subsequent cost savings) and reduced branch
overloading [29] [31] [45] [46].

2.6.1. Historic analysis

The first proposal of using grid reconfiguration in the distribution system was made as early as 1975 in [47],
for the purpose of minimising line losses. Utilising corrective switching as a means of reducing network over-
loads was already proposed in the 1980s [29].

Despite the field of study already existing for several decades, network reconfiguration, especially on shorter
time-scales, remains a tool which only sees infrequent use. Part of the early reason can be found in [48],
which presents a review of the literature up to 1999. One of the main difficulties identified for implementing
network reconfiguration is in regards to the discrete values which represent the current state of the switches
(either open or closed) and the computing power available for implementing the algorithms. A similar con-
clusion in regards to the computing power is drawn in [49] for genetic algorithms.

However, due to the ever-increasing computing power, these problems are disappearing; although excep-
tions do remain, such as AC-based network reconfiguration. In fact, the first formulation of AC-based optimal
transmission switching (which is implemented as a mixed-integer nonlinear program formulation) was intro-
duced as late as 2012 [34] in the work of [50], 37 years after the first publication regarding grid reconfiguration.

For a very detailed outline on the publications surrounding network reconfiguration, interested readers can
also refer to [51], in which a review is presented for publications related to network reconfiguration of almost
every year between 1975 up to 2020.

2.6.2. Grid reconfiguration formulation types

The problem of distribution network reconfiguration is a highly complex, combinatorial, non-differentiable,
non-convex, mixed-integer nonlinear program (MINLP) optimisation problem, due to the binary status of
the switches and nonlinear three-phase power flow equations [29] [41] [52]. Network reconfiguration can be
viewed to be an extension of an OPE adding additional variables and constraints to account for the status
of the switches, but this also represents a considerably greater computational burden [12]. Add to this the
radiality constraint as discussed in Section 2.4 and the problem can be considered complicated [15].

Multiple formulation types have been developed over the years in order to encompass the most relevant
aspects within the considered model. To keep this as a largely self-contained comprehensive work, the most
common examples of possible formulation types are briefly outlined below to highlight their applicability,
advantages and disadvantages, which hold for any implementation utilising such a formulation.

MINLP

The deterministic formulation of the network reconfiguration is a MINLP. One of the main benefits of the
MINLP formulation is that it does not take any simplifying assumptions and as such it can be argued that the
MINLP represents the problem the most accurately, but this comes at the expense of higher complexity and
a longer computation time. However, the application in this work does not need fast computation times as
it is considering future scenarios and seasonal time-scales. Thus, this disadvantage has little impact on the
considerations made for this thesis.

What does form a disadvantage in regards to the MINLP formulation for application in this thesis is the avail-
ability of solvers which can handle MINLP problem formulations with large problem sizes. The problem un-
der consideration is a MV electricity distribution grid, which usually consists of over a hundred substations
and even more lines and cables interconnecting them. Most readily available software which can handle
MINLP to begin with can only do so for small problem sizes, which makes application in this thesis difficult.
This does not mean that MINLP solvers do not exist. An example is the KNITRO solver, however this solver is
only capable of solving convex MINLP and is a heuristic for non-convex problems [53].

MILP
The MINLP problem can be linearised to a mixed-integer linear program (MILP) by formulating the problem
using DC approximations [39]. This is identical to the linearisation discussed for the OPF in Section 2.5. The
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advantage of the MILP formulation is that it reduces the computational complexity and the solution process
is deterministic. Examples of such an implementation can be found in [39] and [54].

NLP or LP

Alternatively, the integer part of the MINLP formulation is removed and instead incorporated into the solvers
(or the solving process) of a NLP. A linearisation can be applied in combination with this approach to achieve
a LP. However, a disadvantage of this method is that the global optimum may not be found [4]. An example
of a NLP formulation can be found in [55], where the problem is originally formulated as a MINLP, but the
solver which is used necessitates it being implemented as a NLP.

Meta-heuristic approaches

The formulations above are all deterministic approaches. Many sources also consider a meta-heuristic ap-
proach for the network reconfiguration, for example the so-called genetic algorithms (GA) [28] [44] [56]. An
advantage of meta-heuristic approaches, such as GA, is that they provide multiple potential solutions, rather
than just a single optimum [44]. Additionally, the radiality constraint for the network topology is imposed
implicitly [28] and does not need to be explicitly implemented as a constraint. However, one of the main
drawbacks of meta-heuristic approaches is that they do not guarantee to find a global optimum and they
tend to be more computationally intensive than for example a MILP formulation.

A detailed description of a genetic algorithm applied to network reconfiguration can be found in [46]. A com-
parison between a MILP formulation and a genetic algorithm is made in [29], where the authors conclude
that the MILP is better suited for online application due to its faster and guaranteed convergence. The GA is
argued to be better for offline applications as it is more versatile in its application.

2.6.3. Recent advances in grid reconfiguration

Finally, to highlight some of the more recent works regarding grid reconfiguration specifically. To provide
a better overview, the references have been ordered according to a general topic, but there will be overlap
between them.

Uncertainty modelling

As good a place as any to start is the increase in uncertainty modelling and the role of network reconfigura-
tion therein. Due to the increased penetration of RES and the increase in energy demand, the energy system
is experiencing a rise in uncertainty considerations for both energy demand and generation. Matching this
rise, is a rise of research into this topic.

A good example of uncertainty modelling concerning network reconfiguration is presented in [57], which
analyses the effect on the active power losses and voltage stability inside a distribution network when both
distribution network reconfiguration and optimal distributed generation allocation are incorporated in the
system, making use of probabilistic load flow (PLF). The optimisation is solved using a meta-heuristic tech-
nique, called: adaptive modified whale optimisation algorithm A-MWOA. Additionally, the work in [57] presents
a method to check the radiality constraints by using Depth First Search Identified Matrix (DSIM). Both the
A-MWOA and the DSIM are described in a step-wise manner with pseudo-code being provided for the im-
plementation. The PLF is implemented using two different point estimate methods, namely: probabilistic
two-point estimate method and probabilistic three-point estimate method, the main difference being that a
two-point estimate takes less time while a three-point estimate is more accurate.

The used algorithm is able to find an optimal radial network configuration, where more reactive power ca-
pability is provided. However, similarly to many publications, the considered time-frame (being real-time
in this case), prevents industry adaptation (at least in the Netherlands) in the short term due to a lack of re-
motely controllable switches.

Another example of uncertainty modelling is given in [31], where stochastic optimal power flow (SOPF) with
the inclusion of network reconfiguration in the dispatch model is analysed. The motivation for utilising SOPF
instead of OPF is that the deterministic approach of OPF largely ignores the uncertainty associated with in-
termittent renewable power. The SOPF is implemented in four different variations, namely: relaxed SOPE
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normal SOPE enhanced SOPF and enhanced SOPF with network reconfiguration. Here, the relaxed SOPF is
used as a baseline for comparison of the congestion-induced costs. The normal SOPF only includes base-
case network constraints while the enhanced SOPF also includes contingency-case constraints. Finally, the
enhanced SOPF with network reconfiguration also includes post-contingency network reconfiguration [31].

The work in [31] goes on to show that network reconfiguration can relieve congestion and reduce congestion-
induced undesired renewable curtailment. However, similar to many other publications, [31] considers the
network reconfiguration as a corrective action. This presents an unlikely implementation for the current MV
grid in the Netherlands due to the manual nature of the switching operations, rather than automated remote
operations. Not only that, but the authors themselves also point out that the SOPF with network reconfigura-
tion is much more computationally intensive than a normal OPE resulting in longer simulation times and a
subsequent inability to be used as a corrective action, at least for now.

A broader concern for the uncertainty considerations is given in [58], which also regards more traditional
sources of uncertainty, such as weather conditions, or the more recent COVID-19 pandemic which greatly
altered energy demand and generation. To be specific, the work in [58] covers a base-case scenario of a dis-
tribution network, which is subsequently compared to a scenario with load variation and a scenario with a
line outage. In order to solve the reconfiguration optimisation, the authors propose the usage of the meta-
heuristic Manta Ray Foraging Optimization (MRFO), which is also the main novelty of the publication. MRFO
has a search mechanism where it moves between different update procedures of found solutions, which aims
to enhance the chance of avoiding local optimal solutions and instead find near-optimal solutions [58].

Despite the increases in uncertainty, there is also an increase in available data to help cope with this uncer-
tainty. SCADA has traditionally been the main measuring equipment of the grid, nowadays being supple-
mented with the rising deployment of smart-meters [52]. However, the relatively new technology of Phasor
Measurement Units (PMU) offers great improvements compared to the SCADA system. A comparison be-
tween the two can be found in [59]. Relevant to this thesis is that the PMU also enables research as presented
in [52].

The work [52] proposes a data-driven method based on the measurements of uPMUs [60] to determine the
hourly optimal configuration of a distribution grid in a real-time manner. To be specific, the authors pro-
pose a two-phase method. First, the node voltage and injected current phasor measurements of the yPMUs
are processed via a linear state estimation to determine the net load at each node. Subsequently, this data
was analysed using a bi-level information granulation [52]. Second, the output of the first phase provides the
probability distribution (or uncertainty bounds) and numerous information granules for running a stochas-
tic robust optimisation (SRO) to determine the optimal hourly network reconfiguration in real-time, which
is modelled as a Mixed Integer Second Order Conic Programming (MISOCP) problem [52]. One of the in-
teresting advantages presented in [52] is the robustness of the method to generation and load uncertainties,
which is due to the uncertainty bounds being based on the measurements of yPMUs in real time without
using forecast models.

Machine Learning

The method described in [52] utilises machine learning in parts of its process. Indeed, the authors of [52]
state that one of the best ways to take advantage of the yPMUs data is through machine learning. Although
the topic of machine learning itself is outside the scope of this thesis, the advances made with the application
thereof are still interesting to explore.

The uncertainty considerations within network reconfiguration with the application of machine learning re-
turns in [61] for example, which considers a multi-objective stochastic network reconfiguration model, which
balances absorption rate of high penetration wind power generation and voltage stability. To be specific, the
work in [61] develops a modified multi-objective Bayesian optimisation algorithm (MMOBOA) to obtain a
Pareto front. This will represent the trade-off between absorption rate and voltage stability. Next, a technique
for order preference by similarity to an ideal solution (TOPSIS) is used to determine the reconfiguration, by
comparing the solution to a pre-defined ideal solution.
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The MMOBOA iteratively searches for non-dominated solutions, which are kept in an archive. Then, MMOBOA
applies a Bayesian network to estimate the joint probabilistic distribution of these non-dominated solutions,
where a new population is generated by hierarchically sampling the obtained Bayesian network [61]. The
MMOBOA is designated as an evolutionary algorithm in [61] and as such its results are compared with other
evolutionary algorithms. The MMOBOA demonstrates a solution with lower curtailment of wind power and
lower voltage deviation compared to the considered algorithms. However, no results are presented regarding
the computation time, nor about other types than the evolutionary algorithms, making it hard to infer the
applicability of the presented work.

The consideration of voltage stability is also analysed within [62], which goes over the development of a deep
learning-based method (DLBM) for distribution network reconfiguration (DNR) with the goal of short-term
voltage stability (STVS) enhancement. The main cause of short-term voltage instability, according to [62],
is the tendency of dynamic loads to restore consumed power in the time frame of a few seconds. With the
increase of DERs and the growth of low-inertia compressor motor loads, the STVS issues become more promi-
nent [62].

In [62] a STVS evaluation network is implemented, based on deep convolution neural networks (CNNs), in
order to map the distribution network topology and system parameters onto the STVS performance, which
is trained using historical data. Next, the STVS evaluation network estimates the root-mean-squared voltage-
dip severity index (RVSI) of all considered topologies and shortlists the topologies that meet the STVS require-
ment [62].

The results presented in [62] are positive with regards to efficiency and reliability. Additionally, according to
the authors, the scalability of the presented work for large-scale systems can be extended by combining it
with heuristic search algorithms. However, much like the other works presented in this section, the applica-
tion is oriented on small time-scales, preventing short-term adaptation.

The work in [63] presents another example of machine learning applied to network reconfiguration. In partic-
ular, the work presents a Reinforcement Learning (RL) based approach to train agents that proposes topology
control actions to a system operator. Emphasis is placed on the potential application of RL-based agents to
act in conjunction with human network operators in the form of decision support tools, able to identify and
suggest control actions that human operators and traditional solution techniques are unaware of or unaccus-
tomed to [63].

The policy of the agent is modelled using a feed-forward neural-network with 2 hidden layers. The input
layer has the size of the state space (which includes generator, load and line parameters). The size of the out-
put layer consists of the action space (represented by the different possible implementations of the network
topology) [63]. The reward at each time step reflects the remaining available transport capacity: the loading of
alllines are combined and the reward increases (decreases) if the loading of the network decreases (increases)
[63]. The approach in [63] shows good convergence and a capability for generalisation. It is expressed that
the RL approach presented is well-suited as a baseline for future studies on larger and more realistic power
networks, as the approach itself is rather simple and only considers a small network with a single scenario.

Model effectiveness and efficiency

One of the simplifications made in [63] is neglecting the radial operation of most distribution networks, as
discussed in Section 2.1. The topic of radial operation itself also remains a point of improvement, as is dis-
cussed in [64]. In particular, the main concern raised in [64] is that existing methods of formulating the
radiality constraints can cause under-utilisation of distribution system flexibilities.

A different radiality constraint is proposed and implemented as a two-step method. First, network radiality is
ensured by having a spanning tree as the distribution system’s topology super-graph. Second, a more flexible
reconfiguration in enabled by allowing the distribution system to select a sub-graph of the spanning tree to
be the actual network topology [64]. Another way of looking at this implementation is that the final network
topology is allowed to be a combination of smaller sub-networks which operate independently, rather than
one connected network.
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The proposed method enables more flexibility when considering network reconfiguration. Given examples
include: more adaptive merge or separation of sub-grids and more flexible allocation of power sources into
sub-grids [64]. A disadvantage of the work in [64] is the assumption of forming sub-networks within the dis-
tribution grid as a consequence of the spanning tree super-graph and the spanning forest sub-graph, which
may not be desirable or even allowed. Additionally, the focus is on network reconfiguration as a corrective
action, whereas this thesis has a focus on preventive actions.

One of the main concerns raised in Section 2.6 in regards to network reconfiguration is the model efficiency
(computation time for larger systems, convergence rate, etc.), which also returns in the work presented in
[31]. An example of recent advances towards higher efficiency is presented in [51], which presents a mathe-
matical model for loss minimisation in distribution network reconfiguration, considering the system voltage
profile. First, a classical formulation of the problem as a MINLP is made. However, the nonlinear nature
of the problem prevents the use of fast linear solvers. Thus, the authors of [51] also present the problem
modelled as a convex mixed-integer conic program (MICP), which allows the use of linear solvers which are
(usually) more efficient than nonlinear solvers. The authors of [51] go on to describe several different case
studies in which network reconfiguration is applied and they also present a section dedicated to comparing
the obtained results to previous works. However, one of the major drawbacks of any convex formulation is
that verifying convexity can be hard and one of the common approaches of only allowing for modelling op-
erations that preserve convexity [65] may not always be feasible.

Similarly, the model efficiency (in particular the computation time) can be improved upon for the meta-
heuristic algorithms. Recent work in this regard can be found in [66], which presents a multi-step recon-
figuration procedure, utilising the recent Harris hawks optimisation (HHO) algorithm accompanied by pre-
processing of the search space and initial feasible population generation, as well as post-processing regarding
solution refinement. These phases are aimed at improving the search for near-optimal configurations, within
areasonable time.

HHO is a recent population-based nature-inspired meta-heuristic algorithm proposed in [67], which mimics
the hunting behaviour of Harris-type hawks [66]. Interesting to note is that meta-heuristic algorithms were
initially used for defining real-valued solutions in continuous optimisation problems. However, the network
reconfiguration requires integer values to correspond with the switch positions [66]. To this end, the work in
[66] utilises a rounding procedure before evaluating the corresponding performance.

The results presented in [66] are especially positive regarding larger networks, providing the highest perfor-
mance in terms of minimised power losses and enhanced voltage profile, with the highest success rate and
the lowest running time compared to the other considered meta-heuristic algorithms (the other two being
particle swarm optimisation and the Cuckoo search algorithm). The main drawback of the work presented in
[66] is that it considers a single-phase model, rather than a three-phase one. This limits the direct applicabil-
ity of the results to the more typical three-phase distribution systems as they cannot be verified.

To continue along the trend of improving the computation time, the work in [68] analyses the computational
complexity of dynamic reconfiguration in near real-time and the underlying optimal scheduling problem.
Since the full dynamic reconfiguration problem has been considered computationally intractable, the ap-
proaches found in literature treat the problem approximately, not fully addressing its complexity, according
to [68]. Contrary to this, the authors of [68] present a future prospect utilising quantum computing to handle
this full complexity and enable the computation of the optimal solution.

A number of different formulations are explored and compared on problem complexity, number of opera-
tions and computation time. The formulations include: unrestricted optimal reconfiguration, optimal static
configuration, time-bounded linear dynamic reconfiguration, time-unbounded cyclic dynamic reconfigura-
tion and open cyclic dynamic reconfiguration. The work in [68] continues to show how the complexity of the
optimal reconfiguration problem scales with the number of candidate switching operations, rendering the
problem infeasible in practical terms with just three operations.

To resolve this practical infeasibility, the authors of [68] propose new approaches based on quantum comput-
ing as realistic options to solve the problem in the future. What enables quantum computing to potentially
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acquire an effective solution is based on the unique phenomena of quantum superposition and quantum
entanglement which enables the computation parallelisation with an exponential scaling with the quantum
hardware size (or the number of quantum bits) as opposed to the linear scaling with the number of cores
of classical computing [68]. However, it should be noted that this is still speculation. As the authors of [68]
themselves state: quantum computing is still in its infancy, suffering from noise and limited in the problem
size they are able to handle.

Improving distribution grid operation

Apart from improving the efficiency of the network reconfiguration itself, the application thereof to improve
the operation of the distribution grid by using it as an active tool for system operators is also a topic of con-
tinued research [45].

A recent example of such research is presented in [32]. The work in [32] studies network reconfiguration as
a preventive and corrective action for transmission flexibility in day-ahead stochastic security-constrained
unit-commitment (SSCUC), while considering a multi-scenario RES output. The preventive action is des-
ignated as preventive network reconfiguration (PNR), which identifies the optimal base-case topology of the
network. The corrective action is referred to as corrective network reconfiguration (CNR) and is implemented
after the contingency has occurred. The authors of [32] consider four different variations of SSCUC, namely:
SSCUC, SSCUC with PNR, SSCUC with CNR and SSCUC with both PNR and CNR.

Based on the obtained results, the authors of [32] conclude that CNR actions should be carried out closer
to generation buses. This, because it enables the commitment of cheaper generation units, or the discharge
of energy system storage (ESS) devices, during low RES penetration periods. PNR actions on the other hand
should be performed on key lines closer to the low-voltage side or loads of the network. The results of the PNR,
which itself resembles the desired implementation in this thesis the closest, are also deemed more favourable
due to its frequent occurrence in the studied scenarios.

One of the interesting findings in [32] is that only a few reconfiguration strategies are key to addressing sys-
tem congestion, which would alleviate the concern raised before in Section 2.6 regarding the degradation of
switching components. However, the day-ahead nature of the implementation which is presented prevents
an adaptation in the Dutch MV network due to a lack of remote-controlled switches.

Complementary to only considering network reconfiguration is a combination of network reconfiguration
with the ever-increasing number of EVs. An example of such work can be found in [69], where the authors
outline the potential benefits of utilising autonomous EVs (AEVs) for coping with distributed energy genera-
tion. However, employing AEVs in this way in a standalone manner seems unlikely due to certain restrictions:
the inherent radial topology of distribution networks requires that the power stored in AEVs can only be sup-
plied to certain downstream nodes. Even if this restriction was revoked and reverse flow is allowed, the total
flow passing through the feeders will increase due to V2G (vehicle to grid) services [69]. Network reconfigura-
tion offers a way of coping with these restrictions due to its capability of altering the power flow by changing
the network topology while maintaining radiality.

The travel behaviour of the AEVs is modelled as a combination of a multinomial logit model to describe the
choice of different charging locations and a combined distribution and assignment (CDA) model to calcu-
late the equilibrial travel time and facility selection [69]. This is combined with an AEV charging behaviour
and a battery degradation model to complete the AEV modelling, where the traffic pattern is explicitly con-
nected with the spatial-temporal distribution of the electricity demand [69]. This is combined with a dynamic
distribution network reconfiguration (DDNR). As the focus is on the potential impacts of coordinating AEVs
charging/discharging with DDNR, the intermittent renewable generation is incorporated as a net load from
the modelling perspective [69].

The results presented in [69] highlight that DDNR technologies complement V2G well in terms of minimising
the total system cost, despite the V2G services imposing extra battery degradation costs. As a side benefit,
the amount of switching actions are shown to actually decrease slightly following the coordination with AEVs
[69]. Similarly to [32] however, the application of the work presented in [69] is prevented by its reliance on
remotely controlled switches being present within the network.
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Simultaneously, while EVs can provide system flexibility by shifting the peak demand and operating as flexi-
ble loads/generators to reduce system congestion (when aggregated), they can also be a source of additional
uncertainty. Both of these aspects of EVs are considered in [70], which investigates the optimal grid recon-
figuration strategy considering the random behaviour of electric vehicle fleets and wind energy uncertainty.
This, with the aim of increasing system flexibility and reducing expected operating costs. In addition to the
uncertainty of wind generation, the proposed stochastic framework models the uncertainty associated with
the departure and arrival times of the EV fleets, state of charge (SOC) of batteries and number of EVs in a fleet
[70].

To ensure that the solution for large-scale systems remains tractable, the Benders’ decomposition (BD) [71]
is proposed by the authors of [70] to decompose the original large-scale problem into one tractable master
problem and several sub-problems. The sub-problems are designated as normal condition and stress con-
dition. The normal condition checks the hourly grid security and its reconfiguration. The stress condition
evaluates the optimality in each scenario by checking the convergence to a pre-defined level of satisfactory
accuracy.

The results presented in [70] show great advantages when including the grid reconfiguration, such as a reduc-
tion in operating costs, expected energy not delivered (EENS) and expected wind energy curtailment (EWEC).
However, only a MILP model with DC power flow is considered within the work, lowering the overall accuracy
of the power flow calculation compared to a non-linear formulation.



Introducing the case study

Before discussing the different modelling and simulation aspects, it may be useful to place those within con-
text. Thus, the case study is introduced first, to which the rest of the methodology in Chapter 4 is applied. It is
important to stress that the methodology can be used for any MV network and the presented case study is just
an example. Knowing this, the network under consideration will be discussed in Section 3.1. Additionally, the
different components present within this network (and relevant for its analysis) are discussed in Section 3.2.

3.1. Network analysis

As mentioned in Chapter 1, the case study analysed within this work is one of the largest cities in the Nether-
lands. To give a more detailed description: the network is a 143-node grid, connected by a total of 153 lines
(or cables since it they are underground). A graph plot of the network is presented in Figure 3.1. The grid is
designated as a medium voltage network, with a nominal voltage of 10.5 kV.

Figure 3.1: Graph plot of the base-case meshed network.

As was mentioned in Chapter 2, in the Netherlands most distribution networks have a loop or multi-loop
structure but are operated as a radial network. This case study is no exception. To this end, 11 of these 153
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lines are open in the base case. A visualisation of the radial network (as operated in the base case) is depicted
in Figure 3.2.

Figure 3.2: Graph plot of the base-case radial network.

As mentioned in Chapter 1, this project had access to real data from one of the Dutch DSOs. In order to
represent this data, the respective network is implemented in a PowerFactory model. PowerFactory is a lead-
ing power system analysis software environment used for analysing different kinds of systems, ranging from
industrial to full distribution or transmission systems. Additionally, with the feature of added scripting and
interfacing, PowerFactory can be used for automated and integrated modelling and analysis [72]. This last
feature is especially important as it allows PowerFactory simulations to be run through the high-level pro-
gramming language Python. This feature will be used throughout this project to retrieve data, compare sim-
ulation results and analyse the network in general.

3.2. Component analysis

There are several components within the network relevant for the analysis thereof. For this work the loads,
generators, lines, cables, switching systems and substations are of particular interest. All of these components
are discussed in detail below, starting with the loads

Loads

The loads within the network are modelled as constant P Q loads. This entails that the nominal rated power
will not change, as long as the supplied voltage is equal to, or greater than, the minimum supply voltage. If
the supplied voltage drops below the minimum rated value, the load behaves as a constant impedance load
to limit the formation of large currents which could trigger overcurrent relays [73].

Another characteristic of the loads is the used technology. In PowerFactory, the technology type is designated
as 3PH-'D’. The 3PH refers to the fact that the loads are 3-phase load types. The 'D’ term has to do with the
way the different phases are connected. In this case, all loads are balanced loads, where the load is shared
equally amongst the phases [74], this is also referred to as a delta connection. For a visualisation of how a
balanced load is connected, refer to Figure 3.3.
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Figure 3.3: Three-phase delta-connected balanced load. In PowerFactory referred to as 3PH-"D’ load model [74].

There is also a distinction between general load elements and MV load elements within PowerFactory. The
distinction is that MV load elements include transformer type data and LV network parameters, which does
not apply to general load elements [75]. This means that MV loads can act both as loads, but also as gen-
erators, depending on the specified data. General loads on the other hand will only ever act as loads. The
difference is perhaps best expressed using a visualisation, which is presented in Figure 3.4. In Figure 3.4a, the
MV load is depicted, which consists of both the transformer and the load forming one component attached
to the terminal. In Figure 3.4b, the general load is depicted, which is just a load-type component connected
to the terminal. Finally, Figure 3.4c depicts how a MV load can be implemented using a general load, which
requires a separate transformer and generator.

MV terminal
MV terminal MV terminal
Transformer
LV terminal
General load Generator
MV load General load
(c) Equivalent MV load implemented using a
(a) MV load type in PowerFactory. (b) General load type in PowerFactory. transformer, general load and generator.

Figure 3.4: Visualisation of the difference between a MV load and a general load. Adapted from the work in [75].

Generators

There are no traditional large-scale centralised generators connected to the considered MV grid. Instead,
there are a number of 3-phase PV generators present. The generators are modelled as static generators,
meaning that their frequency is controlled by the network to which they are connected. The presence of
these generators means that some of the load within the network could potentially be supplied locally. How-
ever, it should also be noted that the generation tends to be relatively low compared to the overall demand
of the system. This is illustrated in Figure 3.5a and Figure 3.5b, displaying the yearly active power genera-
tion and active power demand, respectively, with hourly precision. When analysing the average amplitude of
both, it becomes apparent that the demand can be more than 30 times higher, even during peak generation.
Thus, most of the electricity demand will still need to be supplied by the external grid.

In Figure 3.5 it can also be observed that a similar trend as from Figure 1.2 (displaying the yearly demand and
PV generation in Europe) is found within the demand and generation for the considered network. Thus, the
earlier stated intention of analysing a summer and winter switching profile remains valid for the considered
network.

Substations
The substations are the main point of consideration for this thesis in terms of scope, as the network will be
analysed on this level. It is also important to clear up some terminology. The substations inside the MV grid,
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(a) Yearly PV generation within the considered MV network. (b) Yearly power demand within the considered MV network.

Figure 3.5: Yearly profiles of demand and generation of the MV network with hourly precision.

in terms of graph theory, are the same as nodes for this thesis. Within each of these nodes, there are so-
called terminals to which the different components (like loads or lines) are connected. An example of such
a terminal inside PowerFactory is provided in Figure 3.6. The distinction is ultimately only important when
considering the format in which the data is available, as all components are connected through a terminal
and indexed relative to this terminal. The terminals within a substation will be aggregated such that the entire
system is considered at substation level.

Medium voltage
load

<KD .

Figure 3.6: An example of a terminal inside PowerFactory. Connected to the terminal are a medium voltage load on one side and an
open switch on the other.
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Cables

There are four different kinds of cable types present within the MV grid, those being: XLPE, GPLK, KUDI
and ones referred to as Line 10kV. The latter type consists of connection pieces between the different assets
and the terminals, as such referring to them as cables is not fully accurate within the typical context of cables
within electrical engineering. They do not have active operating limits and are not considered when analysing
congestion within the network. The other types are differentiated by their type of insulation. GPLK cables are
insulated using lead and paper impregnated with a combination of oil, resin and wax [76]. The XLPE cables
are insulated using cross-linked polyethylene and KUDI refers to distribution system cables insulated with
plastic [76].

There are several operating constraints which need to be taken into account for each of the cables. Most
prominent amongst them when considering situations of congestion is the line loading. For the GPLK cables
the lines may be loaded up 70% of the rated current during normal operation and 100% during a disturbance
or maintenance. The XLPE cables may be loaded up to 100% during normal operation and 120% during a
disturbance or maintenance. Finally, the KUDI cables are operated with the same loading constraints as the
XLPE cables.

Switches
Finally there are the switches. There are three different kinds of switches present inside the network under
consideration, those being: circuit breakers, load-break-disconnectors and disconnectors.
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In order to answer the posed research question, it is necessary to implement the required functionality within
an algorithm, hereafter referred to as the reconfiguration algorithm. This algorithm will be used to optimise
the network configuration by altering the status of the switches present within the network, such as to reduce
network congestion present therein. In this chapter, the process of developing the reconfiguration algorithm
will be discussed, which is depicted graphically in Figure 4.1.

PowerFactory
(benchmark &
verification)
SILE|

Updated
Network data switch positions
PowerFactory NLP formulation LP formulation MILP formulation Result
(base-case) (power flow) (power flow) (reconfiguration) analysis

4 A A e an

Scenarios

l:‘ Import data Initial formulation I:‘ Switch position optimisation D Power flow calculation Analysing the results

Figure 4.1: Development of the reconfiguration algorithm. The logos are used to highlight in which environment the step is performed:
either using Python, or DIGSILENT PowerFactory.

In Chapter 3 it is mentioned that the original model of the network under consideration is implemented in
PowerFactory. Additionally, it is mentioned that it is possible to interface PowerFactory with Python, which
will be the programming language used to develop the reconfiguration algorithm. As such, it is possible to
access all the functionalities of PowerFactory through the software environment developed in Python. The
PowerFactory model will initially be used to retrieve the base-case network data, which is the first block in
Figure 4.1.

Next, in the second block and as a first step towards implementing the reconfiguration algorithm for network
congestion reduction, it is important to know whether or not congestion is present (or predicted) in the net-
work. To this end, a NLP power flow algorithm is formulated in Section 4.1 to compute the different network
variables of interest and provide insight into the steady-state behaviour of the system [13]. This power flow
formulation will additionally serve as the basis for the subsequent reconfiguration algorithm.

Ideally, with the nonlinear formulation finished the integer variables representing the switch positions within
the network would be added, transforming it to a MINLP. However, as covered in Section 2.6.2, it is currently
not possible for this project to use a solver capable of solving the MINLP in a deterministic manner. As such, a
different approach has been conceived. The complete reconfiguration algorithm will be formulated as a two-
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step approach. First, a MILP formulation is used to optimise the switch positions within the network. Next,
the variables within the network are calculated using the power flow calculation from PowerFactory. This
approach is graphically displayed in figure 4.2. The advantage of this approach is that it will enable the de-
terministic optimisation of the switch positions throughout the network, while still taking the other network
parameters and variables into account with as much accuracy as possible. At the same time, there will be no
loss of accuracy for the final network variables, as these are calculated after the switch positions have been
updated. Please note that the reconfiguration algorithm will refer to the optimisation of the switch positions,
whereas the power flow in Powerfactory will refer to the second step of Figure 4.2, however the combination
will be used to obtain the final results.

Updated Updated
Switch position switch positions Power flow Network state

optimisation > calculation —

(MILP) a (Newton-Raphson) SILEN
[G) ‘

Figure 4.2: Two-step approach to the reconfiguration algorithm. First, the switch positions are optimised using Python. Next, the
network variables are calculated using PowerFactory.

In order to formulate the reconfiguration algorithm, the NLP power flow formulation is linearised in the third
block of Figure 4.1, which is the topic covered in Section 4.2. And with the linear power flow, it is possible
to add the switch position variables to the formulation, leading to the MILP switch position optimisation as
discussed in Section 4.3, forming the red block within Figure 4.1. Once this point has been reached it is also
possible to add additional scenarios to the input of the algorithm, but more on this in Chapter 5.

Once a new network topology has been acquired through the use of the MILP reconfiguration algorithm, the
results will be verified using the PowerFactory model, or the purple block in Figure 4.1. Notice how the red
and purple blocks in Figure 4.1 together form the two-step approach as shown in Figure 4.2. The motivation
for implementing a separate power flow formulation and reconfiguration algorithm besides the functional-
ity offered by PowerFactory is mostly dependent on accessibility. While PowerFactory is a very detailed and
accurate simulation environment, it requires a license to work, which is not readily available outside aca-
demic environments. Additionally, formulating the reconfiguration algorithm from scratch allows for more
customisation of constraints and objectives than what is offered by PowerFactory, which will be highlighted
in Section 4.3.5.

4.1. Nonlinear power flow

4.1.1. Power flow algorithm overview

The power flow algorithm is presented graphically in Figure 4.3. The algorithm can roughly be divided into
four pieces: data import, pre-processing, power flow calculation and comparison. The data import consists
of loading the different network parameters from PowerFactory to reconstruct the network in Python. The
pre-processing consists of cleaning up the data and placing it in usable formats adequate for the formulation
as presented in Section 4.1.3, as well as ensuring certain operating constraints are followed; in particular the
radial operation of the network. These topics are covered in Section 4.1.5 and Section 4.1.6, respectively. The
power flow calculation is carried out twice; once by the formulation as described in Section 4.1.3 and once
by making use of PowerFactory. Finally, the results of both of these simulations are compared in terms of
accuracy in Section 4.1.7.

It is important to note that the power flow algorithm will be considering multiple time steps. This will not
be an iterative process however, where the algorithm is carried out for each individual time step. Instead,
the algorithm will optimise the solution while considering the entirety of the provided time frame at once.
The reason for this is that the final reconfiguration algorithm does not seek to optimise the power flow for
every time step. Instead, since the considered period is half a year, the algorithm seeks to optimise the switch
positions (and subsequently the power flow) for this half-year period. The switches will not change position
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within this period, but only once at the start.

Node SILEN
pre-processing |
PowerFactory
l / power flow
Import network Line Enforce Results
data pre-processing network radiality comparison
i ﬂ \ Power flow / ?
simulation
Switch 7?
pre-processing

I:I Data import Pre-processing I:I Power flow calculation Comparing results

Figure 4.3: Representation of the power flow algorithm implemented for this thesis, each block representing a different step inside the
coded implementation. The logos represent in which environment the steps are carried out: either Python or DIgSILENT PowerFactory.

4.1.2. Important assumptions
Before the details of the rest of the power flow algorithm are covered, it is important to go over some key as-
sumptions which are made regarding the power flow algorithm and the simulation as a whole.

First of all, the nominal voltage level within the MV grid is rated at 10.5 kV. However, the transformer from the
HV to the MV grid already imposes a drop on this value. Modelling of the transformer is deemed to be outside
the scope of this work and as such the transformer drop is assumed to be known. This value is retrieved by
utilising the PowerFactory model of the MV grid and extracting the value on the low-voltage side of the trans-
former. This value will be used as the voltage level of the reference node. An example is given in Figure 4.4,
which displays a PowerFactory simulation with the value of the voltage at both terminals of the transformer.
The HV side equals the rated value of 50 kV. However, it can be observed that the low voltage side has a value
of 10.477 kV, rather than the rated 10.5 kV.

50.000 kV z i : : 10477 kv

Figure 4.4: Depiction of the voltage drop over the transformer connecting the HV grid to the MV grid in PowerFactory. The rated voltage
for the MV grid is 10.5 kV, however the transformer imposes a drop to 10.477 kV.

Secondly, the current formulation of the power flow does not accommodate for parallel lines between two
nodes. There are several instances of such a situation within the analysed grid and as such, it needs to be ac-
counted for. This is done by making use of two different PowerFactory models. The first one is the base-case
PowerFactory model as described within Chapter 3. The second model is completely the same, only without
the parallel lines. The first model is used for benchmarking the results to ascertain the accuracy of the power
flow algorithm. The second is used for loading in the network data, as will be described in Section 4.1.4. A
visualisation is presented in Figure 4.5, where the difference between the two models is depicted based on an
example node which in reality has parallel lines connected to it.

Finally, it is important to note that certain parameters which primarily affect the reactive power will not be
taken into account, like the line-to-ground and line-to-line capacitances for example. This choice is made
because modelling these aspects are considered to be too in-depth to be implemented accurately within the
time frame set for completing this thesis. This means that the value for the reactive power is expected to be
rather erroneous and as such this parameter will not be considered for any decision-making and will not be
further covered within this work.

4.1.3. Power flow formulation
The power flow formulation is covered next in order to offer context into the other aspects of the full algo-
rithm, as it is designed to accommodate the formulation. The power flow formulation used within this thesis
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(a) Model as seen by the PowerFactory simulation. (b) Model as seen by the Pyomo model.

Figure 4.5: Depiction of the two different models used for the power flow algorithm. One as seen by the PowerFactory simulation used
as a benchmark and one as seen by the Pyomo simulation forming the basis of the network reconfiguration algorithm.

is based on the work in [77], which formulates the three-phase optimal power flow, used to define the state of
the electrical grid in distribution systems. The full derivation will not be presented here, but merely the final
formulation forming the non-linear program. Also note that not all constraints from [77] return, as not all of
them are relevant for this thesis.

First is the objective function, which is presented in Equation 4.1. The objective function is formulated as the
minimisation of the active power losses in all branches [15] [51] [54] [62].

L
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Next there are the different constraints, which can roughly be categorised into four different sets of equa-
tions. First are the active and reactive power losses, as they are also used for the objective function. They are
presented in Equation 4.2 and Equation 4.3, representing the active and reactive power losses, respectively.
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Next are the active and reactive power balance constraints, formulated as in Equation 4.4 and Equation 4.5
for the active and reactive power balance, respectively.
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Then there is the voltage magnitude drop for each of the branches, formulated as in Equation 4.6.
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And finally, there are the maximum current limits as formulated in Equation 4.7.

2 2
Pmn,¢>,t + an,tp,t

| Vm,¢,t|2
All of these formulations are implemented in Python using the optimisation package called Pyomo. Pyomo is

a Python-based, open-source optimisation modelling language [78], which makes it ideal for implementing
the optimisation formulation of the power flow and later the reconfiguration.
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4.1.4. Network data

For the first step of the power flow algorithm, it is necessary to have access to the same data as is present
inside PowerFactory. Due to the ability to interface PowerFactory with Python, it is possible to directly im-
port any network parameters which are also available in PowerFactory. This includes data for nodes, lines,
switches, loads and generators. Below follows an overview of the relevant data which is imported for each
of the different types of network assets. It can already be noted that for every component the name will be
stored such that a component-specific analysis can be performed after a simulation is carried out, should this
prove necessary.

Nodes, loads and generators

The interesting information related to the nodes is primarily related to what components are connected to
them. The local demand and generation will ultimately determine the necessary flow of power towards any
node in particular. As a result, the local loads and generators of each node are imported and indexed based
on the node name. It is assumed that any local generation is allowed to feed local loads independently, this
will become important when considering the radiality constraints in Section 4.1.6. As such, the net consump-
tion/generation is determined by summing the local values of the loads and generators while accounting for
sign differences between the two. Finally, it is important to identify the reference node (also referred to as
slack bus). The reference node is the node connecting the medium voltage and high voltage grid together. As
such, this node will either import or export any remaining electrical energy demand or generation after the
local generators have supplied what they can of the local load. The values of the local parameters like voltage
magnitude and active power demand are constant for this node.

Lines

The lines have several parameters of interest, most prominently the impedance values. There are several
ways in which the impedance of a line can be expressed. In PowerFactory this is done by the positive and
zero sequence impedance values: Z; = Ry + jXj and Zy = Ry + j Xj respectively. The maximum rated current
is also an important parameter as it will directly translate to the constraint given in Equation 4.7. Finally, for
the formulation of the network itself, it is important to know the nodes to which each line is connected. These
values can later be used to identify each line by using it as an index value.

Switches

Finally there are the switches. There are three different kinds of switches present inside the network under
consideration, those being: circuit breakers, load-break-disconnectors and disconnectors. The circuit break-
ers are for safety purposes and will not be considered in the network reconfiguration. Additionally, most of
the normal disconnectors tend to be relatively old and difficult to operate, requiring two people rather than
one. They also have the added constraint that there can be no current or voltage on the switch when they are
operated. This would impose severe operating constraints on any switching action which may be taken. As
such, only the load-break-disconnector type switches will be considered for the network reconfiguration. For
the other types it is only important to take into account their initial position, which will be done during the
pre-processing.

4.1.5. Data pre-processing

The pre-processing primarily consists of cleaning up the data from PowerFactory and placing it in a format
usable for the power flow formulation. For the nodes, this means that the different loads and generators
will be aggregated from the terminal level to the substation level, the local demand and generation will be
summed and the reference node is assigned.
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As discussed in Section 4.1.2, the power flow formulation cannot account for parallel lines. These lines are
thus not present within the network data. However, similar values for the current are expected to move
through the one cable that is remaining in such cases. To ensure that the cable will not be continuously
overloaded, its maximum current limit is multiplied by the number of parallel lines previously present. Take
the example of Figure 4.5, where previously there were four parallel lines, meaning that the maximum current
rating for the line which remains is multiplied by four. This approach is only valid if the previous parallel lines
are all more or less the same in terms of their characteristics.

Additionally there is the matter of the impedance formulation of the lines. The data from PowerFactory
defines the impedance values based on the positive and zero sequence components. However, the power
flow formulation as discussed in Section 4.1.3, requires the impedance values to be in self and mutual phase
impedance notation (Z,4, Zap, Zac, €tc.). A full derivation for transforming the phase impedance values to
sequence components is presented in [79]. The relevant parts of which have been adapted for this work and
can be found in Appendix A. This formulation allows for a direct transformation of the positive and zero se-
quence components to the self and mutual phase impedance values.

Then there are the switches. There are a number of switches designated as load-switch-disconnectors. How-
ever, only the ones which are connected to lines between the different nodes are of interest to changing the
topology. As such, the remainder of the switches will not be considered.

Finally, for most lines it holds that they are connected by two switches, one on each end, as depicted in Figure
4.6. However, as was discussed in Section 2.6, it is beneficial to limit the number of switching actions. Since
opening one of the switches or two of the switches does not make a difference for the power flow (assuming
that the impedance of the line itself is relatively low compared to other values in the system), only one of the
switches is considered for each line.

Node x Node y

'FROM" terminal 'FROM' terminal

TO" terminal “TO" terminal

Figure 4.6: General switch configuration within the MV grid. Note that both switches would normally be closed if the line was used.

4.1.6. Network radiality
As a final step before the power flow formulation in Pyomo can be used, it is necessary to ensure the network
is radial. This keeps the protection of the network simple [13] and it reduces the short-circuit current [15].

The definition of radiality used within this work is adapted from [15], which presents two conditions which
need to be met before one can state that a network is radial.

1. For a network consisting of N nodes, the final network must have N-1 lines (also referred to as edges)
connecting these nodes.

2. The final network needs to be connected. Or, to relate this once more to graph theory, the final network
should have an edge connectivity equal to 1.

The first of these conditions can be checked before the power flow is carried out (provided that the network
topology is static) as both the lines and nodes have been processed by this point. The nodes will remain
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the same, but the number of lines in use needs to be made equal to the number of nodes minus one. This
primarily involves removing certain lines within the network data set of which the switch is open (after pre-
processing, meaning that every line only has 1 switch). The second condition is met by a combination of
the first condition and Equation 4.4. Equation 4.4 guarantees that every node which cannot supply its own
demand and instead needs to be supplied by the network will be connected. The first condition in turn guar-
antees that there will be N-1 lines connecting these nodes. If both of these are true, then the network should
have an edge connectivity equal to 1. This can also be checked beforehand in case the network topology is
considered static.

It is important to point out two assumptions which are taken when these conditions are set. First of all, it
is assumed that the distributed generation is allowed to feed some of the loads independently [15]. Second,
there are certain nodes inside the network that have neither generation nor load during certain times of the
day. If for some reason, these nodes are considered only during moments when they have no load nor gener-
ation, then they are referred to as transfer nodes. Depending on the application, the conditions would have
to be altered in case transfer nodes are present within the network. However, since all nodes are part of the
final radial topology, a simple solution is to assume a small load value (0.001 p.u. for example) for each of the
nodes, which will ensure that the previous conditions can always be met [15].

4.1.7. Comparison against PowerFactory simulation

Apart from the power flow formulation presented in Section 4.1.3, there will also be an additional power flow
carried out using PowerFactory. The power flow functionality of PowerFactory can be called using a Python
interface, allowing for the functionality of getting the same format of results for both power flows. These re-
sults will be used as a benchmark. As the data being used is real historic data and since PowerFactory is a
professional simulation software also used within industry and other academic endeavours, the results from
PowerFactory are assumed to reflect the reality of the power flow within the network. This forms the primary
motivation for PowerFactory being used as the benchmark to which the formulation in Python is compared.

When both power flows are complete, it is time to compare the results of both simulations and assess the
accuracy of the Pyomo model. For the power flow formulation in Pyomo it holds that it is solved using the
nonlinear optimiser Ipopt [80]. For the results presented in this section, it holds that the considered time
frame was the third week of the year, or the 336th hour until the 504th hour (meaning that the winter season
is considered). The generation and demand within the network during this period are displayed in Figure
4.7a and Figure 4.7b respectively. Once again notice how the scales of both plots are different, highlighting
the need for power import from the external HV network. Similar results can be obtained from other weeks
by utilising the same techniques and adjusting the considered time frame during the initialisation.

Weekly power generation for the entire MV network Weekly power demand for the entire MV network
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(a) Power generation within the network for the third week of the year. (b) Power demand within the network for the third week of the year.

Figure 4.7: Generation and demand within the network during the third week of the year (ranging between hour 336 and 504).

To highlight the accuracy of the simulation implemented in Python, the relative error of three parameters
is analysed. Those parameters being the voltage magnitude, current and active power. The active power is
displayed, since the optimisation is based on the minimisation of the active power losses. Thus, an accu-
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rate active power would imply that the optimisation is being performed based on an accurate parameter,
which would lead to an accurate solution. The current is displayed, as congestion is usually defined based on
the maximum current loading of the lines (which were discussed previously in Section 3.2). Thus, an accu-
rate current parameter means that the congestion can be accurately analysed. Finally, the voltage magnitude
tends to be a welcome complement for completion’s sake when the current and power are already being anal-
ysed. Additionally, the voltage magnitude is closely related to power losses, which once again relates to the
objective function.

For the relative error calculation, the PowerFactory model (in the figures referred to as PF) was used as a base
case to which the python simulation result (in the figures referred to as SIM) was compared. For all figures
it holds that both the error heat map and occurrence distribution are plotted. The heat map offers insight
into the occurrence of errors throughout the network, displaying the relation between the size of the error,
each individual line and the time dependency. It is also relevant to point out that the lines on the y-axis are
ordered in an ascending manner compared to the voltage magnitude at the start of each line. This means that
the lines closer to the slack bus are displayed towards the bottom of the heat maps. The same holds for the
buses when the voltage magnitude by itself is considered. The occurrence distribution is a complement to the
heat map, which becomes especially useful in case a single large error occurs. Finally, before the results are
discussed, the average and maximum error values are displayed for each of the parameters within Table 4.1.

Table 4.1: Average and maximum error values for the voltage magnitude, current and active power. Comparing the Pyomo
implementation flow to PowerFactory.

Parameter Average error value [%] | Maximum error value [%]
voltage magnitude 0.229 1.589
Current 0.615 18.855
Active power 0.110 1.525
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Figure 4.8: Visualisation of the voltage magnitude error within the network for the considered time frame.

The voltage magnitude error is displayed in Figure 4.8, the current error is displayed in Figure 4.9 and the
active power error is displayed in Figure 4.10. Taking into account the generation and demand profile from
Figure 4.7, it can be observed that the peak in generation within the network does not seem to influence the
error within any of the considered heat maps. This is positive, as the error is likely to be highest during peak
demand and peak generation and the generation at least is not causing high errors. However, any signifi-
cant impact of the peak in generation may also be lacking due to its relative small amplitude compared to
the power demand within the system. Still, since the generation originates from a relatively small amount
of nodes within the network it would have been likely to observe an error for these nodes (or the connected
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Figure 4.9: Visualisation of the current error within the network for the considered time frame.
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Figure 4.10: Visualisation of the active power error within the network for the considered time frame.

lines) in case an error was caused by the local generation.

In Figure 4.8a the voltage magnitude error tends to be relatively low, averaging at 0.229% with a maximum
error of 1.589%. The largest errors can be observed for moments of peak demand, closest to the slack bus
(taking into account the demand profile from Figure 4.7b). When looking at the distribution of the error size
in Figure 4.8b, it can be observed that almost half of the errors (42%) are smaller than 0.1%. Overall, the volt-
age magnitude error can be deemed satisfactory for the considered time frame.

When first observing the current error in Figure 4.9a it may not offer the same insight as the heat map from
the voltage magnitude. The explanation for this can be found by looking at the occurrence distribution in
Figure 4.9b. Within this figure it can be observed that the maximum error of 18.855% is a rare exception com-
pared to the other data points. The average error of 0.615% is a lot more promising, as is the visible part of
the occurrence distribution, which roughly ends around 2.5%. Indeed, when going into detail, only 21 data
points have an error larger than 2.5%. However, the occurrence of such a large error should not be disregarded
immediately. As such, when considering the base case scenario (for which perfect knowledge is available),
the current error will be verified in case a situation of congestion is analysed. This, to make sure that any
conclusion based on the occurrence of congestion and the possible reduction thereof as a result of the recon-
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figuration algorithm, will have a reasonably low error. The large error is likely caused during the conversion
from the PowerFactory import data to the input data for the power flow calculation. Since the occurrence is
rather rare and since potentially resolving the error completely will likely consume a large amount of time it
will be disregarded in the scenarios where perfect knowledge of the data and solution are unavailable.

The active power error displayed in Figure 4.10a has the least consistent pattern in regards to which lines have
the highest errors. Several lines towards the end of feeders (low index numbers on the y-axis) tend to have
the higher error values. However, there are also some lines closer to the slack bus that can have the higher
values, as can be observed for line 98 for example. Both the start and the end of feeders can thus suffer from
relatively larger errors, making their occurrence inconsistent. If a higher error is observed it tends to display
a similar dependency on the peak active power demand, as was also observed for the voltage magnitude. It is
important to relativize these observations though. By looking at the occurrence distribution in Figure 4.10b
it becomes apparent that most data points have an error lower than 0.2%. This is also reflected in the average
value of 0.110%.

Overall, the errors observed for the different parameters have a low value, with the average values for each
of the parameters being lower than 1%. In the case of exceptions present within the current specifically,
the larger errors occur very sparsely, which is supported by the error distribution plots. To conclude, the
power flow model implemented within python is validated to a satisfactory level and accurately represents
the PowerFacotry benchmark.

4.2, Linearised power flow

Now that the nonlinear formulation is finished, it can be linearised, leading up to the MILP formulation. This
will be covered in the following sections, starting with a brief analysis of different linearisation methods in
Section 4.2.1. Next, the adjustments to the NLP power flow formulation will be made in Section 4.2.2. Finally,
a comparison between the linear and nonlinear formulation will be presented in Section 4.2.3 to establish the
accuracy of the linearisation.

4.2.1. Comparing linearisation methods

linearisation of the nonlinear power flow equations can be done using several methods. Three such methods
are analysed within [81]. To be specific the first-order Taylor series approximation (FOT), fixed-point lineari-
sation (FP) and forward-backward sweep linearisation (FBS) are discussed. In [81], the authors conclude that
the FOT provides the best solution, but the FBS is significantly faster. However, the computation time is less
relevant for the application within this thesis as the reconfiguration is only implemented in half-year periods.
Thus, the FOT would be more favourable as it offers better accuracy. To complement the work in [31], a dedi-
cated comparison between the FOT and FP method is discussed in [82], where the authors also conclude that
the FOT in general provides a better approximation. The FOT is perhaps the most traditional approximation
method, implemented as in Equation 4.8. This equation is also known as Euler’s Method [83].

f®=fEP+vfPx-p) (4.8)

In Equation 4.8 a known value for the function f at point(s) p is taken. Added to this is the gradient respective
to p, multiplied by the difference between x and p. Here, x is the point(s) of which the function value is to be
determined and p is a value near x of which the function value can be 'easily’ determined. The challenge is
to choose p and determine v f (p), which are both non-trivial.

Another linearisation method is presented in [77] where a combination of parameter approximations and
piece-wise linearisation is used, hereafter referred to as PWL. The key difference between the FOT as applied
in the works above and the PWL is that the PWL is only used to obtain the switch positions. The final state
of the grid is analysed based on the NLP power flow. Thus, this represents a two-stage approach. Now;, it can
be argued that the FOT can also be used to this end. However, when comparing the FOT to the PWL, some
aspects are worth discussing. First of all, the first-order Taylor series approximation requires the choice of a
point near the point of interest for which the constraint can already be filled in. Determining such a point
however is not trivial and can introduce rather large errors if chosen too far away from the point of interest.
It is also important to take into account that this choice would have to be made for every parameter, for
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every line, for every time step. This presents a lot of opportunities for the introduction of errors, as well as
increasing the computational burden of the final implementation. Additionally, the first-order Taylor series
approximation would introduce more constraints than the PWL. Finally, the formulation presented in [77]
has already been validated in regards to its accuracy compared to the NLP power flow, which gives a higher
certainty than the other methods regarding its successful implementation. In the end, the choice was made
to utilise the PWL, rather than the FOT.

4.2.2, Linear power flow formulation

The power flow formulation as presented in Section 4.1.3 will be linearised using the PWL as outlined in
[77]. Only the nonlinear parts will need to be adapted, which is discussed in this section. The first constraints
which need to be altered are the power losses constraints. Both constraints are linearised in the same manner,
by providing an initial estimate of the voltage magnitudes (Vp,,y,; = Vm .,t) and the active and reactive power
flows through the lines for each phase (Pp,¢,: = =Ppyn ot Qmupt = = Qmn .,t). Additionally, the impedance is
assumed constant at the nominal frequency value. This results in the reformulated constraints for the active
and reactive power losses as presented in Equation 4.9 and Equation 4.10, respectively. The estimates are
based on the load flow calculations performed in PowerFactory.
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Next is the voltage magnitude drop constraint, where the quadratic terms will need to be linearised. First, the

square of the voltage on the left-hand side of Equation 4.6 is replaced by a new variable: IVm,¢,t| = V:qur) .

Second, the voltage on the right-hand side is replaced by an estimate: Vi, ,; = Vm,w,r- And third, the square
terms of the active and reactive power will need to be altered. To this end, Equation 4.6 is rewritten and, sim-
ilarly to the voltage, the square terms are replaced by new variables resulting in Equation 4.11.
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These new variables representing the squares of the active and reactive power are also used for the current
limit constraint, now formulated as in Equation 4.12.
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As a last step to the linearisation the terms Pf:,: bt and ij’; bt will need to be approximated, which is
achieved using a piece-wise linear representation. The piece-wise linearisation is achieved by dividing the
function under consideration into different blocks and approximating the slope. The more blocks that are
used, the higher the accuracy; similar to a Riemann sum for integrals. The piece-wise linearisation is imple-

mented using Equations 4.13 to 4.22.
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4.2.3. Comparing the linear to nonlinear power flow

Finally, it is important to validate the accuracy of the linearisation. For the sake of consistency, the third week
of the year will be used once again to highlight the results. In this case the voltage magnitude, current and
active power will be compared between the NLP formulation and the LP formulation, with the NLP formula-
tion being the reference.

Table 4.2: Average and maximum error values for the voltage magnitude, current and active power. Comparing the linear power flow to
the nonlinear power flow.

Parameter Average error value [%] | Maximum error value [%]
voltage magnitude | 0.002 0.017
Current 0.077 0.505
Active power 0.025 0.096

The average and maximum value of the error for each parameter is presented in Table 4.2. Something which
can immediately be noticed is the low value for both the maximum error and the average error for each of
the parameters. This observation is further reinforced by the heat map for each of the parameters; presented
in Figure 4.11 for the voltage magnitude error, Figure 4.12 for the current error and Figure 4.13 for the active
power error. From each of the figures it can be observed that the error between the linear formulation and
the nonlinear formulation is small for all instances considered. One of the only interesting features appears
to be that the current error in Figure 4.12 has taken a similar colour distribution as the voltage magnitude
error from the nonlinear power flow of Figure 4.8a. Taking into account these results it is safe to conclude
that the linear power flow formulation provides an accurate approximation of the nonlinear formulation for
the purposes of this thesis.
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Figure 4.11: Heat map of the voltage magnitude error of the linear  pjgyre 4.12: Heat map of the current error of the linear power flow
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Figure 4.13: Heat map of the active power error of the linear power
flow (L) compared to the nonlinear power flow (NL).

4.3. Reconfiguration algorithm

4.3.1. Network reconfiguration algorithm overview

Now, with both the power flow and its linearisation being taken care of, it is time to add the integer switch
positions and formulate the reconfiguration algorithm as a MILP. However, before the adjustments to the
formulation as a result of the introduction of the integer variables are presented, it may be interesting to
revisit the algorithm overview for the power flow from Figure 4.3 and highlight the changes for the reconfig-
uration algorithm. The new diagram is depicted in Figure 4.14, where the first two steps (data import and
pre-processing) are still the same. However, the old network radiality block has been removed as the radial
network is no longer an input to the algorithm, but its output. Instead, it is important to select a number of
the available switches for both practical application purposes, as well as computation time reduction, as will
be discussed in Section 4.3.3. Next, the old power flow algorithm has been replaced by the reconfiguration
algorithm, the formulation of which is discussed in Section 4.3.2. The initial estimated values for both the
active and reactive power, which were introduced previously in Section 4.2.2, are also added to the algorithm.
Finally, once a new configuration for the network has been obtained, its effect on the power flow is veri-
fied by using the power flow calculation with the updated switch positions. The results of the initial network
reconfiguration are discussed in Section 4.3.4, highlighting the functionality of the reconfiguration algorithm.

4.3.2. Network reconfiguration formulation

Below follows the full mathematical formulation of the reconfiguration algorithm, in which the switch posi-
tions will be implemented using the variable x,,,, where mn is the line to which the switch is connected. It
is important to note that in case the switch is open x = 0 and in case the switch is closed x = 1. First of all
is the objective function in Equation 4.23, which is the same as for the power flow formulation. The power
losses in Equation 4.24 and Equation 4.25 are the same as for the linear formulation, only now with the added
variable x;,,. And a similar statement holds for the power balance constraints implemented in Equation 4.26



38 4. Developed methodology

Node Power flow
pre-processing calculation
SILE
! +
Import network - Line Switch inclusion Reconfiguration Analysing
data g pre-processing selection algorithm results
a a SILEN,
| $ A
Switch Initialising P
pre-processing and Q
SILE
—a ) ‘
I:l Data import Pre-processing l:l Reconfiguration algorithm l:l Calculating results Analysing results

Figure 4.14: Representation of the reconfiguration algorithm implemented for this thesis, each block representing a different step inside
the coded implementation. The logos represent in which environment the steps are carried out: either Python or DIgSILENT
PowerFactory.

and Equation 4.27.
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The voltage magnitude drop constraint implemented in Equation 4.28 has been altered compared to the one
discussed in Section 4.2.2 to accommodate for the fact that the input of the optimisation will no longer be
a radial network. Instead, the input will be the complete meshed network and certain lines will be opened
during the optimisation process to form a radial network. To elaborate on the consequences for the voltage
constraint; in the old constraint, if the line between two nodes is opened then the value of the power flowing
between these nodes will be zero, meaning that the right-hand side of the voltage magnitude drop constraint
will be zero. As a consequence, the voltage magnitude drop between the nodes will also be zero according to
the old constraint. However, there will likely still be a voltage difference between the two nodes even if they
are not connected, because the end of each feeder is not connected to a common copper plate with common
voltage. To accommodate for this, an additional variable is introduced in Equation 4.28 and defined as in
Equation 4.29, referred to as the voltage slack variable: 7. In the case that a line between two nodes is opened
(x = 0), the value of n will be limited to an arbitrarily large number, allowing the voltage drop between the
two nodes to take on the required value without the constraint limiting this to be equal to zero. If the line is
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closed (x = 1), n will be equal to zero. To ensure that the voltage magnitude within the network is still limited
to the operating constraints of the DSO, a voltage limit constraint is introduced in Equation 4.30. Similarly,
the current constraint is still in effect as implemented in Equation 4.31.
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The radiality of the optimised network still needs to be guaranteed by the reconfiguration algorithm, which
necessitates the introduction of new constraints. First of these is the value of the switches, which is limited
to the integer values 0 and 1, implemented as in Equation 4.32. Additionally, the final implementation of the
topology for the MV network is still required to be radial to conform to the operating standards of the DSO. To
enforce this, a radiality constraint is implemented in Equation 4.33, which is the mathematical implementa-
tion of the first constraint for radiality: For a network consisting of N nodes, the final network must have N-1
lines (also referred to as edges) connecting these nodes.

Xmn€10,1} Vmne ¥ (4.32)
Y Xmn=N-1 Vmne%¥ (4.33)
mneZ

The final addition to the reconfiguration algorithm is in regards to the values for P*9" and Q*9". These vari-
ables also need to be adjusted depending on the switch position. However, rather than adding the switch po-
sition variable x,,, to every individual constraint of the piece-wise linearisation, two additional constraints
are introduced in Equation 4.34 and Equation 4.35. The variables P$7SWitch and Qsdmswitch yepresent the
normal value of P%9" and Q*?", unless the switch for that specific line is open, in which case the value will
be zero. Because of this implementation, only Equation 4.36 needs to be adjusted compared to the linear
formulation. Equations 4.37 to 4.45 are the same as for the linear formulation.
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4.3.3. Switch selection

If simply considering all switches which can be considered for the MILP the total number of possible configu-
rations would be #&m! = 1.4885% 10'6. Considering all 150 switches for half a year is computationally too
intensive to be carried out by the available hardware. Additionally, the DSO will likely not consider all switches
to be available for network reconfiguration to begin with. Normally, the DSO will have certain switches which
they do not consider, because they are hard to reach or already rather old for example. Thus, a selection will

be made of which switches to consider inside the reconfiguration algorithm.

The method for the switch selection is as follows. First, a random half-day of the year is selected. The network
data for this day is used as input for the network reconfiguration algorithm, which is subsequently run. All
switches are considered by the algorithm during this run. The result will be a list of the switches altered by
the algorithm, which will be reasonable candidates to be considered within the final implementation of the
reconfiguration algorithm. This process is also graphically displayed in Figure 4.15.

It should be noted that this process is computationally already very intensive, with a single iteration already
lasting more than a day (using an HP ZBook Studio G5 laptop). Since this thesis is only a proof of concept and
since this selection process would likely not be adapted for practical implementations, the choice was made
to only perform this process five times. However, the same process can be repeated for as many iterations as
desirable.

Repeat X times

Y

Select Y
of most used
switches

Random day Run Obtain list of
selection i reconfiguration = used switches

A
A

A 4

Figure 4.15: Switch selection process.

The result of this process has been a list of 25 different switches which will be considered for the final im-
plementation. Considered, in this case, means that these switches will be used as integer variables within
the MILP. The position of the other switches will be held constant. Ten of the considered switches are the
original switches which were open in the base topology and the other fifteen were obtained with the method
described above. The locations of these switches within the network are illustrated in red and blue below in
Figure 4.16.

The one switch from the original eleven switches which will not be considered, and will thus remain open,
is the switch highlighted in purple. The reason for excluding this switch is that it can only be closed if one of
the two lines originating from the centre, which are attached to the same nodes as the originally open line,
is opened instead. At least one of these three lines needs to be open for the network to fulfil the radiality
constraint. Since the other two lines are not considered, the originally open line must remain open in every
considered realisation, making its inclusion obsolete.
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Figure 4.16: Locations of the switches considered for the final implementation of the reconfiguration algorithm. The red lines represent
the switches which were opened in the original network configuration. The blue lines are added based on the switch selection process.

4.3.4. Base-case topology optimisation

As an initial test of the functionality of the reconfiguration algorithm, the base-case network data (including
demand and generation as presented in Chapter 3) will be used as input for the reconfiguration algorithm,
which is subsequently solved using the Gurobi optimiser [84]. The reason for replacing the Ipopt solver used
in the power flow formulation is that the Gurobi solver is specialised in linear and mixed-integer programs,
whereas the Ipopt solver is aimed at nonlinear programs. This holds for all subsequent mentions of both al-
gorithms as well, where an individual power flow is solved using Ipopt and the reconfiguration algorithm is
solved using Gurobi. Apart from that, the third week of the year is once again considered for the simulation.
Using the base topology from Figure 4.16, where the purple line and red lines are open, the total power losses
within the network add up to 10.19 MW.

Using the reconfiguration algorithm a new selection of switches is obtained. The used switches are high-
lighted in green in Figure 4.17. The red lines within the same figure still highlight the originally open lines,
however they are no longer opened. Thus, with the reconfiguration algorithm, a total of five new switches
are selected to be opened. The other six are still the same as in the base topology. Four out of the five new
switches are located relatively close to the old location, only having moved one line. However, one noticeable
exception to this is the red line in the top right corner of Figure 4.17, where the new opened line has moved
three positions.

The new network topology is used within the power flow calculation to validate its improvement compared
to the base topology. The resulting active power losses within the network using the new topology presented
in Figure 4.17 add up to a total of 9.93 MW over the considered time frame, which is a reduction of 0.26 MW
compared to the 10.19 MW of the base topology. This reduction may seem somewhat small at first, however
it is worth placing it in context. By merely changing the position of ten switches within the network (5 are
closed, 5 are opened) the active power losses can be reduced by 2.55%. This is within a network that is not
even experiencing congestion yet, which is meant to be the main point of improvement by the algorithm.

It is worth pointing out here that even as the topology has changed due to the optimisation, it cannot be con-
cluded that the new topology is more efficient in every way than the base topology. It is only an improvement
in terms of the active power losses. This becomes evident from the objective function, which currently only
considers the active power losses, similar to [38] [58] [66] for example. Contrary, there are many more consid-
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Figure 4.17: The new network topology obtained using the reconfiguration algorithm for the third week of 2021. Within the figure, green
lines indicate open lines and red lines indicate the previously open lines of the original network topology.

erations which can be taken into account when looking at the network topology, such as cost minimisation,
priority loads and areas with ageing equipment where the number of switching actions needs to be limited.
However, the data necessary to include such considerations is not available for this thesis. As such, the ob-
jective function will be confined to minimising the active power losses.

The functionality in regards to reducing congestion is tested in the next chapters. Further conclusions regard-
ing improvements compared to the base topology will be made knowing that these improvements can have
either less or more impact depending on further considerations taken with regards to the objective function.

Taking all of the above into consideration, it can be concluded that the presented reconfiguration algorithm
in Equation 4.23 up to Equation 4.45 provides satisfactory functionality to determine a more efficient network
topology with regards to active power losses.

4.3.5. Comparison to PowerFactory

The software environment of PowerFactory also offers a similar functionality with regards to optimising the
network topology, referred to as tie open point optimisation (TOPO). To further explore the capabilities of
the presented reconfiguration algorithm, a comparison will be made with two of the available methods for
TOPO. The methods in question are a deterministic variant, where an iterative exploration of the meshes is
carried out, and a meta-heuristic variant, where a genetic algorithm is used. Both methods will utilise the
same objective function similar to the reconfiguration algorithm; minimising the losses within the network.
Specifically selecting active power losses is unfortunately not possible.

Apart from the objective function, the TOPO will have similar constraints as the reconfiguration algorithm.
The network is represented as a balanced three-phase network, in this case utilising the positive sequence.
Additionally, only the load-break-disconnnectors will be considered for altering the topology. Finally, with
regards to the constraints, the TOPO will use the same voltage constraints and thermal limits (translating to
maximum current values for the lines) as the reconfiguration algorithm. Once again, the third week of the
year will be considered for the optimisation.

Next the comparison, first of which will be the iterative mesh exploration. A successful reconfiguration is car-
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ried out by PowerFactory while considering all switches within the network. Note that this deviates from the
switch selection pre-processing done for the reconfiguration algorithm presented in this thesis, since such
functionality is not available in PowerFactory. The optimised configuration by PowerFactory is displayed in
Figure 4.18.
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Figure 4.18: The new network topology obtained using the iterative mesh exploration method of PowerFactory for the third week of
2021. Within the figure, green lines indicate open lines and red lines indicate the previously open lines of the original network topology.

For most selected switches the difference between the reconfiguration algorithm and PowerFactory is not
too severe, either being the same or having moved one line further away from the original switch position.
However, there are some noticeable differences between the results of both methods. Most noticeably per-
haps being the top-right loop, where the switch was previously opened at the top of the loop in the base case,
opened halfway along the right side in the optimised topology from the reconfiguration algorithm, and has
now been moved even closer to the centre by PowerFactory. Another noticeable difference is found in the
right-most loops, where the top switch has been opened three lines higher and the bottom switch has moved
to the left.

The resulting active power losses of the new network configuration have been calculated as well, resulting in
a total of 10.11 MW for the entire network, over the considered time frame. Compared to the original 10.19
MW, this is a reduction of 0.79%. This is less of an improvement than the one offered by the reconfigura-
tion algorithm. Additionally, PowerFactory was able to consider all available switches within the network,
whereas the reconfiguration algorithm could only select the ones allocated after the switch selection process.
This goes to highlight the functionality of the reconfiguration algorithm for providing an improved topology
while offering more flexibility in terms of constraints for the optimisation.

The second comparison will be between the reconfiguration algorithm and a genetic algorithm used by Pow-
erFactory. Note that the base population settings provided by PowerFactory were used, as fine-tuning the
genetic algorithm is outside the scope of this thesis. The parameters in question can be found in Appendix C.
The TOPO in PowerFactory is run and a new configuration is obtained, which is displayed in Figure 4.19.

The solution provided by the genetic algorithm shares most similarities with the solution using the iterative
mesh exploration. The most noticeable difference is once again in the right-most loops, where the lower
switch has now been closed and a switch much closer to the centre has been opened instead. Using the
topology in Figure 4.19 results in the active power losses adding up to 10.57 MW over the considered time
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Figure 4.19: The new network topology obtained using the genetic algorithm of PowerFactory for the third week of 2021. Within the
figure, green lines indicate open lines and red lines indicate the previously open lines of the original network topology.

frame, which is actually a deterioration of the objective function value compared to the base case. There are
two arguments which can be made as to why. First of all, the genetic algorithm is a meta-heuristic approach
which cannot guarantee a global optimal solution. Second, the population settings have not been altered
from the standard settings offered by PowerFactory. Optimising these parameters would likely improve the
obtained result.

Regardless, even when considering optimising the population settings for the genetic algorithm, this would
be an additional step which is not required for the reconfiguration algorithm, nor for the iterative mesh ex-
ploration for that matter. Adding to this that the genetic algorithm is not able to guarantee a global optimum
and the use of the genetic algorithm for the considered case study becomes the least attractive option.

Overall, the reconfiguration algorithm provides the best solution in terms of the objective function, while
offering more versatility for constraining the optimisation than both considered algorithms offered by Pow-
erFactory. This second part can be especially important when other operational constraints of the DSO need
to be considered which are not encompassed by standard voltage and thermal limits or switch type selection.



Scenario formulation

In order to validate the capabilities of the network reconfiguration algorithm, to reduce congestion within the
network, several scenarios are formulated to simulate future developments within the considered MV grid. To
keep the formulation within scope of the thesis, some assumptions will be made based on different sources,
which will be highlighted as the different aspects are discussed.

To be specific, a total of three future scenarios will be formulated for the years 2030, 2040 and 2050. These
scenarios are made up of three parts. First, there is the increase of the base energy demand within the net-
work. Second, there is the increase in electricity generation by distributed PV installations. And third, there
is the increase in energy demand due to the increased use of electric vehicles within the urban environment.
The latter two will also be applied to the base year of 2021. Each of these parts is discussed in more detail in
Section 5.1. This is followed by an analysis in Section 5.2 of the effects caused by these scenarios within the
base-case topology.

Additionally, a stochastic scenario will be formulated, which is used to enhance the insights offered by the
deterministic scenarios by no longer assuming perfect knowledge. The stochastic scenario will only be for-
mulated for the year 2030, as this already tends to be a long-term time span with regards to planning consid-
erations for most system operators. Thus, this should already be able to illustrate the added benefits offered
by the inclusion of stochastic models. The details of the stochastic modelling will be discussed in Section 5.3.

5.1. Scenario components

The first part of the scenarios, the base load increase, will be an increase of 1.43% per year compared to the
base load presented in Section 3.2. This percentage is based on the historic electricity demand increases from
2015 to 2022 in [85], as well as the future demand increases predicted in [86]. A combination of sources is cho-
sen to ensure that the offset caused by the recent COVID-19 pandemic is mitigated as much as possible. The
total base-load increase for each of the scenarios compared to the initial starting year of 2021 can be found in
Table 5.1.

Table 5.1: Load increase for each scenario compared to the base case in 2021.

Scenario | Load increase compared to 2021 [%]
2030 13.6
2040 31.0
2050 50.9

Next, there is the increase of distributed PV generation. The PV generation is included within the scenarios
for several reasons. Most prominent among them being that the PV installations are the only distinguishable
source of generation within the MV grid. Other technologies may be present within the LV grid, but this can-
not be stated with certainty as the generation data is all aggregated to the generation of the MV loads. There
are also the considerations of increased accessibility to PV installations due to their lower costs combined

45
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with the motivation to increase renewable generation.

The scenarios for the PV generation are based on installed capacity predictions by the DSO which also sup-
plied the initial network data. This capacity is subsequently multiplied with a normalised version of the
generation profile presented previously in Section 3.2, assuming that the irradiation pattern will not change
much in subsequent years. This results in additional generation profiles for several of the nodes within the
network which can be added to the base network generation profile. The total added generation per year is
graphically displayed in Figure 5.1. Note that not every node will have an increase in installed capacity, but
the ones that do will have a profile as in Figure 5.1. It is also important to note that the initial year of 2021 is
also displayed as additional generation. This is intentional, as it is assumed that the added generation orig-
inates from the aggregated LV grid. Since the technologies used within the LV grid cannot be distinguished,
the PV generation is added explicitly based on the scenarios from the DSO.
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Figure 5.1: Future PV generation scenarios for the years 2021, 2030, 2040 and 2050

Finally, there is the increase in distributed energy demand due to increased deployment and use of EV’s. This
data is based on other work done within the ROBUST project and its predecessors, for example in [87], and is
adapted for this thesis to highlight the same considerations regarding distributed energy demand due to EV’s.
It is assumed that the current network data does not include EV’s within the considered energy demand. As
such, the EV scenario data will be added to the existing load profiles, similar to the PV scenarios. A graphical
representation of the total added load from the EV scenarios per year is presented in Figure 5.2. It is important
to emphasise that the load profile from Figure 5.2 is the aggregated profile; the increased energy demand per
node will vary and not every node will have an increase to begin with. This is in contrast to the PV scenarios
where the shape of the profile for each individual node is the same, but the resulting generation is dependent
on the installed capacity.

5.2. Scenarios in the base network topology

Finally, before the results of the network reconfiguration can be analysed, it is important to place the different
scenarios within context. In Figure 5.4, the results of the power flow calculation for each scenario using the
base-case topology are displayed. In this case, if a line is green, it means that there is no congestion within the
line. If a line is orange, it means that there is formally no congestion yet, but the automated detection within
the control room would flag the line as being congested, after which a manual verification is carried out. This
is an additional measure to prevent network issues in case of a fault. For example, the loading limit for GPLK
cables is set at 70% during normal operation, however it is flagged as being congested at 60% loading. For
this reason, a distinction is made between formally congested lines (which surpass the loading limit given in
Chapter 3) and lines which will be flagged as being congested, but are formally still within the limits. And
finally, if a line is red, it means that the line is congested at one point (or multiple points) during the consid-
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Figure 5.2: Future EV load scenarios for the years 2021, 2030, 2040 and 2050

ered time frame. Congestion is being defined as the amount of current overloading on a line surpassing the
given limits of 70% for GPLK cables and 100% for XLPE and KUDI cables. The calculations are once again
done for the third week of the year, representing the winter configuration. The net electricity demand for
this period for each scenario is displayed in Figure 5.3. A combination of the scenario formulation and the
results presented in Chapter 6 is also given in Appendix B for the 26th week of the year (starting at hour 4200),
representing the summer configuration.
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Figure 5.3: Net power demand within the considered network for the 3rd week of the year.

With the addition of the PV generation and EV load to the 2021 scenario, it is possible to observe the occur-
rence of congestion within the network, as can be seen in Figure 5.4a. This is also an important motivation for
the formulation of the scenarios to begin with, as the purpose of the reconfiguration algorithm is to reduce
congestion. Thus, congestion needs to be present before any conclusions about the algorithm’s functionality
can be drawn. Several more cases of congestion can be observed in Figure 5.4b for the 2030 scenario with
the increases in base load, PV generation and EV load. These occurrences only increase for the following
scenarios in Figure 5.4c and Figure 5.4d. It is also interesting to note that the congestion is occurring in differ-
ent lines of the network first. The right-hand side of the network is already experiencing congestion in 2030,
whereas the bottom left is still secure even in 2050.

Note that the networks displayed in Figure 5.4 do not contain any quantitative data as this will be presented
and discussed within Chapter 6 with respect to the reconfiguration algorithm. However, it is worth pointing
out that the current limits for the colouring are based on discussions with one of the Dutch DSOs, but during
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No congestion occurs Formally no congestion, but will be manually verified Il Congestion has occured

Figure 5.4: Overview of the effect of the different scenarios with regards to the occurrence of congestion within the base network
topology. Within the images a green colour indicates a line without congestion. An orange colour indicates that the line is formally not
experiencing congestion yet, but its status will be manually checked. A red colour indicates that a line has experienced one or more
moments of congestion during the considered time frame.

that same discussion it was also mentioned that these limits may change depending on ongoing research. In
particular, it is investigated whether components can be operated under higher loading. Thus, it is important
to take into account any potential updates within the operating limits in case of future reference. For now,
it is important that the scenarios highlight the increasing strain on the electricity system if it is left within its
current state and provide an opportunity for the implementation of measures to reduce said strain.

5.3. Introducing stochasticity

The final addition to the modelling considerations will be the introduction of a stochastic scenario. The
primary motivation for this addition is the large factor of uncertainty which is involved when considering
scenarios of one or multiple decades into the future. The scenarios formulated previously will likely differ
from the true developments in electricity demand and supply, although to which extent is by the same logic
hard to predict. The stochastic scenario is meant to provide some measure of insight regarding the possible
consequences of the assumptions made for the deterministic scenarios and into what happens to the pro-
vided solution in case the true developments differ from these assumptions.
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In order to formulate the stochastic scenario, a couple of components are necessary. First, the stochastic sce-
nario will consist of several variations of the initial deterministic scenario. The scenario for the year 2030 will
be used as a base for the stochastic scenario. The number of variations is to a degree arbitrary, although this
does depend on what form the stochastic model will take. For now, to keep the computation time reasonable,
ten variations will be taken.

Second, it is important to discuss how these variations are made. The variations will be constructed by for-
mulating different power demand profiles, which will happen according to Equation 5.1.

PP(s) =1+ n(s) x Pgep) PP (5.1)

In Equation 5.1, PP is the deterministic demand profile. Pg,, is the maximum deviation from the deter-
ministic value, which is taken to be 5% (or 0.05). The symbol n(s) is a random sample taken from a normal
distribution: n(s) € A (y, o2) [88], where 1 is taken to be 0 and o is taken as 0.8. Here, s is one of the ten
variations of the deterministic model. Finally, P”(s) is the stochastic variation s of the deterministic power
demand scenario. The realisations of the random samples for each variation s used within this work are
shown in Table 5.2.

Table 5.2: Random samples of a normal distribution used for creating the variations for the stochastic scenario.

S 1 2 3 4 5 6 7 8 9 10
n(s) | —0.055 | —-1.096 | 0.263 | 1.316 | 0.360 | 0.591 | —0.882 | —1.357 | —0.813 | 0.747

Next, it is important to know how likely each of these variations is to occur. For this, two possibilities have
been considered. First, as the realisations of n(s) are taken from a normal distribution, this same distribution
could be used to formulate probabilities for the different stochastic scenarios. To be specific, formulating
the probabilities such that the values of 7n(s) which are closer to the mean would have a higher probability of
occurring. However, this has two major drawbacks. First, the point of the different stochastic scenarios is to
highlight that the deterministic scenarios may differ from the future realisation; perhaps by a large margin.
Thus, assuming that the probability of larger variations is lower, would be a poor reflection of this difference.
Second, since the samples taken from the normal distribution are randomised, it would be hard to determine
what the probability of each realisation would be while still considering a complete search space of mutually
exclusive realisations. This led to the decision to formulate the probability of each stochastic variation as an
uniform probability, taken as one over the total number of variations (1/10 in this case). Other possibilities
would have been considered if the scenario formulation was one of the focus points of this thesis, however
this is not the case, as was already covered at the start of this chapter.

With the formulation of the stochastic scenario out of the way, it is time to highlight how it affects the deter-
ministic reconfiguration algorithm discussed in Chapter 4. The first important change is made to the vari-
ables of the formulation, which each receive an additional index s, for the different variations of the stochastic
scenario. The only exception to this is the switch position x,,, as it will be optimised for the combination of
stochastic scenario variations. Next, the parameters for the active and reactive power, PP and QD , also get
the additional index for the stochastic scenario. Finally, the objective function is updated with the probability
of each variation of the stochastic scenario p,, as is shown in Equation 5.2.

min { Ds Pﬁm,w,t,s} (5.2)
mneZ  weF,teJ ,se.&

It is important to stress that these changes to the formulation of the reconfiguration algorithm will only be

used for the stochastic scenario analysed in the next chapter. The deterministic formulation as presented in

Chapter 4 will be used for the previously discussed deterministic scenarios.






Discussion of results

With the model and scenario formulation completed, it is time to look at the capabilities of the reconfigura-
tion algorithm to reduce congestion within the analysed network. Each of the scenarios outlined in Chap-
ter 5, where the winter period is considered, will be discussed separately. To be specific, Section 6.1 will
cover the new base scenario in 2021, which now includes the initial PV and EV data (which deviates from the
base scenario used in Chapter 4). Following this will be Section 6.2, Section 6.3 and Section 6.4, covering the
scenario for 2030, 2040 and 2050, respectively. A separate analysis of these scenarios for the summer period
is presented in Appendix B. The analysis of the solutions offered by the reconfiguration algorithm is followed
by a comparison to the solution provided by PowerFactory for the 2030 scenario in Section 6.5. Finally, the
stochastic scenario will be covered separately in Section 6.6.

For each of the scenarios there are a couple of parameters of interest. First is the active power losses, as this is
the term being optimised within the optimisation process. If this term is reduced, it means the optimisation
is performing adequately. Another point of interest is the number of lines experiencing congestion. Just to
repeat, congestion is being defined as the amount of current overloading on a line surpassing the given limits
of 70% for GPLK cables and 100% for XLPE and KUDI cables. Ideally, this number would be improved upon
as it would indicate that the reconfiguration algorithm has completely resolved the congestion within one of
the lines. However, the likelihood of this happening for the later scenarios is rather small, as the overloading
of the lines gets quite severe. Thus, a parameter which will offer more insight for the later scenarios will be
the total amount of occurrences of congestion within the considered time frame. For each scenario, a week
will be simulated, meaning that there are a total of 23856 data points (one for each hour for each line). One of
these data points is counted as being congested when the respective maximum line loading is breached (70%
for GPLK, 100% for XLPE and KUDI).

If congestion does occur within the network, it is also important to consider its size. As a consequence, the
average size of line overloading (the percentage by which the line current surpasses the given limit) will be
reported and the same holds for the maximum encountered value. Finally, the different lines have two line
loading limits: the first during normal operation and the second during a disturbance or maintenance (refer
to Chapter 3). The number of occurrences of congestion surpassing this second limit will also be reported.
The motivation being that congestion can be classified as a disturbance, in which case the lines are allowed
to be loaded up to the second limit for up to five working days, according to the standards set by the DSO.

6.1. Scenario 2021

For the first scenario there are two lines which experience congestion during the considered time frame.
Thus, the reconfiguration algorithm can be used to obtain a new topology for the network. Having said that,
the new configuration of the MV grid topology obtained by the reconfiguration algorithm is displayed in Fig-
ure 6.1, where the blue lines are opened and the pink lines were previously open within the base topology
but are now closed. Within the figure it is possible to observe that five new switches have been selected to be
opened compared to the original topology. Additionally, the new line loading is displayed in Figure 6.2. The
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great thing which can be observed within this figure is that the red lines have disappeared compared to the
original topology from Figure 5.4a, meaning that the congestion has been resolved.

Originally open line, now closed No congestion occurs

Formally no congestion, but will be manually verified

Open line mmm Congestion has occured
Figure 6.1: The new network topology obtained from using the Figure 6.2: The occurrences of congestion within the new
reconfiguration algorithm for the third week of scenario 2021. network topology for the third week of scenario 2021.

For more details regarding the parameters of interest, one can refer to Table 6.1. From the table, it becomes
clear that the active power losses have not actually dropped, remaining at 10.64 MW. More importantly how-
ever, is the reduction from 2 to 0 lines experiencing congestion within the considered time frame. This means
that the reconfiguration algorithm has successfully removed the congestion from the network for the 2021
scenario. While it should also be noted that congestion did only occur 11 times during the considered time
frame with a maximum overloading of 4.95%, it is still a satisfactory result to see that the reconfiguration
algorithm is able to remove congestion from the network.

Table 6.1: Summary of results for scenario 2021.

Base topology | Optimised topology

Active power losses [MW] 10.64 10.64
Number of lines experiencing congestion 2 0
Instances of congestion 11 0

Average overloading size [%] 1.61 0.00

Maximum overloading size [%] 4.95 0.00
Instances of congestion above maintenance/disturbance limit 0 0

6.2. Scenario 2030

In the 2030 scenario the occurrences of congestion start to increase compared to 2021. Thus, the reconfigu-
ration algorithm is used and a new topology is obtained, as is displayed in Figure 6.3. Three of the originally
open lines have been closed and three alternative lines have been opened instead. Using this topology, the
power flow calculation is repeated and the network loading changes to the one displayed in Figure 6.4.

At first glance it may seem like not much has changed compared to the scenario for 2030 in the base topology,
as presented in Figure 5.4b. The main difference is that there is one additional line experiencing congestion
now. Similar to the error heat map used in previous chapters, Figure 6.5 represents the current overloading
size for every line for every time step in the base topology as well as for the optimised topology. In the figure,
it is possible to identify that different lines are now experiencing congestion than in the base topology. More-
over, there are less occurrences of congestion in the optimised topology than in the base topology. Also note
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. 3 No congestion occurs
Originally open line, now closed
Formally no congestion, but will be manually verified

mmm Congestion has occured

Open line
Figure 6.3: The new network topology obtained from using the Figure 6.4: The occurrences of congestion within the new
reconfiguration algorithm for the third week of scenario 2030. network topology for the third week of scenario 2030.

that the peaks of congestion align with the peaks in electricity demand, which is as expected.
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Figure 6.5: Heat map of the occurrences of line current overloading for the considered time frame in the 2030 scenario.

When looking at the data more in-depth, further differences can be identified. In Table 6.2, the parameters of
interest for both the scenario in the base topology, as well as the new optimised topology are presented. First,
there are the active power losses, which drop from 19.36 MW to 17.99 MW, a reduction of 7.08%. The relative
improvement offered here is larger than the relative reduction of active power losses for the base topology as
presented in Chapter 4. More importantly however, is the reduction in the occurrence of congestion within
the network, which drops from 507 to 303, a reduction of 40.24%. Additionally, the average size of the occur-
rences of congestion drop from 25.48% overloading to 16.88%. Also, the maximum overloading drops from
81.58% to 55.91%. Finally, the instances of overloading which surpass the limit of line loading for situations
of maintenance or disturbances is reduced from 192 to 61, a reduction of 68.23%. This last parameter should
ideally not occur at all during the normal operation as analysed here, however it is encouraging to know that
its occurrence is at least reduced.

An overview of the distribution of instances of congestion can be found in Figure 6.6, for both the base topol-
ogy and the optimised version. It is important to note that both plots utilise the same scale for the y-axis,
meaning that the data can be compared quantitatively, despite the total amount of occurrences of conges-
tion for the optimised topology being lower. It becomes clear from the figure as well that the congestion has
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Table 6.2: Summary of results for scenario 2030.

Base topology | Optimised topology
Active power losses [MW] 19.36 17.99
Number of lines experiencing congestion 11 12
Instances of congestion 507 303
Average overloading size [%] 25.48 16.88
Maximum overloading size [%] 81.58 55.91
Instances of congestion above maintenance/disturbance limit 192 61

been greatly reduced when considering the entire time frame, as the plot of the optimised topology is basi-
cally a shrunken version of the base topology. An important difference which can be observed between the
two plots is that the overloading size for the optimised topology tends to be closer to just over 0% (as conges-
tion is only counted if overloading > 0%), whereas the base topology reaches a peak occurrence around 10%.

Instances of congestion, measured as current overloading

Base topology Optimised topelogy

Occurrence

20 40 20 40 B0 80
Overloading size [%] Overloading size [%]

Figure 6.6: Sizes of the current overloading (in percentages) for each occurrence of congestion for the 2030 scenario.

Overall, the reconfiguration algorithm has been able to provide improvements for all the analysed parame-
ters for the 2030 scenario, bar the number of lines experiencing congestion. This includes the total amount
of occurrences of congestion, the average size of overloading and the maximum size of overloading. Unfor-
tunately, congestion does still occur, but its severity has been reduced. Two important conclusions can be
drawn from this observation. First, the reconfiguration algorithm alone is not enough to remove severe cases
of congestion within the MV grid. Second, the reconfiguration algorithm is able to reduce the encountered
congestion within the network to a significant degree (more than 40%), meaning that the dependency on
other flexibility resources is reduced.

6.3. Scenario 2040

Next is the 2040 scenario, where congestion is appearing in a significant number of lines within the network.
The reconfiguration algorithm is used, which results in the new topology as highlighted in Figure 6.7. Note
that the voltage and current constraints have been relaxed compared to the previous two scenarios to ensure
feasibility. A total of three new lines are opened; the same ones as for the 2030 scenario. With the new topol-
ogy, a power flow calculation is performed to obtain the line loading, resulting in Figure 6.8.

An overview of the spatial and temporal relation of the occurrences of congestion can be found in Figure 6.9.
Note how the maximum value of the colouring has increased compared to the 2030 scenario, with peaks over



6.3. Scenario 2040 55

Originally open line, now closed No congestion occurs
Formally no ion, but will be y verified
Open line mmm Congestion has occured
Figure 6.7: The new network topology obtained from using the Figure 6.8: The occurrences of congestion within the new
reconfiguration algorithm for the third week of scenario 2040. network topology for the third week of scenario 2040.

200%. Apart from that, it can be observed that the congestion in certain lines has changed in the optimised
topology, which is especially accentuated between lines 40 and 60. Here, the periods during which the lines
experience congestion are shortened, or at least interrupted. Also, the peaks in congestion are reduced and
once again align with the peaks in electricity demand.
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Figure 6.9: Heat map of the occurrences of line current overloading for the considered time frame in the 2040 scenario.

A summary of the most relevant parameters is given in Table 6.3. The active power losses have once again
decreased, this time from 35.82 MW to 32.60 MW, a reduction of 8.99%. This is a larger improvement com-
pared to the 2030 scenario. However, the other parameters are worth discussing further. First of all, the total
number of lines experiencing congestion has increased from 30 to 33, as has the total amount of occurrences
of congestion, rising from 1248 to 1308 (an increase of 4.81%). Thus, in regards to the occurrence of conges-
tion, the reconfiguration algorithm has actually worsened the situation. However, when analysing the size of
the congestion, it can be observed that the algorithm does bring about other improvements. In particular,
both the average overloading size and the maximum overloading size have decreased, from 53.38% to 33.63%
and from 215.64% to 186.46%, respectively. Additionally, the total number of violations above the mainte-
nance/disturbance limit has also decreased from 714 to 489, a reduction of 31.51%.

An overview of the size for each occurrence of congestion for both the base topology and the optimised topol-
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Table 6.3: Summary of results for scenario 2040.

Base topology | Optimised topology
Active power losses [MW] 35.82 32.60
Number of lines experiencing congestion 30 33
Instances of congestion 1248 1308
Average overloading size [%] 53.38 33.63
Maximum overloading size [%] 215.64 186.46
Instances of congestion above maintenance/disturbance limit 714 489

ogy can be found in Figure 6.10. The most noticeable difference between the two plots is perhaps the larger
peaks for the optimised topology between 0% and 50%. These larger peaks are mostly caused by the larger
number of occurrences of congestion. The improvements offered by the optimised topology start to show
more clearly after 50% overloading, where the peaks tend to be lower compared to the base topology. As re-
ported earlier, the maximum overloading has also reduced, which is a trend that can be observed for all peaks
after 100% overloading.

Instances of congestion, measured as current overloading
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Figure 6.10: Sizes of the current overloading (in percentages) for each occurrence of congestion for the 2040 scenario.

For the 2040 scenario the limitations of the reconfiguration algorithm start to show, as it is not able to improve
upon every parameter of interest. However, this does not mean that the reconfiguration algorithm is bringing
no improvements. Rather, the algorithm seems to be spreading the overloading within the network: increas-
ing it in places where previously no problems arose to lighten the strain on the parts already experiencing
congestion. An advantage of this would be that it allows other forms of flexibility to be used within a wider
area and still contribute to resolving the congestion problems. A clear disadvantage is the more widespread
occurrence of congestion throughout the network.

It should also be noted that the overloading of the lines start to reach rather high values, with the maximum
in both the base and optimised topology surpassing 150%. This would not be a very realistic number to find
within a real-world situation, as by this point the DSO would start to take action to prevent the assets con-
nected to the MV grid from being damaged. Its occurrence within the simulation likely originates from two
sources. The first being that within the simulation there is no accounting for possible reinforcement of the
grid. This would mean that the analysed grid has gone without any reinforcement for almost 20 years. The
second is the limited depth by which the future scenarios are formulated, which are currently rather basic.

Despite the 2040 scenario thus being less realistic, its results still offer useful insight: both in terms of the
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continued improvements offered by the reconfiguration algorithm, while also highlighting the limitations of
its use. Basically, the initial conclusions drawn from the 2030 scenario are further reinforced: the reconfigu-
ration algorithm is a useful tool to reduce the severity of congestion, but cannot resolve it on its own as the
congestion becomes more severe.

6.4. Scenario 2050

Before the results of the 2050 scenario are presented, it is important to note that this scenario will be a more
severe case of the situation described in the 2040 scenario. As such, the same statements regarding the accu-
racy of the scenario will also apply here, meaning that it will not be a realistic situation which may actually
occur. Despite this, the results do provide some additional insight regarding the reconfiguration and as such
its inclusion does benefit the overall analysis of the reconfiguration algorithm.

Having said that, the congestion observed in the 2040 scenario has spread to even more lines within the net-
work and has become even more severe for the 2050 scenario. Thus, the reconfiguration algorithm is used
and a new topology is obtained as in Figure 6.11, which is once again the same as the previous two scenarios.
Additionally, the new loading within the system is calculated using a power flow calculation, resulting in Fig-
ure 6.12.

Originally open line, now closed

No congestion occurs

Formally no congestion, but will be manually verified
Open line

mmm Congestion has occured

Figure 6.11: The new network topology obtained from using

the reconfiguration algorithm for the third week of scenario
2050.

Figure 6.12: The occurrences of congestion within the new
network topology for the third week of scenario 2050.

Once again, the spatial and temporal relation of the occurrences of congestion can be found in Figure 6.13.
The maximum value of the overloading has once again increased, now reaching over 250%. The difference
between the base topology and the optimised topology is still most pronounced between lines 40 and 60.
It is interesting to note that the occurrences of lower valued instances of congestion are increasing over the
decades. This is reflected in the lighter blue streaks which occur within Figure 6.13. However, it is also impor-
tant to keep in mind that the scale at which the size of congestion is plotted changes per scenario. That is to
say that the trend is only relative to the occurrence of overloading, not to its magnitude.

The active power losses are reduced from 51.14 MW to 46.84 MW, a reduction of 8.41%, which is similar
compared to the 2030 and 2040 scenario. The number of congested lines has increased from 43 to 48 and
additionally, the total occurrences of congestion have increased from 2025 to 2183. The average overloading
has decreased from 54.06% to 39.66%, however the maximum overloading is the same for both topologies at
297.34%. Finally, the occurrences of congestion with an overloading surpassing the maintenance and distur-
bance limit have decreased by 7.62%, from 1089 to 1006. These results are summarised in Table 6.4.
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Figure 6.13: Heat map of the occurrences of line current overloading for the considered time frame in the 2050 scenario.

Table 6.4: Summary of results for scenario 2050.

Base topology | Optimised topology
Active power losses [MW] 51.14 46.84
Number of lines experiencing congestion 43 48
Instances of congestion 2025 2183
Average overloading size [%] 54.06 39.66
Maximum overloading size [%] 297.34 297.34
Instances of congestion above maintenance/disturbance limit 1089 1006

Overall, with the results as presented above, it is safe to conclude that the reconfiguration algorithm does
not offer much anymore in terms of reducing the congestion. It becomes apparent that almost none of the
considered parameters is actually improving, apart from the average overloading size and some of the higher
occurrences of overloading which surpass the maintenance and disturbance limit. The maximum overload-
ing is also becoming even more unrealistically large, reaching almost 300%. Looking at the distribution of all
occurrences of congestion in Figure 6.14, one can wonder how much of the reduction in the average over-
loading size is caused by an overall lower overloading and how much is caused by an increase of lower-sized
occurrences of congestion. Although, the peaks do get lower in the optimised topology compared to the base
topology after around 60% overloading. Regardless, the benefits of the reconfiguration algorithm are far less
pronounced as the congestion has become more severe.

With the previous observation for the 2040 scenario already in place, it may be useful to argue why the 2050
scenario is still included. Despite the 2050 scenario being even less realistic than the 2040 scenario, the sit-
uation it describes does go to highlight the moment at which reconfiguration is no longer adding benefits to
the considered network. Thus, while the reconfiguration algorithm can provide benefits in case congestion
occurs, if this congestion is too large the benefits start to deteriorate until they practically disappear.

This highlights an important consideration for the use of reconfiguration as a means to reduce congestion.
Namely, that it is intended as a short-term solution. It was not expected that the reconfiguration algorithm
would be able to resolve the congestion by itself. It needs additional sources of flexibility and in the long term
also grid reinforcement will still need to be carried out. However, in the current situation of the MV grids in
the Netherlands, it does offer a quick and relatively cheap means to reduce the congestion while it is not too
severe yet.

Another interesting observation which can be made based on all the scenarios is that the same three orig-
inally opened switches are replaced by the same originally closed switches for each scenario, bar the 2021
scenario. This can imply that these three switches can contribute the most towards altering the power flow
within the network when considering the future developments as defined in Chapter 5. Additionally, these
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Figure 6.14: Sizes of the current overloading (in percentages) for each occurrence of congestion for the 2050 scenario.

three scenarios all experience rather severe cases of congestion, whereas this is rather limited for the 2021
scenario. Based on this observation, it seems like the reconfiguration algorithm is able to provide more di-
verse topologies when the effects imposed by congestion are less severe.

6.5. Comparison with PowerFactory

Similar to Section 4.3.5, a comparison can be made between the solution provided by the reconfiguration
algorithm and the functionalities offered by PowerFactory. Once again, the comparison will be made to the
iterative exploration of the meshes and a genetic algorithm with population settings as in Appendix C. Both
algorithms will be compared to the base case of scenario 2030 as it offers a rather large occurrence of conges-
tion while being one of the two more accurate scenarios considered. Meanwhile, interesting similarities and
differences to the solution in Section 6.2 are analysed while presenting the results.

6.5.1. Iterative exploration of meshes

Utilising an iterative exploration of the meshes in PowerFactory for the 2030 scenario yields a new network
configuration, as presented in Figure 6.15. Similar to the solution of the reconfiguration algorithm, a total of
three new switches are opened by the iterative exploration compared to the base case. However, only one of
them is the same. Instead of two switches changing on the left-hand side of the network, only one is changed.
Meanwhile, two switches are altered on the right-hand side. The top switch is changed to the same position
as by the reconfiguration algorithm. However, the bottom switch is also changed and is now moved to the left.
Performing a power flow calculation using the new topology results in the lines being loaded as in Figure 6.16.

Once again, the number of lines experiencing congestion has actually increased in the optimised topology,
from 11 to 12. However, when looking at the heat map of overloading sizes, shown in Figure 6.17, it becomes
clear that a lot less congestion is actually occurring in the optimised topology. This is most apparent from the
lower occurrence of peaks between lines 40 and 60 and the lower value of the ones that are there. Also, note
how two different lines are now experiencing moments of congestion between lines 120 and 140.

When looking at the other parameters, clear differences can be observed between this solution and the solu-
tion provided by the reconfiguration algorithm. The results for all three topologies are summarised in Table
6.5, where 'base’ refers to the base topology, 'RA’ refers to the optimised topology obtained by the reconfigu-
ration algorithm and 'TEOM’ refers to the optimised topology obtained by PowerFactory utilising the iterative
exploration of the meshes. The first difference compared to the reconfiguration algorithm is in regards to
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Originally open line, now closed No congestion occurs

Formally no congestion, but will be manually verified

Open line mmm Congestion has occured
Figure 6.15: The new network topology obtained from using Figure 6.16: The occurrences of congestion within the new
the iterative exploration of the meshes in PowerFactory for the network topology obtained from PowerFactory for the third
third week of scenario 2030. week of scenario 2030.

Current overloading

Base topology Optimised topology

20

Line index
8
Overload size [%]

100

120

140

340 380 380 400 420 440 480 480 500 340 380 380 400 420 440 480 48O

Time step [hours] Time step [hours]

Figure 6.17: Heat map of the occurrences of line current overloading for the considered time frame in the 2030 scenario using the
iterative exploration of meshes in PowerFactory.

the value of the objective function, which is equal to 18.52 MW over the entire time frame for the optimised
topology by PowerFactory. This constitutes a reduction of 4.34% compared to the base topology, but is almost
3% lower than the 7.08% reduction obtained by the reconfiguration algorithm.

However, with regards to the other parameters, the active power losses is actually the only parameter with
less improvement by the iterative exploration of meshes than the reconfiguration algorithm. The occurrence
of congestion has dropped by 53.25% compared to the base topology, for a total of 237 occurrences of con-
gestion over the entire time frame. The average overloading has dropped from 25.48% to 13.88% and the
maximum is now 41.45% instead of 81.58%. Finally, the occurrence of congestion with an overloading size
larger than the limit set for maintenance or a disturbance has dropped from 192 to only 24, a reduction of
87.5%.

The occurrences of congestion have also been plotted with regards to the overloading size in Figure 6.18,
comparing the base topology to the optimised topology obtained using the iterative exploring of meshes. By
analysing the figure it becomes clear that the optimised topology has far fewer occurrences of congestion
compared to the base topology, with far smaller sizes with regards to overloading. Combining all of these
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Table 6.5: Summary of the results for scenario 2030. Base refers to the base topology. RA refers to the topology obtained by using the
reconfiguration algorithm. IEOM is referring to the topology obtained using the iterative exploring of meshes by PowerFactory.

Base RA | IEOM
Active power losses [MW] 19.36 | 17.99 | 18.52
Number of lines experiencing congestion 11 12 12
Instances of congestion 507 303 237
Average overloading size [%)] 25.48 | 16.88 | 13.88
Maximum overloading size [%] 81.58 | 55.91 | 41.45
Instances of congestion above maintenance/disturbance limit | 192 61 24

results makes it safe to conclude that the iterative exploring of meshes by PowerFactory is better performing
than the reconfiguration algorithm in this case. The main advantage offered by PowerFactory is that it can
consider all switches at the same time.

Instances of congestion, measured as current overloading

Base topology Optimised topology
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Figure 6.18: Sizes of the current overloading (in percentages) for each occurrence of congestion in the PowerFactory solution using an
iterative mesh exploration for the 2030 scenario.

However, this is not to say that the solution obtained by PowerFactory is superior in every situation. Most
importantly with regards to flexibility, as the algorithm provided by PowerFactory is limited in terms of the
constraints which can be used during the optimisation. Thus, while considering all switches at once can be
considered an advantage for the optimisation itself, it is limiting when some switches should not be consid-
ered during the optimisation at all. This could prove problematic, for example in case the age of components
or their location become important parameters to be taken into account for the optimised topology. Addi-
tionally, the objective function is actually lower for the reconfiguration algorithm, being 17.99 MW, compared
to the 18.52 MW obtained by using PowerFactory. This motivates the exploration of a different objective func-
tion which could improve the solution of the reconfiguration algorithm, however, this is further discussed
during the recommendations in Section 7.3. Overall, both algorithms provide a clear improvement for the
analysed parameters compared to the base topology, highlighting the effectiveness of network reconfigura-
tion to reduce congestion within said network.

6.5.2. Genetic algorithm

Utilising the genetic algorithm for the tie open point optimisation in PowerFactory for the 2030 scenario yields
a new network configuration, as presented in Figure 6.19. The solution offered by the genetic algorithm pro-
poses the change of six different switches to be opened compared to the base topology. This is double the
amount of switching operations compared to the reconfiguration algorithm (or the iterative exploration of
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meshes for that matter). The most peculiar change is perhaps the change in the bottom left loop, since no
congestion actually occurs here. The new configuration results in the network loading as presented in Fig-
ure 6.20.

L " No congestion occurs
Originally open line, now closed 9

Formally no congestion, but will be manually verified

Open line mmm Congestion has occured
Figure 6.19: The new network topology obtained from using Figure 6.20: The occurrences of congestion within the new
the genetic algorithm in PowerFactory for the third week of network topology obtained from PowerFactory for the third
scenario 2030. week of scenario 2030.

One thing which can be observed in Figure 6.20, is that the total number of lines experiencing congestion
has increased from 11 to 14. This increase also becomes apparent when observing the heat map of the over-
loading in Figure 6.21. Here, the additional lines experiencing congestion can also be observed, especially
between lines 0 and 20. It is also noticeable that there are a lot more peaks in the optimised topology of the
genetic algorithm compared to the reconfiguration algorithm and the iterative exploration of meshes.
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Figure 6.21: Heat map of the occurrences of line current overloading for the considered time frame in the 2030 scenario using the
genetic algorithm in PowerFactory.

Contrary to the previous results, the solution offered by the genetic algorithm also increases the total amount
of occurrences of congestion; rising from 507 in the base topology to 562 in the optimised topology. The
value of the objective function did decrease, to 19.09 MW active power losses over the considered time frame.
However, this only constitutes a reduction of 1.39%, which is significantly lower than the reconfiguration al-
gorithm. The average and maximum overloading size did reduce, from 25.48% to 22.14% and from 81.58%
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to 72.22%, respectively. Subsequently, the number of occurrences of congestion surpassing the maintenance
and disturbance limit has also decreased, from 192 to 180, a reduction of 6.25%. These results are summarised
in Table 6.6. When analysing Table 6.6, it becomes clear that only some of the parameters are improved upon
by the genetic algorithm compared to the base topology. Simultaneously, the improvements which are of-
fered are less significant than those of the reconfiguration algorithm.

Table 6.6: Summary of the results for scenario 2030. Base refers to the base topology. RA refers to the topology obtained by using the
reconfiguration algorithm. GA is referring to the topology obtained using a genetic algorithm by PowerFactory.

Base RA GA
Active power losses [MW] 19.36 | 17.99 | 19.09
Number of lines experiencing congestion 11 12 14
Instances of congestion 507 303 562
Average overloading size [%] 25.48 | 16.88 | 22.14
Maximum overloading size [%] 81.58 | 55.91 | 72.22
Instances of congestion above maintenance/disturbance limit | 192 61 180

The occurrences of congestion relative to the overloading is presented in Figure 6.22. The most noticeable
difference between the base topology and the optimised topology is the reduction of the occurrences of con-
gestion with an overloading larger than 45%. Meanwhile, the increase in the total amount of occurrences of
congestion is most prevalent for lower overloading sizes, between 0% and 15%. The occurrences of conges-
tion larger than 60% has also been reduced significantly in the optimised topology, which contributes to the
lower maximum overloading as well.

Instances of congestion, measured as current overloading

Base topology Optimised topology

Occurrence

20 40 B0 20 40 60
Overloading size [%] Overloading size [%]

Figure 6.22: Sizes of the current overloading (in percentages) for each occurrence of congestion in the PowerFactory solution using a
genetic algorithm for the 2030 scenario.

Overall, it is safe to conclude that the genetic algorithm does not offer a superior solution compared to the
reconfiguration algorithm. Not all parameters are improved upon, some are even made worse. Meanwhile,
the ones that are improved, are improved to a lesser extent than the solution offered by the reconfiguration
algorithm. The same reasons as mentioned throughout this thesis probably apply here, mainly that the ge-
netic algorithm is a meta-heuristic approach which cannot guarantee a global optimum.

6.5.3. Voltage analysis
It is interesting to note that the same trend in regards to the objective function as presented in Chapter 4 can
also be observed here. The reconfiguration algorithm offers the best objective function value, followed by the
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iterative exploration of meshes and finally the genetic algorithm. Because of this trend, it can be insightful
to also compare the voltage levels of the different optimisations, as voltage is closely related to losses. An
overview of the voltage amplitude for each topology is given in Figure 6.23. In the figure 'Base’ refers to the
base topology, 'RA refers to the topology obtained by the reconfiguration algorithm, TEOM’ refers to the iter-
ative exploration of meshes and GA refers to the solution of the genetic algorithm.
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Figure 6.23: Overview of the voltage amplitude encountered throughout the network for the considered time frame in the 2030 scenario
for each of the considered algorithms. Base refers to the base topology, RA is the solution offered by the reconfiguration algorithm,
IEOM is the solution offered by the iterative exploration meshes and GA refers to the genetic algorithm.

From Figure 6.23, it becomes clear that for each of the topologies it holds that the voltage amplitude is well
within the limits of +/- 5% of the 10.5 kV rated value. The most noticeable difference is perhaps between the
base topology and the genetic algorithm compared to the reconfiguration algorithm and the iterative explo-
ration of meshes. For the former pair, the voltage tends to be higher throughout the network during more
moments of the considered time frame, indicated by the deep red colour. Contrary to this, the latter pair has
a higher occurrence of lower valued voltage amplitude, indicated by the more frequent presence of yellow
and green colours. It should be noted that the genetic algorithm does offer some improvements with regards
to the base topology, as the red colour is not quite as frequent and instead more of the plot is coloured yellow.
However, this is far less substantial than the improvements of the reconfiguration algorithm and the iterative
exploration of meshes.

Interestingly enough, the maximum value is actually the same for each topology, at 10.48 kV. Thus, the dif-
ference in losses is mostly caused by the higher occurrence of larger voltage amplitudes, rather than just the
maximum value. This is also evident when comparing the voltage distribution of, for example, the reconfig-
uration algorithm and the iterative exploration of meshes, displayed in Figure 6.24 (the distribution of each
topology is provided in Appendix D). From the figure, it can be observed that the distributions are very sim-
ilar for both topologies, only the iterative exploration of meshes has higher peaks in general. These higher
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peaks signify a higher occurrence of larger amplitude values. This difference between the distributions likely
represents the difference in objective function value between the two topologies as well.

Voltage amplitude distribution
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Figure 6.24: Voltage amplitude occurrences for each of the considered topologies. RA refers to the reconfiguration algorithm and IEOM
refers to the iterative exploration of meshes.

Overall, each algorithm does offer some improvements in regards to the severity of the encountered con-
gestion, but the reconfiguration algorithm and the iterative exploration of meshes far surpass the improve-
ments offered by the genetic algorithm. Between the reconfiguration algorithm and the iterative exploration
of meshes, the main trade-off is between the flexibility offered by the former, while the latter offers a more
extensive decision space due to its ability to consider all switches at once.

6.6. Stochastic scenario

For the stochastic scenario, the alterations as covered in Chapter 5 are in place, meaning that the optimisa-
tion will now be taking into account ten different demand profiles at the same time, each with a likelihood of
occurring of 1/10. However, this also means that the amount of variables has increased by a factor 10. This
increased model size unfortunately means that the available hardware is unable to compute a solution for
the considered time frame. So, instead the optimisation will be carried out for the period of peak demand,
between 17:00 and 20:00. This means that the obtained optimised topology may not be the global optimum,
but it should still highlight the considerations for a stochastic optimisation.

As such, the stochastic reconfiguration algorithm is used and the resulting optimised configuration can be
found in Figure 6.25. Comparing the configuration with the one obtained from the deterministic 2030 sce-
nario, only one difference can be observed. Namely, the switch in the bottom loop has been moved by one
substation, leading to a total of four different switches being altered compared to the base case. However,
this loop was not experiencing congestion during the deterministic scenarios, not even in the 2050 scenario
where the base load was increased by 50.9%. For comparison, the maximum load increase for the stochastic
variations is 6.6%. As a result, the maximum line loading occurring in the network remains unchanged when
comparing the deterministic configuration and the stochastic configuration, as can be observed in Figure
6.26 for the deterministic demand profile.

Subsequently, the number of lines experiencing congestion, the total instances of congestion, their average
and maximum size and the instances of congestion surpassing the limit during maintenance or a distur-
bance all remain unchanged compared to the results in Table 6.2 when utilising the optimised configuration
for the deterministic 2030 scenario. This also holds when performing the power flow calculation for any of
the stochastic variations. The only parameter which does differ is the active power losses, but this is not more
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Figure 6.25: The new network topology obtained from using
the reconfiguration algorithm for the third week of the
stochastic 2030 scenario.
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Figure 6.26: The occurrences of congestion within the new
network topology obtained from using the reconfiguration
algorithm for the third week of the stochastic 2030 scenario.

than 0.01 MW for the entire network over the entire time frame.

Thus, the stochastic scenario provides an almost identical solution to the deterministic version, although it
is sub-optimal due to the additional switching action. Taking these results into account, it is safe to conclude

that the reconfiguration algorithm provides a robust solution which lessens the severity of the congestion
even if the scenarios turn out with larger or smaller increases in the base load.



Summary, conclusions and
recommendations

7.1. Thesis summary

This work presents a master thesis into modelling and topology optimisation of representative MV networks
for the Netherlands. The first chapter introduces the general motivation for carrying out the research, which
is centred around the increasing occurrence of congestion within MV grids as a result of the increase of DERs.
Additionally, the research questions are introduced, which are focused on the possibility of designing a sea-
sonal reconfiguration algorithm for the MV network topology to reduce congestion in the short term. Chap-
ter 2 goes over an extensive literature study for most of the topics relevant to the thesis as a whole, such as
distribution grids, power flow calculations and network reconfiguration.

Next, in Chapter 3, the case study network is introduced, which consists of a large city within the Netherlands
for which real data has been made available by one of the Dutch DSOs. The real data primarily consist of a
PowerFactory model, which has been used as a benchmark for the developed model. The chapter goes into
further detail regarding the encountered grid assets, as well as the network topology and the configuration in
the base case.

The methodology is presented in Chapter 4 and consists of three parts. First, a nonlinear power flow algo-
rithm is introduced, which is used for modelling the current system state. This model is subsequently verified
against the provided PowerFactory model to ensure its accuracy. Each of the considered parameters are ac-
curately modelled by the power flow algorithm, each having an average error below 1%. Second, the power
flow algorithm is linearised to enable the formulation of a MILP reconfiguration algorithm in the last section
of the methodology. Both the nonlinear and linear power flow algorithms, as well as the reconfiguration al-
gorithm, are implemented in the high-level programming language Python. And to be more specific, in the
Python-based optimisation modelling language called Pyomo.

Next, with the methodology in place, it is time to test the functionality of the reconfiguration algorithm. To
this end, several future scenarios are formulated in Chapter 5. The scenarios are meant to illustrate the capa-
bilities of the reconfiguration algorithm to reduce congestion within the MV grid. As such, each subsequent
scenario has more severe cases of congestion. At the same time, measures such as grid reinforcement or
forms of flexibility by the producers and consumers are excluded from the considerations made. That means
that the considered situation is a worst-case scenario. Additionally, a stochastic scenario is introduced, which
provides a measure of sensitivity analysis for the presented algorithm and its solution.

Finally, the results for each of the scenarios are presented in Chapter 6. A clear trend can be observed in
regard to the functionality of the reconfiguration algorithm as the scenarios increase in time and the conges-
tion within the network becomes more and more severe. For the initial scenario of 2021, the reconfiguration
algorithm is able to completely remove the congestion for the considered time frame. For the 2030 scenario,
the reconfiguration algorithm still performs adequately, being able to reduce the occurrence of congestion by
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more than 40%.

However, the limitations of the reconfiguration algorithm also start to show in the subsequent scenarios. For
the 2040 scenario, the reconfiguration algorithm is no longer able to reduce the occurrences of congestion
within the network. Instead, it lowers the average and maximum size of line overloading by slightly increas-
ing the overall occurrence of congestion. Thus, the occurrence of congestion is not reduced, but its severity is.
The added benefits from the reconfiguration algorithm finally start to almost disappear as the 2050 scenario
is analysed, where only small improvements can be observed.

The reconfiguration algorithm is also compared to an iterative exploration of meshes and a genetic algorithm,
both available from PowerFactory. When comparing the reconfiguration algorithm to other approaches of op-
timising the network topology offered by PowerFactory, some important observations can be made. First of
all, the reconfiguration algorithm offers a significantly better solution than the genetic algorithm. Meanwhile,
the solution offered by the reconfiguration algorithm with regard to the occurrence of congestion offers less
improvement than the iterative exploration of meshes in PowerFactory. However, the value of the objective
function is better for the reconfiguration algorithm than for the iterative exploration of meshes. Additionally,
the PowerFactory algorithms can only consider all switches at once. This can be considered an advantage for
the optimisation itself, but it is a limiting factor when some switches should not be considered during the
optimisation at all. Most importantly however, is that both solutions highlight the ability of network recon-
figuration to reduce congestion within said network.

7.2. Conclusions

With the results for each of the scenarios in place, there are a couple of conclusions which can be drawn.
Arguably the most important conclusion is that the developed algorithm is shown to be able to provide sig-
nificant improvements with regards to the occurrence of congestion within the network in the short term,
either completely removing it, or reducing the occurrence of congestion by more than 40%. Switching oper-
ations are relatively cheap compared to grid reinforcement, while still being within the direct control of the
DSO. Additionally, the practical application of the reconfiguration algorithm can be used in the short term, as
the operation itself is already carried out by the DSO during maintenance for example. A transition from the
current 4-year reconfiguration is thus primarily limited by convention. To the best of the author’s knowledge,
this thesis is the first to highlight the added benefit of seasonal network reconfiguration in the modern elec-
tricity grid in the Netherlands, considering the developments of the last two decades.

It is also important to once again highlight the limitations of the reconfiguration algorithm. Because despite
its added benefits, these same benefits start to be lessened as the congestion within the network becomes
more severe. In such cases the algorithm is spreading the overloading within the network: increasing it in
places where previously no problems arose to lighten the strain on the parts already experiencing conges-
tion. Thus, it is important to conclude that the reconfiguration algorithm by itself is not enough to remedy
the problems encountered within the MV grid in the long term. Instead, the reconfiguration algorithm would
need to be supplemented by other flexibility sources, such as EV’s, and traditional grid reinforcement. How-
ever, the direct need and size of these other measures can be reduced by the application of seasonal recon-
figuration. In short, network reconfiguration is part of the solution, but it is not the solution itself.

With those conclusions out of the way, it may be useful to reevaluate the posed research questions. First
of: What assumptions and network parameters need to be considered in order to design a representative net-
work simulation for a large city in the Netherlands? In terms of assumptions there are quite a few mentioned
throughout this thesis, primarily in Chapters 3 and 4. Some of these assumptions are based on the typical op-
erations carried out by the DSO, while others are imposed by the network modelling. Examples include that
only load-switch-disconnectors can be used for the reconfiguration and that no parallel lines exist within the
network. Depending on the application, these assumptions will need to be expanded, altered or removed, but
it can be safely said that there are quite a few necessary to keep the simulation manageable for one person.
With regards to the network parameters, since congestion was the primary problem being resolved within
this work, the line current was the most important parameter for the final analysis. However, other parame-
ters, such as the bus voltage and the active power losses all contribute to the final considerations made.
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The next question posed was: How to formulate the mixed-integer linear program meant to implement the
network reconfiguration algorithm? This question has been answered in full by the methodology in Chap-
ter 4, culminating in the final formulation described by Equations 4.23 to 4.45.

The third question posed: What is the impact of different load profile scenarios on the MV grid?, can be an-
swered with the use of the scenarios presented in Chapter 5. Although the scenario formulations are some-
what simplistic compared to the possibilities, they do still highlight the expected growth in electricity demand
over the next few decades, as well as the increasing penetration and dependence on DERs. The impact of
these increases will likely result in an increase in the occurrence of congestion within the distribution grid.
Congestion is already a real problem within the Netherlands, as illustrated by Figure 1.1. Unless actions are
taken to remedy it, it will only grow in severity and frequency.

Finally, the last sub-research question was: Is it possible to optimise the topology of the MV grid (in a consistent
manner) to cover a wide range of different load profile scenarios by adjusting the normally open switches and
thus changing the topology? The short answer to this is yes. The full answer is a bit more nuanced though.
When analysing the results presented in Chapter 6, it becomes apparent that the presented reconfiguration
algorithm is able to reduce the severity of congestion for every considered scenario. However, these improve-
ments start to reduce as the congestion becomes more severe and almost disappears for the final scenario in
2050. Furthermore, the stochastic scenario provides an optimised topology taking into account ten different
variations of the 2030 scenario, resulting in an almost identical solution to the one provided in the determin-
istic case. This goes to highlight the robustness of the provided solution by the reconfiguration algorithm to
cover a wide range of different load profile scenarios.

All of this culminates in answering the research question posed at the start of this thesis:

How seasonal optimisation of the medium voltage grid topology by the use of a grid reconfiguration algorithm
can help to overcome structural congestion?

In short, by utilising the reconfiguration algorithm presented in this work, it is possible to reduce congestion
within a MV grid. This, by closing some of the normally open switches and opening others within the net-
work. The result is a new topology for the MV grid, which alters the flow of power therein. This allows for a
consistent reduction of the experienced congestion and, depending on the severity, is sometimes even able to
completely remove it. The benefit of this operation is that it is a short-term and low-cost solution which can
be implemented by the DSO without relying on other external parties. Additionally, due to the considerations
made within this work, this solution does not rely on remotely operable switches and can instead be applied
within the Dutch grid where manually operated switches are present.

7.3. Recommendations
The final part of this thesis will consist of possible improvements and additions which can be made, based
on the knowledge and experience gained during the project.

Perhaps the most important aspect which could be improved upon is the modelling considerations affecting
the reactive power within the power flow algorithm (and subsequently the reconfiguration algorithm). Tak-
ing these consideration into account proved too much for the provided time for the master thesis, but would
greatly benefit its accuracy and completeness.

Similarly, future work can focus on analysing different objective functions to further improve the reduction of
congestion within the network. Currently, the objective function offered by the reconfiguration algorithm is
the best out of the considered approaches. However, its reduction of the encountered congestion is not. This
signifies that the objective function can be altered to better reflect the intended outcome of network conges-
tion reduction and subsequently improve the offered solution.
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As was already mentioned, the scenario formulation can be made much more in-depth to further test the
functionality of the reconfiguration algorithm. Such work could likely fill a master thesis on its own, but
would nevertheless greatly improve the considerations made within this work with regards to the added ben-
efits of the reconfiguration algorithm.

One way to expand the scenarios is to introduce the increasing penetration of heat pumps and wind farms
therein. They would be a welcome complement to the PV installations and EV’s currently considered and
together form a more complete prediction of the developments within the distribution grid.

Other aspects of improvement primarily involve the size of the model and the relation to the computation
time of the simulations. For example, it would be possible to expand the decision space for the reconfigura-
tion algorithm to more than one week in case more powerful computational hardware is used. However, such
resources were not provided for this thesis and as such the decision space had to be limited to keep compu-
tation times reasonable.

Subsequently, more research could be done with regards to the scalability of the solutions presented here.
With increasing model sizes and complexity, the ability to compute solutions of larger-scale problems within
a reasonable time becomes more and more valuable. It should also be noted that since the algorithm pre-
sented here implements seasonal reconfiguration, the computation time could in theory be several months
long. While the practicality of this could rightfully be put into question, it does highlight the low priority of
the computation time for the algorithm in case of practical application. The main motivation to keep the
computation time short is the need to develop the algorithm to begin with.

Alternatively, it could be considered to implement the algorithm in a different high-level programming lan-
guage, as Python is not the most optimal choice with regards to memory usage or speed.

In Chapter 6, it was also mentioned that the reconfiguration algorithm seems to propose more diverse net-
work configurations when the effects of congestion are less severe. A consequence of this could be that,
should congestion prove to be less of a problem in the future, the reconfiguration algorithm could be used to
suggest alternative switching operations which could limit the amount of stress experienced by the switching
gear used at any given time within the network. This could be a possibility explored in future work.

Other future work could include broadening the considerations made within this work in regards to the MV
grid, to the LV and HV grid. Both would require different considerations, but could add to the overall ap-
plicability of the network reconfiguration. This especially holds as the TSO is starting to benefit more from
utilising flexibility options within the distribution networks and the MV grid becomes less static due to the
introduction of flexibility options in the LV grid.

A recommendation with regards to the applicability of network reconfiguration to the Dutch grid would be to
further introduce remotely operable switches, as it would allow for switching actions closer to day-ahead or
real-time. However, aspects such as the number of switching actions should be reconsidered if this came to
pass.
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Phase impedance to sequence components

A full derivation for transforming the phase impedance values to sequence components is presented in [79].
The relevant parts of which have been adapted for this work as found below.

First, for a balanced system, the self and mutual phase impedances can be written according to:
Zs=Zaa=Zpp = Zec (A.1)

I =Zab=Zpc = Zca = Zpa = Zch = Zac (A.2)

Where Z; is the self impedance and Z,, is the mutual impedance. Next, the positive and zero sequence
components are expressed in terms of the self and mutual impedance values according to:

Zo=Zs+27p (A.3)

L =2Zs—Znm (A.4)
Where Zj is the zero sequence component and Z; is the positive sequence component. Rewriting gives:
1
Zs =3R4+ Z) (A.5)

1
Zm=3Z0=2) (A.6)

Finally, writing the impedance in terms of the resistance and reactance components gives:

Re= SRy +Ro) = Raa = Ry = Rec (A7)
Xo= 2 @X0+X0) = Xaa = Xoy = Xec (A8)
Ry = %(Ro —R1) =Rgp = Rpc = Rea = Rpa = Rep = Rac (A9)
X = 5 (X0 = X0) = Xy = Xie = Xea = Xpa = Xe = Xae (A10)
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Summer period analysis

This chapter will go over an abbreviated version of the steps taken in Chapters 5 and 6, introducing the sce-
narios and results for the reconfiguration algorithm, but instead of a winter period, it will focus on a summer
period. The period in question is the 26th week of the considered year, ranging from hour 4200 to 4368. The
same additions to the provided base data as mentioned in Chapter 5 apply here, meaning an increase in the
base load and the additions of distributed generation and demand caused by PV systems and EV usage, re-
spectively. The application of these scenarios within the base topology is highlighted in Figure B.1, where the
peak line loading is shown for the entire network. Within the figure, a green colour indicates that the line
does not experience congestion during the considered time frame. An orange colour indicates that the line
is formally not experiencing congestion yet, but its status will be manually checked by the DSO. Finally, a red
colour indicates that a line has experienced one or more moments of congestion during the considered time
frame.

The most noticeable difference with the considered winter period is perhaps the severity of the encountered
congestion in terms of its occurrence. The first scenario set in 2021 does not encounter any congestion to
begin with. The 2030 scenario only has two lines which are congested, which already happened in 2021 for
the winter period. In 2040 the congestion is spreading to two of the feeders and in 2050 the congestion is
more widespread, but not nearly to the degree as encountered during the winter period. The main cause for
this difference is probably two-fold. First, demand is a lot lower during the summer season compared to the
winter season (as can also be seen in Figures 1.2 and 3.5b). Second, the local generation has greatly increased
compared to the base case for each of the scenarios. Since local demand for electricity is assumed to be sup-
plied by local generation if possible, this results in an overall decrease in the demand for transport capacity
and subsequently congestion.

Next, each of the scenarios is subjected to the optimisation of the reconfiguration algorithm, altering the grid
topology as is depicted in Figure B.2. The alterations differ per year and range between 5 and 3 switches
changing position. The optimised topology in 2030 only differs by one switch position from the one in 2021.
The topology in 2040 has two different selected switches compared to 2030 and 2050 only differs by one switch
from 2040. This goes to highlight that not many switch operations are necessary to optimise the grid topol-
ogy, especially once the first optimisation has been carried out.

Next, the maximum line loading throughout the network for the optimised topologies are shown in Figure
B.3. Here, a few points are interesting to note. First, the congestion has completely disappeared for the sce-
nario in 2030, as depicted in Figure B.3b. Second, the congestion has actually spread to more feeders in the
optimised topology than in the base topology for the 2040 scenario. However, it will be shown that despite
this, the new configuration brings great improvements with regards to the severity of the encountered con-
gestion. The maximum loading is rather similar for both 2021 and 2050, but also more on this as the data is
analysed.

First, the 2021 scenario will be discussed. This analysis is rather short as neither the base topology nor the
optimised topology experience any congestion. However, it is interesting to note that the objective function
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value has improved in the optimised topology, going from 6.51 to 6.38, as is also shown in Table B.1.

Table B.1: Summary of results for scenario 2021

Base topology | Optimised topology
Active power losses [MW] 6.51 6.38
Number of lines experiencing congestion 0 0

Next, the results for the 2030 scenario are shown in Table B.2. Here, two lines were experiencing congestion
a total of 18 times during the considered time frame in the base topology. However, this congestion has been
completely removed in the optimised topology. It should be noted that the congestion was relatively small,
with a peak of only 6.68% overloading. Nevertheless, the reconfiguration algorithm provides a satisfactory
solution.

Table B.2: Summary of results for scenario 2030

Base topology | Optimised topology
Active power losses [MW] 9.92 9.44
Number of lines experiencing congestion 2 0
Instances of congestion 18 0
Average overloading size [%] 2.69 0.00
Maximum overloading size [%] 6.68 0.00
Instances of congestion above maintenance/disturbance limit 0 0

Next is the 2040 scenario. Since congestion is a bit more prevalent in this scenario compared to the previous
two, it may be insightful to first take a look at the heat map of the encountered congestion in Figure B.4. De-
spite more lines experiencing congestion compared to the base topology, the ones that are actually visible on
the heat map are more or less equal (the other two being barely visible due to their small overloading size).

Current overloading

Base topology Optimised topology

3

0

Line index
Overload size [%]
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4200 4220 4240 4260 4280 4300 4320 4340 4360 4200 4220 4240 4260 4280 4300 4320 4340 4360
Time step [hours] Time step [hours]

Figure B.4: Heat map of the occurrences of line current overloading for the considered time frame in the 2040 scenario.

The reason for this difference becomes apparent when looking at the data in Table B.3. First, the objective
function value has been reduced from 16.25 MW losses over the considered time frame for the entire network,
to 15.15 MW, a reduction of 6.77%. As became apparent from Figure B.3c, the amount of lines experiencing
congestion has increased from six to eight. However, the occurrences of congestion have been drastically
reduced, from 294 to 168, a reduction of 42.86%. Additionally, the average size of line current overloading
has been reduced from 28.60% to 12.25% and the maximum has been reduced from 67.15% to only 26.59%.
Furthermore, the occurrences of congestion which surpass the limit during maintenance or a disturbance
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have been completely removed.

Table B.3: Summary of results for scenario 2040

Base topology | Optimised topology
Active power losses [MW] 16.25 15.15
Number of lines experiencing congestion 6 8
Instances of congestion 294 168
Average overloading size [%] 28.60 12.25
Maximum overloading size [%] 67.15 26.59
Instances of congestion above maintenance/disturbance limit 129 0

The reduction of the average and maximum size of the encountered line overloading can be further ac-
counted for by looking at Figure B.5. Here, the distribution of the encountered overloading is plotted, with
the size relative to its total occurrence. From the figure, it is clear that the encountered congestion has been
severely reduced, although the spread is more uniform than encountered for the other scenarios in Chapter 6.

Instances of congestion, measured as current overloading

Base topology Optimised topology
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Occurrence
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Overloading size [%] Qverloading size [%]

30 40 50

60 70

Figure B.5: Sizes of the current overloading (in percentages) for each occurrence of congestion for the 2040 scenario.

Finally, there is the scenario for 2050. Once again, the heat map is covered first, now displayed in Figure
B.6. The lines between index 0 and 60 which experience congestion are more or less equally defined for both
plots. However, it is interesting to note that the two lines around index 100 and 110 are barely visible in the
optimised topology. This already highlights the reduction of the congestion in the optimised topology.
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Current overloading
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Figure B.6: Heat map of the occurrences of line current overloading for the considered time frame in the 2050 scenario.

This reduction can be further observed when analysing the results in Table B.4. Here, the objective function
value has once again been reduced, this time by 6.16%, which is very close to the 6.77% reduction for the
2040 scenario. The amount of lines experiencing congestion is actually the same for both topologies at nine.
The biggest improvement can once again be observed for the occurrences of congestion, having dropped
from 444 to 280, a reduction of 36.94%. The same observation holds for both this parameter and the remain-
ing ones: less improvement than for the 2040 scenario, but still substantial. The average overloading size
has been reduced from 29.74% to 22.29% and the maximum value encountered has dropped from 84.65% to
61.93%. Finally, the occurrences of congestion surpassing the maintenance and/or disturbance limit have
decreased from 203 to 81, a reduction of 60.10%.

Table B.4: Summary of results for scenario 2050

Base topology | Optimised topology
Active power losses [MW] 22.25 20.88
Number of lines experiencing congestion 9 9
Instances of congestion 444 280
Average overloading size [%] 29.76 22.49
Maximum overloading size [%] 84.65 61.93
Instances of congestion above maintenance/disturbance limit 203 81

The distribution of the encountered congestion is shown in Figure B.7. It can be seen that a relatively large
amount of the encountered congestion in the base topology actually surpassed 60% overloading, whereas
this has been completely removed in the optimised topology. Additionally, it is interesting to note that the
optimised topology does not have its peak of congestion occurrences around 0%, as has been observed most
often throughout this thesis. Instead, the peak is around 17%.
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Instances of congestion, measured as current overloading
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Figure B.7: Sizes of the current overloading (in percentages) for each occurrence of congestion for the 2050 scenario.

Overall, the summer scenario does not offer any insight which was not already gained from the winter period.
Instead, the summer period is a much less extreme version with regards to network congestion. However, this
does further support the claim that the reconfiguration algorithm is most effective for less extreme cases of
congestion. For each of the scenarios covered here, the reconfiguration algorithm has been able to signifi-
cantly reduce the encountered congestion, even more so than for the winter period. Most importantly, the
summer period provides an even better example of the benefits of the reconfiguration algorithm with regards
to reducing network congestion within the MV grid.
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(a) Scenario 2021 (b) Scenario 2030

(c) Scenario 2040 (d) Scenario 2050

I No congestion occurs Formally no congestion, but will be manually verified Il Congestion has occured

Figure B.1: Overview of the effect of the different scenarios with regards to the occurrence of congestion within the base network
topology. Within the images a green colour indicates a line without congestion. An orange colour indicates that the line is formally not
experiencing congestion yet, but its status will be manually checked. A red colour indicates that a line has experienced one or more
moments of congestion during the considered time frame.
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Figure B.2: The new network topology obtained from using the reconfiguration algorithm for the 26th week of the year. A pink colour
indicates a line that was previously opened in the base topology, but is now closed. A blue line represents an open line in the optimised
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(a) Scenario 2021 (b) Scenario 2030

.
L . J
(c) Scenario 2040 (d) Scenario 2050

I No congestion occurs Formally no congestion, but will be manually verified Il Congestion has occured

Figure B.3: Overview of the effect of the different scenarios with regards to the occurrence of congestion within the optimised network
topology. Note that not all topologies are the same for each of the sub-figures. Within the images a green colour indicates a line without
congestion. An orange colour indicates that the line is formally not experiencing congestion yet, but its status will be manually
checked. A red colour indicates that a line has experienced one or more moments of congestion during the considered time frame.



Population parameters genetic algorithm

Below follows an overview of the population parameter values used for the genetic algorithm in PowerFactory.
Note that these are the standard values provided by PowerFactory, as optimising them is outside the scope
of this thesis. Note that these values do share similarities with other literature sources, such as [29], where
the population size and mutation rate are the same. The number of iterations is a factor of 10 higher for the
PowerFactory algorithm and the other parameters are not specified. As such, these parameters are deemed
satisfactory for the purposes of this thesis.

Table C.1: Population setting for the genetic algorithm in PowerFactory

Size of population 10
Mutation rate 0.1
Number of mutation points 1
Number of crossover points 10
Maximum number of iterations | 1000
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Voltage amplitude data

For the sake of completeness, this appendix provides a complete overview of the voltage data used for the
comparison between the different topologies provided by the reconfiguration algorithm, the iterative explo-
ration of meshes and the genetic algorithm for the winter scenario. Figure D.1 highlights the voltage am-
plitude with respect to the relevant bus and time step. Figure D.2 provides the distributions of the voltage
amplitude occurrences. Finally, Table D.1 provides an overview of the maximum, minimum and mean volt-
age amplitude values of each topology.
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Figure D.1: Overview of the voltage amplitude encountered throughout the network for the considered time frame in the 2030 scenario
for each of the considered algorithms. Base refers to the base topology, RA is the solution offered by the reconfiguration algorithm,
IEOM is the solution offered by the iterative exploration meshes and GA refers to the genetic algorithm.
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D. Voltage amplitude data
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Figure D.2: Voltage amplitude distributions encountered for each topology. Base refers to the base topology, RA is the solution offered by
the reconfiguration algorithm, IEOM is the solution offered by the iterative exploration meshes and GA refers to the genetic algorithm.

Table D.1
Topology Minimum [kV] | Maximum [kV] | Mean [kV]
Base 10.279 10.480 10.431
Reconfiguration algorithm 10.325 10.480 10.433
Iterative exploration of meshes 10.319 10.480 10.432
Genetic algorithm 10.296 10.480 10.431
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