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Summary

The current fatigue assessment methods for naval ships are intentionally conservative. This is due to fatigue
assessment uncertainties related to both the demand (i.e. loading) and capacity (i.e. fatigue resistance),
as to provide a safe platform for the crew. For the new generation of M-frigates the objective is to reduce
the structural weight whilst maintaining the fatigue strength. To this extent novel approaches to the fatigue
assessment are researched with the objective to reduce the conservatism and uncertainty. This fatigue as-
sessment is characterised by five main sources of uncertainty: 1) Fatigue loading and response conditions, 2)
FE model uncertainty (including mesh and choice of elements), 3) Fatigue resistance (including SSS versus
FSS), 4) Fatigue damage criterion and 5) Fatigue damage accumulation. In this research improvements are
proposed with respect to the fourth and fifth source. This is done to propose a feasible research, whilst ac-
knowledging each of the five sources as a part of the fatigue puzzle.

A survey of scientific literature provides the statement that the currently applied fatigue damage accumu-
lation model, the Linear Damage Accumulation Model (LDAM) by Palmgren and Miner is not sufficiently
accurate to assess random variable amplitude loading histories. The safe-life engineering solution to this, is
to employ a safety factor. This typically reduces the critical damage from 1.0 to 0.5, or even 0.2. The main flaw
of the LDAM is that it does not properly account for the effects of previous loading cycles on the damage rate
due to the current cycles. Its common application is due to the charming simplicity, and good track record
(under the large safety factors). The literature study provides an overview of proposed damage accumula-
tion theorems, to overcome the shortcomings of the LDAM, in three categories based on the classification of
fatigue capacity in each of the dimensions: continuum mechanics, fracture mechanics and damage mechan-
ics. Of all considered theorems the work by Leonetti et al. is selected because it complies the best, and to a
sufficient extent, to a list of demands: the model should be non-linear, in the spectral domain, and be vali-
dated for random VA loading. Leonetti et al. provides a fracture mechanics domain approach by combining
the damage limit concept from Hirt and Kunz with the 6 Parameter Random Fatigue Limit Model (6PRFLM)
from earlier work by Leonetti et al.. The model by Leonetti et al. is based on statistical inference of variable
amplitude data. Improvement potential is identified when combining the model by Leonetti et al. with the
Effective Notch Stress Concept (ENSC), a criterion that includes the local information of the welded detail as
well as the distribution of welding-induced residual stresses. The criterion allows to use one S-N curve for all
welded details and typically has a smaller scatterband than the NSC based assessment. A smaller scatterband
means better inference, and in line with the hypothesis: a more accurate fatigue life prediction. Frigates are
now typically assessed with the Hot Spot Structural Stress Concept (HSSSC), a method that is complexity- and
effort-wise a compromise between the NSC and ENSC.

A database of random variable amplitude fatigue data is constructed to analyse the quality of each model
variation. This database provides a variation in hot spot types, spectrum types, mean stress levels and ge-
ometries. The result of this report is a comparison of the scatter-index (90% percentile divided over the 10%
percentile) of the ratio between the log10 of the experimental over the predicted fatigue life, of the VA database
specimens. This index is {1:1.28, 1:1.16, 1:1.13} for {the HSSSC combined with the Palmgren-Miner rule (i. e.
the base-case), the ENSC with the Palmgren-Miner rule, the ENSC with the accumulation model by Leonetti
et al.}. A scatter reduction poses a reduction of conservatism for the 97.7% probability of survival bound, as
typically is used for structural design. A second comparison is of the AIC, being {-44.5, -62.6, -86.3} for the
three model combinations, proving for the second time the benefits of the NLDAM over the LDAM.
The minimum (phenomenological) amount of scatter in fatigue test data originates from variations in weld
quality, definition of experimental failures and process-induced residual stress variations. Using the NLDAM
reduces the scatter due to spectrum shape variations, but does not fully remove it. It is observed that the
optimum configuration of the parameters of the NLDAM is different for {low, mid-to-high} stress range dom-
inated spectra. Considering the NLDAM as a fracture mechanics based model, this is attributed to the limited
validity for crack initiation dominated specimens, subject to low sttress range dominated spectra. A recom-
mendation is to work on the combination of the Total Stress Concept (TSC) with the NLDAM to arrive at a
total life criterion.
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Samenvatting

De huidige modellen om de vermoeiingslevensduur van marineschepen te voorspellen zijn met opzet con-
servatief. Dit is gedaan met het zicht op de significante onzekerheden, zowel aan de kant van de vraag (i.e.
belasting) als de capaciteit (i.e. weerstand tegen vermoeiing). Deze onzekerheden worden vertaald naar con-
servatisme om in een veilig platform voor de bemanning te voorzien. Voor de nieuwe generatie M-fregatten
staat DMO voor de uitdaging om het staalgewicht te reduceren, zonder de voorspelde vermoeiingsweerstand
te reduceren. Om dit te realiseren worden nieuwe vermoeiingsschade modellen onderzocht. Dit onderzoek
beoogt het impliciete conservatisme in de voorspelling te reduceren. De onzekerheid in de berekening van
de vermoeiingslevensduur wordt toegekend aan vijf hoofd-factoren: onzekerheid in 1) belasting en responsie
condities, 2) het FE model (mesh en keuze van elementen), 3) de vermoeiings-weerstand (geldigheid van S-N
curves van klasse), 4) het vermoeiings-schade criterium en 5) het schade-accumulatie model. Dit onderzoek
spitst zich toe op de combinatie van bron 4 en 5. Deze combinatie is, in de context van de totale vermoeiings-
analyse, gekozen om een haalbaar onderzoek te garanderen.

Het literatuuronderzoek wijst uit dat het huidige schade-accumulatie model, de lineaire schaderegel (LSR)
van Palmgren en Miner, als niet voldoende accuraat wordt beschouwd om de vermoeiingslevensduur onder
variabele belastingspatronen te voorspellen. Voor een safe-life analyse wordt een veiligheidsfactor geïntro-
duceerd. In de praktijk reduceert dit de critische waarde van de schade van 1.0 tot 0.5, of zelfs 0.2, afhankelijk
van de regelgeving. Het voornaamste gebrek van de lineaire schaderegel is het feit dat het geen rekening
houdt met het effect van de belastingshistorie op de huidige schade-accumulatie. De regel wordt veelvuldig
toegepast door de relatieve eenvoud van de methode en de vele geclassificeerde schepen die de levens-
duur halen. Dit laatste wordt echter bereikt met inachtneming van de grote veiligheidsfactoren, en kan zo-
doende ook wijzen op onnodig conservatisme. Het literatuuronderzoek geeft een overzicht van de belangri-
jkste voorgestelde accumulatieregels als alternatief voor de LSR. Dit is gedaan in drie categorieën: modellen
gebaseerd op {continuüm-, breuk- en continuüm schade} mechanica. Van alle besproken modellen is het
model zoals voorgesteld door Leonetti et al. het meest veelbelovend. Deze voldoet het beste aan de gestelde
criteria; een non-lineaire accumulatie, geschikt voor spectrale berekeningen en gevalideerd voor willekeurige
VA belastingen. Het model van Leonetti et al. is gebaseerd op breukmechanica en combineert het voorstel
van Hirt and Kunz met de Generalised Random Fatigue Limit (GRFL), ook van Leonetti et al.. Het accumu-
latiemodel gebruikt statistische inferentie om op basis van meetdata drie parameters te fitten. De toevoeging
van dit onderzoek is de combinatie van de non-lineaire accumulatie van Leonetti et al. met de Effective Notch
Stress Concept (ENSC): een criterium waarin de geometrische informatie wordt verwerkt. De ENSC omvat
een S-N curve voor alle geometrieën, en bevat minder spreiding dan de NSC (zoals toegepast bij Leonetti
et al.). Minder spreiding geeft een betere statistische inferentie, en in het verlengde van de hypothese: een
accuratere voorspelling van de vermoeiingslevensduur. Fregatten worden nu doorgerekend met de Hot Spot
Structural Stress Concept (HSSSC), een methode die qua complexiteit en accuratie een compromis is tussen
de NSC en ENSC. Om de kwaliteit per schademodel te onderzoeken is een database met VA vermoeiing-
stesten opgesteld. Deze database bevat variaties in hot spot types, spectrum types, spanningsratio’s en ge-
ometrieën. De kwaliteit wordt gekwantificeerd met levensduur-spreidings-indices (90% percentiel over het
10% percentiel) van de log10 van de experimentele over de voorspelde levensduren. Dit is {1:1.28, 1:1.16,
1:1.13} voor {de HSSSC in combinatie met de LSR (i.e. de referentie casus), de ENSC in combinatie met de
LSR, de ENSC met het model van Leonetti et al.}. Een reductie in de spreiding geeft een reductie van het
conservatisme op de 97.7% overlevingskans, zoals in de praktijk wordt gebruikt voor het ontwerp van mari-
tieme constructies. Een tweede vergelijking is gemaakt op basis van het Akaike Information Criterion (AIC),
zijnde {-44.5, -62.6, -86.3} voor de drie model-combinaties. Beide vergelijkingen tonen een significante ver-
betering van zowel de spreiding als de likelihood van de schatting van de vermoeiingslevensduur middels de
non-lineaire schade accumulatie.

De minimale (fenomenologische) hoeveelheid spreiding in de vermoeiingsdata, die dus met geïdealiseerde
lasgeometrieën niet te reduceren is, wordt toegewezen aan variaties in de laskwaliteit, de definitie van "falen"
om een experiment te beëindigen en aan de variaties in de residuele spanningen. Het gebruik van de non-
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lineare schadeaccumulatie reduceert de verschillen in kwaliteit van de voorspelde levensduur. Echter, de
verschillen zijn niet verdwenen. De voorgestelde methode is dus niet volledig generiek. Wel voorziet het
in een relatieve verbetering ten opzichte van de LSR. De onderzoeksresultaten laten zien dat de optimale
configuratie van de NLDAM verschillend is voor spectra die gedomineerd worden door {lage, midden-tot-
hoge} belastings-cycli. Dit wordt toegewezen aan de breukmechanische-aard van het accumulatie model.
De breukmechanica beschrijft de scheurgroei, maar niet de initiatie. Echter, bij lage spanningsniveaus wordt
een deel van de levensduur, ook van gelaste verbindingen, doorgebracht in de initiatiefase. Om een gener-
iek schademodel te ontwikkelen is de aanbeveling om het Total Stress Concept (TSC) te combineren met de
NLDAM om de totale levensduur te modelleren.
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1
Introduction

Fatigue is a governing limit state for maritime structures [19], including naval ones. Welded joints are typ-
ically critical. Balancing the resistance with the demand of the fatigue equation is a challenge when large
uncertainties are in place, in particular for naval ships. The estimated and actual operational profile based
demand might diverse up to a factor of 2 [133] solely from a difference in usage rate. Beside that, sailing areas
for the future are unsure. At the same, the performance of fatigue assessment concepts range from low effort-
low accuracy (e.g. Nominal Stress Concept) to high effort-high accuracy (e.g.Total Stress Concept) as a result
of involving either an intact or cracked geometry parameter, incorporating local or global information, etc.
and define the resistance uncertainty. A reliability analysis involving the demand and resistance uncertainty
provides safety factors, increasing the navy ship hull structural member scantlings (i.e. structural weight).

In this chapter the motivation for this research is presented and elaborated upon (Section 1.1). It is followed
by the outline of the report (Section 1.2).

1.1. Motivation
For the new generation M-frigates the Defence Materiel Organisation (DMO) is facing the challenge to reduce
the structural weight, without a reduction of fatigue strength and preventing at the same time for increased
production and maintenance efforts. Since fatigue is a governing limit state for maritime structures [19], a
reduction of the (demand and) resistance uncertainty seems an opportunity to reduce structural weight with-
out a reduction of fatigue strength.

The most recently used fatigue standard at DMO is the NEN2063 [99], a Dutch national standard from 1988.
Application covers a range of arc-welded joint configurations. The NEN2063 standard adopted the Nominal
Stress Concept (NSC) and the linear Palmgren-Miner damage accumulation model. However, because of the
relatively large plate thickness of ± 30 (mm) used for the fatigue test specimens to develop the fatigue resis-
tance (i.e. S-N) curves, the poorly documented fatigue test data and the significantly larger fatigue strength
of tested samples taken from the HMS Tromp strength deck, the validity of the NEN2063 standard today for
fatigue design of the new generation M-frigates is questioned. At the same time, the NEN2063 norm has been
withdrawn since November 2010. Many fatigue assessment developments have been made since.
The follow-up of the NEN2063 standard, the Eurocode 3, as well as dedicated maritime industry (class) stan-
dards [27, 55] allow to use fatigue assessment concepts involving more local information in comparison to
the nominal stress concept. However, the linear Palmgren-Miner fatigue damage accumulation model is still
adopted. Besides that, the critical value for the accumulated damage under this linear accumulation rule
varies widely: from 1.0 [27], to 0.75 (DMO practise), 0.5 [54] and 0.2 (for fluctuating mean stresses [54]). This
critical value has a linear relation with the predicted fatigue life, proving the significance of the uncertainties
in the damage accumulation.

Naval ships did not necessarily have a class notation in the past. For the design of new ones classification
societies will be involved, meaning classification standards will be imposed although classification societies
allow to deviate in case sufficient proof is provided. Naval ships predominantly transport people (rather than
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Figure 1.1: Fatigue tests of deck samples of the HMS Tromp after approx. 20 years of service [78]. The tests are performed on samples
without initial cracks, and indicate significant conservatism w.r.t. the NEN 2063 norm for a K-40 detail. The test are conducted on the
detail at Constant Amplitude (CA) and R = 0 = Fmin/Fmax. The assumed reason for the longer fatigue life of the test samples is the
redistribution of the residual stresses due to the frigates operations. Secondly, it is speculated that the small plate thicknesses (ca. 9 mm)
of the samples provide a longer fatigue life compared to the norm. The weld quality is concluded to be poor after a visual inspection:
this is thus not further considered as a reason.

cargo) and provide service. The ship structure is typically thin walled - plate/shell thickness tp 10 [mm] [133]-
in contrast to typical offshore structures involving tp values in the range of 20 to 90 [mm] [101]. The fatigue
assessment concept to be selected should be capable to deal with plate/shell thickness effects.

The possibility to adopt other fatigue assessment methods requires an investigation to decide which one is
best. Recent fatigue damage accumulation model developments pose good potential for weight reduction,
ideally in combination with State-of-the-Art fatigue assessment concepts.

1.2. Report outline
The report starts with a definition of the problem, based on the standpoint of the initiating party of this re-
search, DMO (Chapter 2). After this the report is separated into three parts: I) Literature review, II) Modelling
and III) Judgement and future work. Part I presents the relevant scientific research on both fatigue assess-
ment concepts (Chapter 3) and fatigue damage accumulation models (Chapter 4): the two elements of the
fatigue assessment method that are subject of this thesis. Chapter 5 presents the analysis of the scientific
knowledge gap and the proposed method to reduce this gap thereafter.

In Part II the modelling is separated into the Constant Amplitude (CA) and Variable Amplitude (VA) analysis.
The first is subject of chapter 6, and discusses the validity of fatigue data and S-N curves from class, as well as
fatigue data from scientific literature for the fatigue assessment of DMO. In chapter 7 the VA fatigue models
are presented in detail, as well as the research results.

Last but not least, Part III presents the evaluation of the results (Chapter 8), followed by the recommended
implementation strategies (Chapter 9).
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Problem definition

To specify the problem that motivates this research (see Section 1.1), this chapter concerns the definition of the
problem as is posed by DMO, as well as the context and implications of this stated problem. Note that the anal-
ysis of this problem in the scientific context, as well as the formulation of the research question based on the
identified knowledge gap, will be the content of chapter 5.

At first the context for the problem is presented. This is done in relation to the identified main sources of
uncertainty in fatigue assessment (Section 2.1), in relation to an analysis of the fatigue assessment of frigates
(Section 2.2). This is followed by the problem statement (Section 2.3), research question (Section 2.4), scope
(Section 2.5), goal (Section 2.6) and the implications of the research (Section 2.7).

2.1. Uncertainty in fatigue assessment
To assess the expected fatigue life-time of a structure, reality is simplified and captured into models. Figure
2.1 shows a diagram that captures the transition of the physical world to the modelled world, and indicates in
red the sources of uncertainty that arise from this transition. The central question is whether the calculated
total damage is representative for the real-world case.

Figure 2.1: Mapping the uncertainty in fatigue assessment. The numbers in the red boxes indicate the separate sources of uncertainty.

The identified sources of uncertainty are (as indicated in red), with the numbers that will be used for further
reference to the sources:
Source 1: Fatigue loading & response conditions

This includes the quality of the estimated operational profile (usage factor, operational area, etc.)
and possible simplifications.
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Source 2: FE model uncertainty
The modelling parameters of the FE model of the total ship are a source of uncertainty as different
settings influence the outcome.

Source 3: Fatigue resistance
The fatigue resistance covers the representivity of the tested samples of the structural details. That
includes Constant Amplitude (CA)/ Variable Amplitude (VA) and size effects (which is relevant,
depending on the applied fatigue assessment concept).

Source 4: Fatigue damage criterion
This comprises the selection of the fatigue assessment concept. The literature review on the fa-
tigue assessment concepts is content of chapter 3.

Source 5: Fatigue damage accumulation
The linear Palmgren-Miner sum of 1 (as stated by the DNV-GL rules [27]) is typically reduced based
on engineering judgement. This reduction includes conservatism. Non-linear models are also
proposed and offer a choice in concepts. The literature review on the fatigue damage accumula-
tion models is content of chapter 4.

2.2. Fatigue assessment of frigates
Answering to the question of the sponsor of this research (DMO), the focus is on naval applications. Before
the presentation of the research goal (section 2.6) the link to the naval applications and the assessment of
their current state is presented here. This is what provides the motivation for this research.

2.2.1. Research motivation
The TNO report from 1995, with figure 1.1, indicates that the 20 year old samples have a longer life-time than
the NEN2063 prescribes for the respective nr. 204 detail (see figure 2.2).

Figure 2.2: The double sided cruciform joint that assessed in [78], which is a K 40 detail according to the NEN2063 tables [99].

Figure 2.3: Corrected comparison of the tested samples from the HMS Tromp
to the K-40 detail from NEN2063. The lines show the mean stress curve and
lower confidence bound of the K-40 criterion.

It should be noted that figure 1.1 compares
the 95% confidence bound for 95% proba-
bility of survival, with the actual measured
data. For a fair comparison this measured
data should be compared to the mean val-
ues. For this comparison, see figure 2.3. The
transformation of the 95% confidence to the
50% confidence level is done using equation
(2.1), assuming a normal distribution. Here
σ = 0.2, m = 3 and C95% = N95%Sm accord-
ing to the Basquin relation.

N50% = 10(logC95%+1.96σ)−m logS (2.1)

It is observed that the line that all datapoints
provide a significantly longer fatigue life that
what is used as the mean stress criterion.
This deviation can mean the following:
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1. Either the detail is considered as K40 and the classification of the detail includes (excessive) conser-
vatism. However, the conservatism of the K 40 detail is already expressed in its confidence and proba-
bility of survival. This hypothesis is rejected.

2. Or, the 20 years of service were beneficial for the detail and actually increased its lifetime so that the
lifetime after the 20 years is more than it was at the start. Operating from the assumption that fatigue
damage can not be undone, this hypothesis is rejected.

3. Or, there are principles in place that were not part of the assessment. TNO lists the redistribution of
residual stresses and a limited plate thickness as aspects that are beneficial but not accounted for. An-
other affecting property is multi-axiality. Multi-axiality is however excluded from the scope to propose
a feasible research.

It is assumed that reality is governed by the third reason [78]. The TNO report discusses the beneficial na-
ture of highly tensile loads in the beginning of the lifetime, resulting in a redistribution of the production
induced residual stresses throughout the material [78]. Residual stresses pose a shift of the mean stress, but
do not affect the stress amplitude. A positive residual stress (tensile) increases the mean stress and is thus
unfavourable for the fatigue life. Apart from that a negative stress (compressive) might pose a net negative
stress on the hot spot. In the case of a net negative stress a microcrack can hardly grow [121]. Because the
amplitude is not affected by the residual stress, cyclic slip is still nucleating microcracks. Typically the resid-
ual stresses are high at the welds right after production. The advice of TNO [78] is to not consider a decrease
of the residual stresses due to a lack of information on this characteristic. It is speculated that the residual
stresses reduce over the life time and that a high load (i.e. heavy weather) during the trials positively affect
the fatigue life time. The article by Lee et al. [68] reports for welded specimens at different stress levels a 250%
increase in life-time when not accounting for residual stresses. This indicates that the redistribution of resid-
ual stress has a significant influence on the predicted life-time.

The second aspect that is not accounted for is the limited plate thickness. The NEN2063 poses a correction
factor for plate thicknesses above 30 mm that reduces the life time; extrapolating this to lower plate thick-
nesses yields the hypothesis that thinner plates have a longer fatigue life. It should be noted that all these
considerations are for the Nominal Stress Concept, which does not account for the size effect. Applying a
damage criterion that accounts for the size effect (like the Effective Notch Stress Concept or Total Stress Con-
cept) solves this. A detailed explanation of the stress concepts (fatigue damage criteria) is included in chapter
3.

2.2.2. Engineering practise at Damen Schelde Naval Shipbuilding
Damen Schelde Naval Shipbuilding is the common contractor for frigates of the Royal Netherlands Navy.
They follow the requirements of the customer, and indicate to commonly use for the fatigue assessment the
DNV-GL Class Guideline DNVGL-CG-0129 "Fatigue Assessment of Ship Structures" [27]. This guideline al-
lows the use of the NSC, HSSSC and ENSC, and Damen Schelde adopts the HSSSC. This is done to ensure
practical engineering applicability: the HSSSC can be determined from only a shell model of the total vessel
to determine the far field stress for each detail.

The HSSSC does not explicitly account for the thickness effect, but allows a correction for thicker plates. For
thinner plates the potential advantage from the thickness effect is unused. Secondly the DNVGL-CG-0129
points to the Rules: DNVGL-RU-SHIP-Pt3Ch9, for general ship types list a design life of 25 years, during which
Dcrit ≤ 1. DMO, as a a customer of Damen Schelde, requires Dcrit ≤ 0.75. This reduction is based on the fatigue
life reduction related to the occurence of slamming. Besides that, as is confirmed in [111], the HSSSC does
not reduce the conservatism, but merely the uncertainty as incorporated in the fatigue assessment. However,
as the uncertainty determines the scatterband, the mean is not affected, but the 95% probability of survival
bound is. The problem of the conservative fatigue life estimate as is shown in figure 2.3 still holds.

2.3. Problem statement
Originating from the report of the fatigue tests of samples of the HMS Tromp, as presented in figure 2.3, the
problem is stated as:
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PROBLEM STATEMENT

The current fatigue assessment method, as used to assess the fatigue lifetime of frigates, incorporates
excessive conservatism due to an accumulation of conservative assumptions and uncertainty. This needs to

reduce to avoid excessive structural weight.

In this statement the current fatigue assessment method indicates the use of the Haibach modification of
the LDAM by Palmgren and Miner (DNV-GL-CG-0129, Damen Schelde practise) with a critical damage sum
of 0.75 (DMO requirement) on a vessel that is evaluated using the HSSSC.

The observation is that there is excessive conservatism in the current assessment methods, which can be re-
duced by including more insight in the State-of-the-Art fatigue assessment concepts, together with an effec-
tive choice of fatigue damage accumulation method. More hypotheses are formulated and will be addressed
in section 5.2.

2.4. Research question
Following the problem statement, the central research question in this thesis is stated as:

RESEARCH QUESTION

How can State-of-the-Art fatigue damage criteria and fatigue damage accumulation models be applied,
combined, and updated, to provide a balance between accuracy and complexity whilst reducing the

uncertainty of the fatigue assessment methods as currently presented in design codes?

To answer the research question, the following sub-questions are answered. The sources of uncertainty to
which a reference is made are from section 2.1 and figure 2.1.

1. Source 3 What is the validity of the S-N curves generated with the samples that are used in Commercial
Fatigue codes for the naval-specific detail?

2. Source 4 Which fatigue damage criterion from literature provides the most suitable balance between
accuracy and cost?

3. Source 5 What is the validity of the LDAM for random VA loads when using the HSSSC?

4. Source 4 What is the validity of the LDAM for random VA loads when incorporating more local infor-
mation into the fatigue assessment (ENSC)?

5. Source 5 What are feasible alternatives for the LDAM?

6. Source 5 If possible, how can the selected alternatives from Q5 be improved?

7. Source 4 and 5 What combination of State-of-the-Art Fatigue damage criteria and damage accumula-
tion models has the largest potential?

8. Source 4 and 5 What is the improvement of the novel selected combination from Q7 compared to the
use of the HSSSC with the LDAM?

9. Source 4 and 5 What is the effect of the spectrum type on the validity of the fatigue life prediction, using
the novel selected combination from Q7?

10. Source 4 and 5 What is the effect of the mean stress on the validity of the fatigue life prediction, using
the novel selected combination from Q7?

2.5. Research scope
To propose a feasible study, some limitations are imposed on the scope. The imposed limitations are deemed
sufficient to attain the goal of this thesis, which is to propose and validate a novel fatigue life model (with the
focus on the damage accumulation and fatigue damage criterion) for naval ship applications.
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The research is limited to steel (excluding RVS, and other metals of which the similarity in fatigue mecha-
nisms is not certain), to welded joints and to uniaxial loading.

There are five general origins of conservatism identified, as presented in figure 2.1. To improve the fatigue
assessment method, the selection of the fatigue damage criterion (source 4) in combination with a State-
of-the-Art damage accumulation model (source 5) is investigated in depth in this research.

2.6. Research goal
To rewrite the problem into something that can be achieved by actions, it is formulated in the form of a goal.
The goal is bi-fold and is formulated as follows:

GOAL

1) To deliver recommendation for the fatigue assessment method, fit for naval applications, based on
State-of-the-Art fatigue work on VA damage accumulation and fatigue damage criteria, to reduce the

conservatism of the fatigue assessment.
and

2) To validate the recommended method against experimental data and to compare the novel model to the
current assessment method.

This research will be called successful if the implementation of a State-of-the-Art fatigue assessment method
(for which either the fatigue assessment concept, a damage accumulation model, or both is/are used) has
proven to provide a less conservative and at least equally accurate estimate of the fatigue life, compared to
the current practise. The conservatism is compared by the Log-Likelihood of the fatigue life predictions and
the accuracy is expressed by the scatter index of the calculated and experimental fatigue life fractions.

2.7. Research implications
The implications of this research, both practical, scientific and societal, have to be acknowledged beforehand
to provide a proper context and ethically just considerations in the research process.

2.7.1. Practical
The practical implication of this research is what affects the practise at DMO. The motive for this research is
the deviations of the measured samples compared to the NEN2063, which was approximately 30 years ago.
Standards and methods have developed since then. This thesis offers a summary of the relevant research and
considerations with regards to the reduction of uncertainty in the fatigue assessment.

The research works towards the development of a novel Naval Fatigue Standard, and resulting to engineering
practises. The novel standard should have a scope covering the specific thin-walled structures and have the
objective to design the structure to meet the lifetime requirement without being overly conservative, which
focuses on the interests that differ from commercial ships.

2.7.2. Scientific
This research aims to promote the practical implementation of scientific material. Many papers are presented
in chapter 4 that present a modified or novel damage accumulation model, whereas all class codes still only
use the Haibach modification of the Palmgren-Miner model. The developments towards the formulation
of a Naval Fatigue Standard based on State-of-the-Art research results promotes the use of novel models.
The added scientific value of this research lies in the combined insights in developments in fatigue damage
criteria and damage accumulation models. This is discussed in more detail in section 5.1.

2.7.3. Societal
The research is sponsored by DMO, who is responsible for the structure design of the new generation M-
frigates for the Royal Netherlands Navy. Therefore this research will contribute to the development of vessels
that can operate in war. The ethics and political considerations of the operations of the frigate are not part
of this research, but the contribution and context of a frigate is to be acknowledged. This research will focus
on the reduction of excessive safety margins as incorporated in the fatigue assessment, and as such either
reduce the weight or the costs related to weld quality demands. Both contribute the the success of the new-



8 2. Problem definition

built frigate, but do not change its mission.

Reduction of safety factors comes with the requirement so firmly substantiate the reduction. The frigate has
to provide a safe platform for the crew and the structural integrity should not compromise its missions.
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Literature review
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3
Fatigue assessment concepts

As was presented in figure 2.1, the fatigue assessment concept is one of the identified blocks that influences the
level of uncertainty in the fatigue life estimate. This chapter provides the explanation and relation, based on
a literature review, of five of the main concepts from literature and their place in the class codes and recom-
mended practises that are applicable for frigates. Chapter 4 provides the literature review of the other source of
uncertainty that is part of the scope of this theis: the damage accumulation model.

Different fatigue damage criteria (also called fatigue assessment concepts) are presented in literature and are
summarised in figure 3.1 using a classification based on [19]:

• Global or local information
• An intact or cracked geometry
• Stress, strain or energy based
• Point, line or area/volume based

Figure 3.1: Fatigue assessment concepts overview [19], placing each concept on a global-local scale, considering intact or cracked ge-
ometries, in the stress/strain/energy domain. The bottom figures indicate the required S-N curve. The concepts that are discussed in
this thesis are highlighted in blue.
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The ones discussed in this thesis are the Nominal Stress Concept (NSC), the Hot Spot Structural Stress Con-
cept (HSSSC), the Effective Notch Stress Concept (ENSC) and the Total Stress Concept (TSC) (including the
Stress Intensity Factor (SIF)). The first three concepts are selected as these are commonly applied in engi-
neering standards and guidelines [27, 99, 100, 111]. The SIF is not studied independently, but is incorporated
in the TSC. The Total Stress Concept (TSC) is not yet widely applied in engineering, but is included to also
assess a cracked geometry method that has the promising feature of having one ST -N curve to consider all
structural details, with less scatter than the ENSC.

A comparison between the NSC, HSSSC, ENSC and the TSC is provided in the work by Qin et al. [111]. The
figures from this paper are used in this chapter to illustrate the respective benefits and differences.

The first three concepts (Nominal Stress Concept (NSC), Hot Spot Structural Stress Concept (HSSSC) and Ef-
fective Notch Stress Concept (ENSC)) are continuum domain fatigue damage criteria. The SIF and TSC are
fracture domain criteria. This is shown in figure 3.1. Chapter 4 presents novel damage accumulation models
in this subdivision alike.

Figure 3.2: HS Type sketch from DNVGL-CG-0129 [27]

Fatigue hot spots can typically be separated into three cate-
gories [27], see figure 3.2.

Type A Being notches at the weld end, perpendicular to the weld
seam. The specimen will develop a crack in the through-
thickness direction of the base plate.

Type B Being notches at the weld end, parallel to the weld seam.
The specimen will develop a crack over the full width of
the plate, along the weld seam.

Type C Being notches in the joint cross section, along the weld
seam. The specimen will develop a crack in the through-
thickness direction of the base plate.

3.1. Nominal Stress Concept
For the resistance of a welded joint in the Medium Cycle Fatigue (MCF) and High Cycle Fatigue (HCF) range,
the most basic criterion is the nominal stress range [19]. This is a point criterion, meaning the nominal stress
at only one point in the structural detail is used, to express the reference stress of the detail by means of a
linear intact geometry parameter. Figure 3.3 shows the nominal stress for a T-joint as σn . The distribution
through the base plate thickness is assumed to be linear. This means that the nature (i.e. shape and size) of
the specimen should be accounted for in the selected S-N curve. For further analysis Sn =∆σn is used.

Figure 3.3: A double sided T-joint with fillet welds, indicating the nominal stress and structural hot spot stress, figure from [19].

Figure 3.4 shows for the NSC the scatter in the datapoints, plotted in different subdivisions. It should be noted
that the difference between thin (< 20mm) and thick plates (figure 3.4b) is clear. When combining all data-
points bluntly, the standard deviation σ is 0.32 and the strength scatter range index TσS = 1 : (S10/S90) [113] is
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1:2.29. It should be noted that some of this scatter is reduced when using the designated FAT classes.

Figure 3.4: Nominal stress based fatigue resistance and influence factors, figure from [111]

Pros and cons of the method
To summarise, the pros and cons of the Nominal Stress Concept are:

+ If the analysis fits within the FAT or CAT description, computational effort is limited and the complexity
of the method is low. This is also the reason that this method is often used in the industry.

− Local dimensional variations are not explicitly included, reducing the accuracy of the calculated resis-
tance.

− Size effects1 are not explicitly taken into account, and have to be corrected for.
− Complications increase if the local Sn has to be extracted from a Finite Element (FE) model.
− Large amount of FAT classes are needed to be valid for a large range of structure types.

3.2. Hot Spot Structural Stress Concept
The HSSSC is, like the NSC, an intact geometry concept, but in contrary to the NSC it includes local informa-
tion about the structural detail. The HSSSC implicitly models the simplified shape of the specimen, allowing
to significantly reduce the amount of S-N curves compared to the NSC. Figure 3.3 shows the hot spot struc-
tural stress for a T-joint as σs . The distribution through the base plate thickness is linearised. This concept
models the force- and moment equilibrium of the actual stress distribution at the notch. It, however, does
not model the actual geometry of the notch and the size of the components. For further analysis Ss =∆σs is
used. Several options for this linearisation exist in literature, being [21]:

• Linear surface extrapolation, typically through two points at respectively 1.0 and 0.4 tp distance from
the notch.

• Non-linear surface extrapolation, typically through three points at respectively 1.4, 0.9 and 0.4 tp dis-
tance from the notch.

• Virtual node below the surface, typically the stress is read out at approximately 0.1tp [21] below the
surface, at the location of the notch.

1The effect where, for geometrically similar components with notches, the fatigue strength of larger components is different/lower than
that of smaller components.
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• Through-thickness linearisation of either the nodal forces and moments of a shell model, or the struc-
tural field stress components of the elements in the through-thickness direction based on force and
moment equilibrium in the cross-section of a solid model. This method is typically used to verify the
linear or non-linear surface extrapolation.

The appropriate method to determine this structural stress depends on the geometry and hot-spot type at
hand.

For this method a distinction is made between Load carrying (LC) and Non-load carrying (NLC) details [54]
as an engineering solution to limit the amount of SN-curves to consider. The LC and NLC curves present the
extremes, and the engineer has to decide whether the detail at hand is carrying the load or not, and to what
extent. There is no explicit rule that decides if a detail is LC or NLC. The weld load carrying level of the detail
is influenced by two mechanisms: stiffness that attracts the load path, and an enforced load path (which is
the case for non-penetrative welds).

Figure 3.5 shows for the HSSSC the scatter in the datapoints, plotted in different subdivisions. When combin-
ing all datapoints, the standard deviation σ is 0.33 and the strength scatter range index TσS = 1 : (S10/S90) is
1:2.41. An interesting observation is the existence of two fronts in both the plate thickness (figure 3.5B) and
the joint type (figure 3.5F) plots. The first one is most likely due to the fact that the size effect is not explic-
itly accounted for in the HSSSC: hence the clear separation in plot B. The separation in the double sided T
and double cruciform joint is presumably due to the existence of another parallel loadpath for the cruciform
joint: reducing the load carrying level per hot spot, but increasing the amount of fatigue sensitive locations.
"Except the loading type effect (figure 3.5B), the influence factors show hardly any difference in comparison
with the nominal stress based results (figure 3.4)" [111].

Figure 3.5: Hot spot structural stress-based fatigue resistance and influence factors, figure from [111]

Pros and cons of the method
To summarise, the pros and cons of the Hot Spot Structural Stress Concept are:

+ Only two FAT classes are needed: a LC and NLC line.
+ Local dimensional variations are included.
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− Engineering judgement needed - this creates user variations.
− Increased complexity compared to NSC.
− Size effects are not explicitly taken into account, and have to be corrected for.

3.3. (Averaged) Effective Notch Stress Concept
Whereas the HSSSC does not account for size effects, the ENSC explicitly accounts for the size and shape of
the detail. The concept models the actual weld geometry and the resulting through-thickness weld notch
stress distribution. To do this, either the actual geometry is modelled with solids, or the actual through-
thickness weld notch stress distribution (based on a semi-analytical expression of this distribution) is aver-
aged over a characteristic depth. This concept therefore answers to all of the objections to the original NSC,
at the cost of increased model complexity and efforts.

The presence of a notch in the structural detail creates the notch effect: the effect that increases the stress
concentration. This poses a singularity, when modelling the idealised weld geometry. "The (as) weld(ed)
notch radius is typically small (ρ→ 0) and the theoretical stress concentration is not fully effective, meaning
a (local) peak stress as fatigue damage criterion Smax = ∆σmax would be too conservative."[19]. There are
two main proposals to determine the micro-structural notch:

1. The stress averaging approach adopts the averaged notch stress distribution along a presumed crack
path over a distance that is characteristic for the material; the micro- and meso- structural length ρ∗:

σav = 1

ρ∗

∫ ρ∗

0
(σn)dr (3.1)

2. The critical distance approach by Peterson [110] adopts the stress value at a distance from the notch
that is the micro- and meso- structural length ρ∗.

Results by Qin et al. support the choice of the stress averaging approach, when taking advantage of the ana-
lytical weld notch stress formulations.

Concluding, the effective notch stress is a combination of the peak stress (zone 1) and notch stress gradient
(zone 2), allowing to account for the size effect. Figure 3.6 shows for the ENSC the scatter in the datapoints,
plotted in different subdivisions. When combining all datapoints, the standard deviation σ is 0.23 and the
strength scatter range index TσS = 1 : (S10/S90) is 1:1.52. For each of the five considered influence factors the
distribution over the data scatter band has improved compared to the NSC and HSSSC.

Pros and cons of the method
To summarise, the pros and cons of the Effective Notch Stress Concept are:

+ Only one S-N curve needed: using a reference notch radius.
+ Local dimensional variations are included.
+ Size effects are taken into account.
− Increased complexity compared to NSC and HSSSC.

3.4. Total Stress Concept
The TSC [19, 23] has been proposed by den Besten in his PhD thesis. It is an elaborated version of the ENSC,
aiming for even more fatigue strength similarity. This method comprises a total stress damage criterion in
the form of St , being an area-equivalent line criterion. It is developed to capture fatigue resistance in one
single curve. The difference with the ENSC is that this is a cracked geometry and stress intensity (SIF) based
criterion, compared to an intact geometry.

The SIF is a cracked geometry based factor that expresses the fatigue life as a function of the crack length
development. It is a zone 2 (notch stress gradient) parameter, relating to the assumption that for arc-welded
marine structures the majority of the life-time is spent in the crack-growth region [19]. It is assumed that
defects in the welds consume the initiation phase. The SIF K captures the magnitude of the linear elastic
stress at an infinitely sharp crack tip (this thus leads to a singularity). At weld toe notches (infinitely sharp
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Figure 3.6: Averaged effective notch stress-based fatigue resistance and influence factors, figure from [111]

cracks) this is expressed as (3.2) with K the stress intensity factor, Yn and Y f respectively the notch and far
field factor depending on the crack length a.

K =σYn(a)Y f (a)
p
πa (3.2)

The comparison between the four methods is presented in [23, 111], showing the reduced scatterband when
using the TSC compared to the more assessment concepts that use less local information.

Figure 3.7 shows for the TSC the scatter in the datapoints, plotted in different subdivisions. When combining
all datapoints the standard deviationσ is 0.22 and the strength scatter range index TσS = 1 : (S10/S90) is 1:1.47.

Pros and cons of the method
To summarise, the pros and cons of the Total Stress Concept are:

+ Only one S-N curve needed.
+ Local dimensional variations are included.
+ Size effects are taken into account.
− Increased complexity compared to NSC, HSSSC and ENSC.

3.5. Fatigue resistance curves (CA)
As was stated before: fatigue is a governing limit state for maritime structures [19], amongst which naval
frigates. Fatigue is about cyclic loading induced crack development (initiation, propagation and growth up to
fracture) in materials and structures, typically characterised in four dimensions:

1. Environment (i.e. non-mechanical loading). Temperature, electro-chemical, etc.
2. Mechanical loading & structural response. This is captured in a transfer function between the loading

on the structure (imposing stress) and its response (deflection), which can be regarded as the stiffness.
This mechanical loading can be induced by the environment in the form of waves. Part of the mechan-
ical loading & response are third and fourth dimension that influence this transfer function:

3. Geometry - Blunt points, stress concentrations, etc.
4. Material - Properties
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Figure 3.7: Total stress-based fatigue resistance and influence factors, figure from [111]

Limit states, like the Ultimate Limit State (ULS) and Fatigue Limit State (FLS) relate demand and resistance.
This relation is present in each of the four fatigue dimensions from the previous list. A typical manner to
express the demand (i.e. longevity) and resistance (i.e. integrity) is by means of a stress-cycle curve (S-N
curve, first proposed by Wöhler [138]) for CA data.

3.5.1. Linear fatigue resistance
For the log-log linear part at the MCF range (single slope, Basquin type) the expression of the Wöhler curve
is as presented in (3.3). Here N is the amount of cycles (life time), m is the slope of the relation and logC
provides information about the endurance (i.e. the curve intercept). S is the fatigue damage criterion of the
selected fatigue assessment concept (nominal stress, structural hot spot stress, total stress, etc.).

log N = logC −m logS

N = C

10m logS
= C

Sm

(3.3)

Research indicates that the amplitude variability (i.e. VA data) affects predominantly the fatigue strength
log(C ), but hardly affects the slope m of the curve [22].

By adopting novel methods that provide increased accuracy the complexity and related computational costs
typically increase accordingly. Research strives to balance accuracy and complexity (linked to costs) [19].

3.5.2. Random fatigue limit models
For CA load histories the fatigue limit is a stress amplitude that indicates the threshold stress: for CA loads
with amplitudes below this threshold no damage is accumulated. Several proposals for formulations of the
MCF-HCF-fatigue limit fatigue resistance curves are presented in scientific literature, as is summarised in
[74, 112]. In this thesis the more descriptive versions of the models from [112] are used. Figure 3.8 presents
the four models in relation to one another, for the same set of function parameters.

Ordinary Random Fatigue Limit (ORFL) The five-parameter ORFL model by Pascual and Meeker [106] is
formulated as a version of the non-linear S-N curve formulation from Strohmeyer [129], but with the fatigue
limit S∞ expressed as a random variable.
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Figure 3.8: S-N curves resulting from for the Basquin-, ORFL- (i.e. based on Strohmeyer), BRFL-, and GRFL (or 6PRFLM, here the pro-
posed relation) relations having the same parameters. For the GRFL model the effect of the parameter p (ρS∞) on the curvature is shown.
The figure is from [74].

log N = logC −m log(S −S∞(µ,σ)) (3.4)

Bilinear Random Fatigue Limit (BRFL) The five-parameter BRFL model by D’Angelo and Nussbaumer [17]
has a better alignment [112] with the class guidelines and standards [24, 54, 100]. Here H(· · · ) is the Heaviside
Step Function to capture the piece-wise continuous transition of the MCF to the HCF domain.

log N = logC − m log(S)

H
(
S −S∞(µ,σ)

) (3.5)

Generalised Random Fatigue Limit (GRFL) The six-parameter GRFL by Leonetti et al. [74] is the first model
to adopt a non-fixed formulation of the MCF-HCF transition. The transition-curvature is expressed by the
parameter ρS∞. The name "generalised" indicates the generic and flexible nature of the formulation.

log N = logC −m log(S)−ρS∞
(
1− S∞(µ,σ)

S

)
(3.6)

Due to its generalised nature the GRFL (also called the 6PRFLM [74]) is used in this thesis.
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3.6. Codes, guidelines and recommended practises
The fatigue codes and recommended practises that are relevant for the frigates of DMO are discussed in this
section.

NEN2063
The NEN2063 [99] compared to experimental results of the samples of the HMS Tromp, was the trigger for this
project and is therefore part of this consideration. It has been withdrawn as of 2010, and is officially replaced
by the Eurocode 3 [100]. The scope of the norm includes details that are:

• As welded and stress relieved by post weld heat treatment
• Arc welded details
• No failing in the LCF region
• Not operating in aggressive environments, e.g. seawater (which is interesting, as this standard was

applied to assess previous frigates)
• Not of High Strength Steel (HSS) (which is in the NEN2063 defined as a yields stress exceeding 355 MPa)
• Not exceeding plate thicknesses of 30 mm; for thicker details a correction factor is required

Within this scope the norm states to use the Palmgren-Miner model to accumulate the VA damage, with a
critical damage of 1. It accounts for the modification as proposed by Haibach [48] that separates the slope
of the S-N curve for the MCF en HCF. For double sided T-joints, the stress should be determined at the weld
based on the stresses in the base material (NSC). There is a fatigue limit at 0.55 times the stress at N = 107 on
the respective S-N curve.

Eurocode 3
The Eurocode 3 [100] is the document that follows up on the NEN2063, and this does include the Hot Spot
Structural Stress Concept (HSSSC), based on the Stress Concentration Factor (SCF) that enlarges the nomi-
nal stress at the weld based on the shape of the detail. There is a fatigue limit and the accumulation up until
this limit is to be done with the Haibach modification of the Palmgren-Miner model and a critical damage of 1.

Both the NEN2063 and the Eurocode 3 are applicable to a large variety of steel structures, implicitly including
the structural details in a frigate.

IACS
IACS is the International Association of Classification Societies that sets the minimum requirements, such
as unified requirements, for all classification societies. The requirement of IACS: No. 56 [55] is to use the
Palmgren-Miner cumulative damage model with a critical damage of 1. IACS allows both the NSC, HSSSC
and ENSC and considers S-N curves with the Haibach modification.

DNV-GL Rules for Classification of Naval Ships
The DNV Class Guidelines [27] (DNVGL-CG-0129) for fatigue recommend the use of the Palmgren-Miner
model with a critical damage as is indicated in the rules. For frigates this indicates the Rules for Classification
of Naval Ships, Part 3 Surface Ships, Chapter 1 Hull structures and ship equipment [25]. For the use of the
ENSC the Class Guideline directs to the Oil and Gas Recommended Practice DNVGL-RP-C203 [26].

The DNV-GL rules prescribe for welded joints the Palmgren-Miner model with Dcrit = 1. The rules indicate
to conduct the fatigue analysis with an amount of cycles of Nmax = 5(107) for a straight-line spectrum (which
includes typical stress ranges of seaway-induced stresses), for 25 years of service with 230 days at sea per year.
Modified operational profiles are to be agreed upon with the naval administration.

IIW Fatigue recommendations
The IIW Fatigue Recommendations by Hobbacher [54] recommend the use of the Palmgren-Miner summa-
tion and set the Dcrit to 0.5 to 1.0. The 0.5 is recommended for VA loading baed on recent research (Hobbacher
provides no direct references), whereas for a load with a fluctuating mean stress even 0.2 is recommended.

Table 3.1 provides the four main documents for fatigue assessment of the DMO vessels, along with the re-
spective fatigue assessment concepts and the probability of survival and confidence of the respective S-N
curves.
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Table 3.1: Summary of class codes and recommended practises. DS = Double sided, SS = Single sided confidence interval

Document Concepts S-N Probability of survival S-N Confidence

NEN2063 NSC 95% DS 95%
Eurocode 3 NSC, HSSSC 95% DS 75%
DNV-GL 0129 NSC, HSSSC, ENSC 97.7% (i.e. µ -2σ) DS 75% (1)

IIW NSC, HSSSC, ENSC 95% DS 75% or SS 87%

(1) DNV-GL adopts a confidence bound of 75% as Ronold and Lotsberg [117] links 75% confidence to a
probability of failure of 10−4 in the last year of a 20 year lifetime.

Table 3.1 shows the inherent relative conservatism of the NEN2063: by using the 95% double sided confidence
bound, the analysis is more conservative than by using the 75% bound.

3.7. Concluding remarks
This chapter presents the four commonly applied and promising fatigue damage criteria for steel maritime
structures, in order of increasing complexity. The SIF was discussed as it influences the fracture domain mod-
els from chapter 4 and appendix A, but not further used as a separate criterion because this is a stable crack
growth criterion that is commonly employed to assess the residual fatigue life based on the observation of
a present crack. For the assessment of the fatigue life the NSC and HSSSC have a limited complexity at the
cost of a limited accuracy. The scatter related to this limited accuracy is restraining the quality of the fatigue
life prediction. The ENSC and TSC provide both only one S-N curve for all structural details combined. The
TSC offers the highest accuracy. However, to propose a best practise that fits within the limited time frame of
the current assessment, the ENSC (with a scatter index only 3.4% below that of the TSC) is deemed the best
choice in relation to the problem statement.

This ENSC is not accounted for in the NEN2063 and Eurocode 3. However the DNV-GL-CG-0129 has adopted
the artificial notch radius approach to the ENSC. The stress-averaging approach is not yet approved or adopted
by any of the class societies.
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4
Fatigue damage accumulation models

The second block of uncertainty that is part of this research is the uncertainty related to the damage accumu-
lation model. The first one (fatigue assessment concepts) was addressed in chapter 3. This current chapter
provides the problems related to the current method, the LDAM, and presents the most dominant models from
scientific literature that have been proposed. This is done by a separation into three domains: continuum,
fracture and (continuum) damage mechanics.

4.1. Variable amplitude loading and response
For a CA load history the similarity of each tested sample is not tarnished by the quality of the damage accu-
mulation. Determining the fraction of consumed fatigue life is straight-forward: Adopting the Wöhler-type
S-n curve of CA fatigue data, the critical amount of cycles (N ) per fatigue damage criterion (stress level σ) is
known. The fraction of the consumed fatigue life n/N equals 1 at fracture and provides a linear relation of the
consumed cycles and the residual fatigue-life. For a VA load history, however, the process of accumulating
damage is more complex as data-point similarity is more challenging than for CA loads.

If the load history is of the (random) Variable Amplitude type, two main options are at hand: analysing the
fatigue damage per reversal/cycle (temporal approach), or by means of an (energy) spectral approach. The
first method is computationally expensive, but typical for a fracture mechanics analysis. The second sim-
plifies the load history and loses information. Both methods are cycle-by-cycle, as the information of what
happens within a cycle is not taken into account. A cycle-by-cycle approach is to date the only well developed
available model [22]. For a maritime structure typically a spectrum of the wave loads is available.

4.1.1. Cycle definition
From the Ramberg-Osgood relation [114] it is known that one cycle generates a closed hysteresis loop, intro-
duced by the loading and unloading of the specimen. Therefore the counting of hysteresis loops equals the
counting of fatigue cycles. Herewith one cycle is defined as two reversals. Figure 4.1 shows the definition of
the maximum, minimum and mean stress of a CA load history. For the cycle counting procedure of a VA load
history the hysteresis loops are used.

The description of a loading and response cycle requires two parameters: the mean and the amplitude of the
cyclic motion. This is captured in the Rl r (in literature also R, r or rl r ), which is expressed as the minimum
over the maximum of loading amplitude. Assuming for the NSC that the stresses in the notch affected region
are highly tensile and close to yield due to welding induced residual stresses, it is justified to not explicitly
consider the rl r (i.e. = 0) [19]. However, in literature the test results are commonly translated to rl r ≈ 0.5 by
means of a mean stress correction. Typically the mean stress correction by Walker et al. [134] is used.

4.1.2. Temporal approach
Cycle counting techniques including Rainflow
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Figure 4.1: Definition stress cycle
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A typical procedure to translate a temporal load history to a spectral one is the rain flow counting technique
by Matsuishi and Endo [32, 92]. It is used in modern (maritime) fatigue codes [27, 54, 55, 100].

Figure 4.3 shows an example of the rain flow counting procedure for a VA load history. In the rain flow count-
ing procedure information of the load history is lost, being:

• Sequence effects (the effect of the order of the stress blocks1) is not taken into account. Schijve [121]
suggests that for a long term random VA load this effect is not relevant as it is averaged out.

• Frequency effects, the influence of the testing frequency is not taken into account. As Cui explains:
"Many experiments [40] have shown that over the frequency range 1–200 Hz, the fatigue limit or strength
after a long period of time [...] remains constant for all practical purposes, although there is, [...], a slight
increase with increasing test speed. At higher testing speeds, the fatigue limit continues to increase with
testing speed up to frequencies of about 2kHz, but beyond this frequency, the experimental data do not
agree." [16]

• The shape of the cycle, which can be saw-tooth/sinusoidal/etc., is not taken into account. That is, the
method is cycle-by-cycle.

• In the example from figure 4.3, the mean stress is not part of the information in the histogram. To
include the mean stress a two-parameter counting technique should be applied. Such techniques are
outside of the scope of this thesis.

Despite the loss of this information, it is the most common counting procedure in the (maritime) literature
[9, 39, 61]. The ISSC document of 2018 explicitly focuses on the effect of whipping, and concludes: "For the
time series that have been investigated [61], rainflow counting and the Palmgren-Miner hypothesis are suit-
able to estimate the fatigue damage for stress histories with and without (whipping) vibrations. The Commit-
tee did not come across research results with opposite conclusions."

The focus of this research is, in line with the conclusions from the ISSC Committees of 2015 [9] and 2018
[39], not on improving the counting procedure. The rain flow counting procedure is adopted. However,
for reference the other methods as suggested in industry standards are listed. For this the ASTM Standard
Practise [6] is used. It should be noted that the scope of this standard practise is not specifically maritime
applications, but fatigue analysis in general. ASTM lists the following:

• Level crossing counting
This counts the occurrences at which a preset value is exceeded.

• Peak counting
This counts the occurrences of a peak (derivative = 0 and second derivative < 0) within a certain stress
bin.

• Range counting
This counts the occurrence of a stress range within a stress bin.

1A stress block is a repetition of cycles with the same mean and amplitude.
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The rain flow counting procedure translates a
VA load history (figure 4.2) to a histogram with
amount of cycles per stress range. As an example
the time-history from [69] is used.

Step 1: Rotate time-history 90°
To employ the analogy with rain flowing from a
pagoda roof, the figure is rotated, see figure 4.2a
to 4.2b.

Figure 4.2: Load time history, figure is taken from [69]

Step 2: Count reversals
The counting criteria, in a downwards direction
and to both sides, are applied:

• If a valley of greater magnitude is encoun-
tered

• If a rain drop merges with a flow that
started from an earlier peak

• If the end of a peak-valley sequence is
reached

Step 2 yields table 4.1 with all reversals.

Table 4.1: Counted reversals

No. of
reversals

From To From To Range Mean

1 A D -5 4 0 -0.5
1 D A 4 -5 9 -0.5
1 B C 1 -3 4 -1
1 C B -3 2 4 -1
1 E H -4 3 7 -0.5
1 H E 3 -4 7 -0.5
1 F G 2 -1 3 0.5
1 G F -1 2 3 0.5

Step 3: List cycles
Table 4.1 is than translated to capture the cycles
instead of the reversals, see figure 4.2.

Table 4.2: Counted cycles

No. of
cycles

From To From To Range Mean

1 A D -5 4 0 -0.5
1 B C 1 -3 4 -1
1 E H -4 3 7 -0.5
1 F G 2 -1 3 0.5

Step 4: Produce histogram
The cycles are plotted in a histogram for further
processing, see figure 4.3.
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Rain flow counting histogram

Table 4.3: Histogram that results from the rain flow counting
procedure applied to the load history from figure 4.2a

Figure 4.3: Rain flow counting procedure example. Explanation based on [22, 69]
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The rain flow counting procedure combines the information of the peak and range counting methods. All
three methods in this section are less advanced than the rain flow counting procedure.

4.1.3. Spectral approach
Using standardised spectra including the Gassner curve

Following the proposal by Palmgren in 1924 [104] to accumulate fatigue damage under VA loading by dividing
the sequence into CA blocks, Gassner [43] was in 1939 the first to propose a systematic method of testing
under VA loading, by means of an eight-step block load as shown in figure 4.4 to represent a Gaussian-like
distributed load.

Figure 4.4: The Gassner eight-step block loading sequence [43] translated to a cumulative frequency distribution, figure from [127]

The Gassner-curve is a VA equivalent of the CA S-N curve, and is obtained by calculating the damage per
repetitive spectrum sequence, according to Palmgren-Miner.∑( n

N

)
i
= Dspec (4.1)

The real damage is calculated by correcting for the spectrum length Ls (i.e. number of cycles per repeated
sequence) and measured longevity N̄exp of the sample.

Dreal =
Dspec

Ls
· N̄exp (4.2)

The Gassner 8-block load spectrum closely resembles a normal (or Gaussian) distribution. A more general
procedure to describe spectra is by means of the Weibull distribution. A normal distribution can be closely
modelled by a Weibull distribution.

Weibull distribution
Typical for the load spectrum of a maritime structure is the use of the Weibull distribution [27], see (4.3). It
is one of the extreme value distributions that fits perfectly to fatigue phenomena since fatigue life time is the
time to failure of the weakest link [20].

f (x;λ,k) = k

λ

( x

λ

)k−1
e−(x/λ)k

(4.3)

Here λ is the scale parameter, which refers to the modification of the scale of the abcissa. As the area under
the curve is unchanged the peak will be higher for lower scale parameters. k is the shape parameter, which
refers to the slope of the graph in a probability plot. The shape parameter is subject to discussion.

To illustrate the sensitivity of the longevity calculation to the Weibull shape paramter, the closed form dam-
age estimate for two-slope S-N curves and Weibull distribution from DNV-Gl [27] is plotted in figure 4.5. The
detail is the NEN 2063 K-40 detail, which is approximately a type F S-N curve of DNV-GL and a FAT71. The
largest reference stress is set to 80 MPa at 103 cycles for all shape factors. According to the DNV-GL Class
Guideline the Weibull scale factor is a function of the reference stress, the occurrence of this reference stress
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and the shape factor ξ. The damage is presented for the in-air condition.

Figure 4.5: DNV-GL Class Guideline calculation of the longevity per shape factor ξ for a K-40 detail.

The variation of a ξ of 1 to 1.2 yields a longevity reduction of 43% for the illustrative case in figure 4.5.

The meaning of this shape factor for the stress spectrum is explained in [38, 64]:

ξ = 0.8
Concave distribution, interpretation as log-normal distribution possible: gusts of wind over an
extended period.

ξ = 1.0
Exponential distribution which forms a straight line in a semi-logarithmic plot: This distribution
can be interpreted as a mixture of different normal distributions, for instance, during the measure-
ment of stresses due to a rough sea over an extended period. This is the SLD of figure 4.6.

ξ = 2.0
Standard or normal distribution which forms a parabola in a semi-logarithmic plot: Frequency
distribution from a stationary Gaussian random process; measurement of stresses due to a rough
sea or measurement of the vertical forces on a motor vehicle on a specific roadway without driving
manoeuvres. This is the LSD of figure 4.6.

ξ = 4.0
Convex distribution: Typical for crane and bridge construction.

ξ →∞
Rectangular spectrum (constant amplitude).

For maritime structures it is thus expected to have a shape factor between 0.8 and 2.0.

Now the fatigue life is dependent on the spectrum shape, as is illustrated by figures 4.5 and 4.6. The type of
variable amplitude loading is of great significance to determining the fatigue life time. For maritime struc-
tures it is common to use a Weibull distribution for the long-term calculation [27, 55], whereby the shape
parameter of the distribution has a large influence on the calculated fatigue life. IACS and DNV-GL both
present a formula as a function of the ship length as initial estimate of this shape parameter. For a vessel of
120 m (≈ length of the current M-frigate) this yields a respective value of 1.077 and 1.087 for IACS and DNV-GL.

The approach by Gassner is still a linear hypothesis, as the damage that is done by previous cycles does not
influence the damage rate in the future. However, Load Interaction (LI) and Load Sequence (LS) effects (more
explanation on these effects is included in section 4.2.2) are implicitly taken into account by means of the
experimental data, the Gassner curve is closely related to the RLDM by Schütz [123] as it incorporates exper-
imental data based on the actual in-service load in the LDAM. More on the model by Schütz is included in
section A.1.
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Figure 4.6: Gassner curve depencency on spectrum type as presented by Sonsino [127]

The method by Gassner requires a repetitive nature to separate a time signal into equal block-sequences.
Schijve states that for a valid VA test there should be at least five to ten repetitions of this sequence Schijve
[121]. Sonsino suggests that the repetition of sea-states might answer to this [127], whereas for a frigate with
changing operations this is questioned. Svensson et al. [131] points out that the method of selecting a spec-
trum puts a choice on the engineer: "To use all possible spectra for estimation and accept large safety factors,
or choose a reference set of spectra that can be judged to comply with the specific application, giving more
accurate predictions."

Sonsino [128] even claims that a prediction of fatigue life under this complex loading is not possible by any
cumulative damage (CA data based) hypothesis. He proposes systematic testing with decent reporting ac-
cording to his paper [128], for a wider variety of spectra than only the spectrum as proposed by Gassner.

4.2. The LDAM by Palmgren-Miner

Figure 4.7: Explanation of the Palmgren-Miner model,
from Eurocode 3 [100]

The first model that was proposed to translate the stress-
histogram to fatigue life is the Linear Damage Accumulation
Model. This is also the model that is included in each of the
considered class codes and recommended practises.

4.2.1. Definition and origin

Most often used in practise (and in all of the considered rele-
vant codes and standards), partially due to its simplicity [57,
97, 119, 121], is the Palmgren-Miner Linear Damage Accumu-
lation Model (LDAM).

It was proposed in 1924 by Palmgren as a method to predict
the life-time of ball bearings [104] and was primarily based on
his intuition. It is to date used in modern fatigue codes [27,
54, 55, 100] to accumulate the damage under a VA load. The
model is given by (4.4) with k = the amount of stress levels, ni

= the amount of cycles per stress level and Ni = the number of
cycles to failure per stress level, i.e. per histogram under the
S-N curve, see figure 4.7.
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for ∆σ≥∆σth

D =
k∑

i=1

ni

Ni
≤ Dcrit = 1

(4.4)

It is also called the LDAM as the damage is linearly related to the cycle ratio. This model by Palmgren became
more popular upon the physical derivation by Miner [95]. Miner based his derivation on the assumption that
a constant amount of work is absorbed per cycle [95]. For the derivation, see appendix B.1. Another deriva-
tion proves the consistency of the LDAM with fracture mechanics (that is, with LEFM), and is included in
appendix B.2.

The assumptions in the Palmgren-Miner model are [95, 155] that the rate of damage accumulation is con-
stant, that the S-N curve represents a line of 100% fatigue damage and that below a certain threshold (called:
fatigue limit) no damage is accumulated. For an S-N curve with a FAT class the curve represents 2.5% chance
of failure for a double sided confidence interval of 95%: 100% damage does not mean failure, but a critical
probability of failure.

Due to its linear and simplified nature, the validity of the Palmgren-Miner model for (random) VA loading
is questioned and called "often unsatisfactory" [34] as it is not able to capture the effects related to variable
amplitudes properly. It is proven to not be absolutely valid under VA loading [34, 49, 61, 121]. However, the
conclusions by the ISSC 2018 [39] committee indicate that Palmgren-Miner might suffice for maritime typical
loads.

4.2.2. Limitations
By assuming no damage below the fatigue limit, the LDAM neglects the Load Interaction (LI) and Load Se-
quence (LS) effects. The LI effect is that the fatigue damage increments induced by load cycles depend on
the damage as caused by previous cycles. It is due to notch root plasticity, which leads to a redistribution of
residual stresses, affecting the fatigue damage contribution of subsequent cycles [121]. Part of the LI effect
(see figure 4.9) is the influence of the sequence of stress blocks, the LS effect. Experimental evidence of com-
pletely reversed loading conditions indicates D > 1 for a low-to-high (L-H) loading sequence, and D < 1 for a
high-to-low (H-L) loading sequence [34, 93].

Figure 4.8a illustrates the LI effect of the loading history on the fatigue life to failure: the sample with an Un-
derloads (UL) before the change to the low-amplitude stress block has a shorter fatigue life than the sample
with the overload before the block-transition. Figure 4.8b illustrates for an unnotched specimen the follow-
ing: it confirms the H-L versus L-H sequence statement from [34, 93], and it shows that for a multitude of
similar block loads the sequence effect (for unnotched specimens) is negligible. This is presumably because
the beneficial and harmful effects of the sequence cancel one another out. A stochastic signal does not pose
LS effects [121] following the same reasoning.

It should be noted that the explanatory figures from [121] as presented in figure 4.8 are for an Al-alloy speci-
men. Typically an Al-alloy does not have a significant crack propagation phase. However, the trends that are
sketched are valid for steels.

The LS and LI effects are linked to two phenomena: Overloads (OL) and Underloads (UL). OL’s are instan-
taneous high peak loads that impose large retardation in the measured crack length development [35, 121].
This retardation is typically attributed to plasticity induced crack closure at the relative "unloading" after the
respective overload [31, 121]. An UL is a large negative amplitude load that can slightly increase the crack
growth rate (and thus reduce the life-time to full-fracture). It can also reduce the effect of the aforementioned
overloads [121]. "In general the positive interaction effects overrule the negative ones during crack growth. As
a result, non-interaction predictions for fatigue crack growth under VA loading will usually give conservative
results."[121]

The work by McEvily et al. [93] discusses the causes of deviation from the Palmgren-Miner model for three
different VA block load histories. The paper concludes:
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(a) Two-block VA tests on notched Al-alloy specimens. Effect of compressive or tensile residual
stress at the notch root in the second block, from [121].

(b) Sequence effects in VA tests on unnotched [...]
specimens of an Al-alloy (2024-T3) . Smin = 0, from
[121]

Figure 4.8: Explanatory figures LI and LS effects, from [121].

Load Sequence effectsLoad Interaction effects

Figure 4.9: LS effects as subset of LI effects.

• For a two-step test (two sequential blocks both between the yield stress and the fatigue limit) - con-
firmed by [34]

– A high-low (H-L) sequence yields a Dcrit < 1
– A L-H sequence yields a Dcrit > 1

• For multiple two-step tests (two alternating blocks, the lower amplitude below the fatigue strength and
the higher one below the yield stress but above the fatigue limit) a large effect of the lower stress level
can be to reduce the crack closure level; allowing a faster crack growth rate at the higher stress level.

• When considering OL’s and UL’s, McEvily et al. conclude: An OL typically retards the crack growth due
to lateral contraction of the material, whereas an UL typically accelerates the process due to a reduced
crack closure level.

The final conclusion of McEvily et al. is that for many VA loads the fatigue lifetime prediction based on crack
growth provides a more rational and accurate than the LDAM by Palmgren and Miner, due to the temporal
approach that covers the effects related to the previous cycles (Load Interaction). This is in agreement with
the statements by Schijve [121].

The work by Gurney [46] discusses the variations in Palmgren-Miner damage sums for different random VA
load histories. The main conclusions are:

1. Under tensile loading a wide band spectrum consistently gave values of Dcrit ≤ 1, while narrow band
loading gave Dcrit ≥ 1.

2. At Rl r = –1, however, the difference between the two types of loading was much smaller, although wide
band loading still gave Dcrit ≤ 1 and was more damaging than narrow band.

3. In terms of life, narrow band loading gave a longer life at Rl r = 0 than at Rl r = –1, for both block lengths.
Under wide band loading the opposite was true. It should be noted that this analysis was done using
the NSC, which by nature does not account for the loading and response level.

Agerskov and Ibsø [2] pose a formula of the critical damage as a function of the irregularity factor I , which is
the number of rising zero crossings divided by the number of peaks:
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∑ n

N
= 2I −1 (4.5)

Petersen et al. [109] suggests to use for offshore structural details that are loaded at Rl r = 0 to use I between
0.7 and 1.0. The main contribution from [2] is to define a critical damage as a function of the irregularity of
the respective spectrum.

Gurney [45–47] provides in chapter 7 of his book the overview of the Palmgren-Miner sums for typical random
loading conditions in offshore environments is provided, based on the research from [1, 3] and the British off-
shore test programme. It hereby does not add data to the list, but offers insight in the variation in the LDAM
critical values. This distribution is presented in figure 4.10.

Figure 4.10: Research results of the Nordic offshore programme, from Gurney

Summarising the shortcomings of the Palmgren-Miner model [121]:

• The rate of damage accumulation is constant ( dD
dn = 1

Ni
= cst), which is contradicted by the different

damage rates for large and small cracks [121].
• The S-N curve is assumed to be a line of constant damage, whereas for lower stress levels the resulting

crack will be shorter than for higher stress levels. Schijve suggests that this shortcoming is not signifi-
cant, as the majority of the lifetime is spent in the crack initiation and microcrack growth period [121].

• No damage accumulated below the fatigue limit, which is a material constant. This neglects Load In-
teraction (LI) and resulting Load Sequence (LS) effects and is contradicted by [82–84] which indicate
the load amplitude-sequence dependence of the fatigue limit.

Elementary Palmgren-Miner model
To tackle the objection that no damage is accumulated below the fatigue limit, the Elementary Palmgren-
Miner model linearly extends the S-N curve beyond the fatigue limit. This removes the fatigue limit and
poses a linear relation between S and N for all stress levels. This adds conservatism to the basic Palmgren-
Miner model. However, the exact slope of the curve (the linear extension of the S-N curve) lacks a physical
basis [64].

4.2.3. Engineering practise
If the equivalent VA data fits the CA scatterband, the Palmgren-Miner model with Dcrit = 1 can be adopted
[22]. This method is common in engineering practise [133], although in literature different definitions of the
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equivalent stress amplitude∆σeq are proposed. ∆σeq can be the maximum stress [38, 127], or a value derived
from the spectrum [54, 100, 128] (the derivation is included in appendix C.1.1). The conclusion of validity of
the LDAM for VA loading only holds if the equivalent stress as derived in the appendix is used, due to the
nature of the derivation. If the data does not fit the scatterband an engineering cut-down factor (reducing
the Dcrit) is adopted [22]. The selection of this factor is based on engineering judgement of fatigue data from
literature according to the Relative Linear Damage Model (RLDM) by Schütz, which is discussed in section
A.1.

The relevant codes and standards [27, 54, 55, 100] incorporate the LDAM with the extension below the fatigue
limit as proposed by Haibach [48]. The critical damage in [27, 55, 100] is 1.0 for all load spectra. The IIW [54]
suggests Dcrit = 0.5 for VA loads.

Figure 4.11: Lognormal distribution of the Dcrit, in red the
DMO limit of 0.75 is indicated

Dcrit distribution in literature
For reliability analyses the distribution of the stochas-
tic variables is input. From the standards [27, 54, 55]
already a variation of Dcrit = 0.2 to 1.0 is present,
and measurements [34, 49, 61, 121] also do not pro-
vide a distinctive and absolutely valid Dcrit value.
This paragraph assesses several proposed distribu-
tions.

The work by Folsø et al.[36] compares five damage-
distribution models, of which the Wirsching model [135]
is the only one that presents a distribution for the dam-
age sum for offshore structures. The scope of the work by
Folsø et al. is Ship Structures, and it selects for further use
the log-normal distribution with mean 1.0 and a CoV of
0.3 according to [90, 135].

DNV-GL [24] prescribes a usage factor Dcrit of 1.0 and recommends for the calculation of the probability of
fatigue failure a log-normal distribution with median 1.0 and CoV equal to 0.30. The scope of the DNV-GL
guidelines is Ship Structures.

Slamming
The reason for DMO to incorporate a Dcrit of 0.75 is to account for slamming [133]. For a log-normal dis-
tribution this means that 16.9%2 of the cases that match with the literature distribution are below the DMO
threshold. The DNV guidelines propose to use the mean (= 1.0) of this distribution.

Wave loads and slamming loads acting on the ship’s hull pose a superposition of low-frequency wave-induced
stresses and high-frequency stresses from whipping as well as springing effects [61]. For frigates, with a length
of approximately 120 m springing is not a critical excitation state: due to the relatively stiff structure of the
vessel the first eigenfrequency is higher than the typical wave excitation frequencies.

The comparison within the VALID project, lead by MARIN, of the long term spectral fatigue calculation with
and without the inclusion of the whipping factor (the total fatigue damage due to the total stress history over
the wave frequent fatigue damage) allowed to conclude that the long term whipping contribution increases
the fatigue damage with 6% [29]. Upon processing more data this was even concluded to be 7% [30]. This
conclusion yields a recommended Dcrit of 0.935 (=100%/107%) for the considered US Coastguard vessels and
their respective operational profiles.

The thesis by Tuitman [132] reports for the M-frigate measurements a reduction of 10% of the life time for a
sailing speed of 12 knts and a reduction of 16% for the 17.5 knts case. Besides the effect of slamming, this also
shows the effect of encounter-frequency (i.e. sailing speed) on fatigue damage.

2MATLAB: logncdf(0.75,log(1),log(0.3)) = 0.169
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The work by Kahl et al. [61] covers whipping effects and concludes that the inclusion of whipping results in
20% more damage in a typical 30 minute time-frame for a container-vessel of > 250 m length, when contain-
ing a whipping event. The work also concludes for this vessel type that a Dcrit of 0.5 to 1.0 is justified. The
results of Kahl et al. are presented in figure 4.12.

(a) Fatigue lives from variable-amplitude tests with low-pass
filtered (< 0.4Hz) 30-minute stress history and life prediction
based on mean S-N curve, from [61].

(b) Fatigue lives from variable-amplitude tests with unfiltered and low-pass (LP) fil-
tered 30-minute stress history, both based on ∆σ and N for LP filtered history, from
[61].

Figure 4.12: Research results from Kahl et al., concluding the Dcrit range of 0.5 to 1.0

Care should be taken to extrapolate these results to other cases: the added damage due to slamming is highly
influenced by the operational profile and hull shape. Secondly, the involved fatigue resistance relation might
differ in cut-off limit and bi- or uni-linear nature.
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4.3. State-of-the-Art fatigue damage accumulation models
To determine the fatigue life time of a structure under VA loading, the stress level (fatigue damage criterion)
histogram at the hot spot is translated to a damage indicator, which is accumulated over time up to a critical
value (typically 1) like in the LDAM that was discussed in section 4.2. Literature presents multiple proposals
to calculate and accumulate this damage with the aim to overcome the shortcomings of the LDAM, which are
discussed in this chapter. However, at the moment no generally applicable solution with satisfactory accu-
racy is presented [97, 119, 131, 150, 152].

The focus in this chapter is, within the scope (Section 2.5), on research that a) strongly influenced later work,
b) is of the last 5 years or c) is used in the current fatigue assessment of the DMO frigates.

This chapter distinguishes three categories of damage accumulation models, with a basis in:

• Continuum Mechanics: The material is modelled as a continuum (i.e. intact geometry, section A.1).
The indicative property is the amount of cycles ni .

• Fracture Mechanics: The sample is modelled as a cracked geometry (Section A.2). The indicative prop-
erty is the crack length ai .

• Damage Mechanics: The material is modelled as a deteriorating continuum (Section A.3). The indica-
tive property is typically the Young’s modulus Ei .

In each of the three model categories a non-dimensional damage parameter D can be formulated by dividing
the current indicative property over its critical value. It should be noted that the damage rate dD might not
be constant.

The starting point is the LDAM from Palmgren and Miner. The characteristics of this model are summarised
in the box below.

Theory: Linear Damage Accumulation Model (LDAM)
Theory by: PALMGREN-MINER year: 1924 - 1945
Type: Phenomenological (Palmgren) & Physics-based (Miner),

linear, continuum, spectral
Typical application: Variety of steel (and other materials) welded joints and base

materials under (random) VA loads.

Recall that the Palmgren-Miner model is given as:

for ∆σ≥∆σth

D =
k∑

i=1

ni

Ni
≤ Dcrit = 1

(4.6)

Each model is classified as being (partially):

Empirical An empirical model is constructed by fitting trends through experimental data. It is based on
measurements/observations alone, without considering the system and available theories. Due to this
experimental nature, extrapolation is not recommended.

Phenomenological A phenomenological model captures trends in phenomenal and mimics these phenom-
ena and observed processes, but it does not consider the underlying physics. As it models phenomena,
extrapolation is typically possible.

Physics-based A physics-based model is derived from first principles (axioms) and does not include obser-
vations or observed processes.

In total 30 proposed models are subject to discussion in this thesis. Because the model as proposed by
Leonetti et al. (based on the proposal by Hirt and Kunz) is selected for further analysis (see section 4.4) it
is discussed here. The description of the 28 other models that were considered is presented in appendix A.
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Theory: Damage limit concept
Theory by: HIRT-KUNZ year: 1999
Type: Phenomenologic, non-linear, fracture, semi-temporal
Typical application: Fatigue assessment of steel bridges

The damage limit concept by Hirt and Kunz [52] defines a threshold stress range, derived from LEFM, be-
low which no damage is accumulated. This threshold stress range lowers as the fatigue damage accumulates.
Hirt and Kunz express the accumulated fatigue damage in the fracture mechanics domain as the crack length.

The fatigue life is calculated in the same manner as for the LDAM, with the exception that the accumulated
damage affects the threshold stress per historical step h. The expression for the fatigue life is given by (4.7). In
this equation Ni ,h is the allowable fatigue life at stress level i at damage increment h, expressed by a Basquin-
type relation. The fatigue limit is reduced according to (4.10) over the development of the damage from 0 to 1.

for ∆σ≥∆σth,h

N = 1∑htot
h=1

[∑
i

ni
Ni ,h

ni∑
i ni

] (4.7)

To calculate the threshold stress Hirt and Kunz propose (4.10), with∆σth the threshold stress range for fatigue
damage accumulation,∆σ0 the fatigue limit, Y the geometrical correction function for the SIF ai ni the initial
crack depth, a the current crack depth, D the accumulated fatigue damage and m the slope of the S-N curve.
For structural steels this m is typically 3 in the MCF range.

The threshold stress intensity factor for long fatigue cracks ∆Kth,l c is defined as:

∆Kth,l c = Y (a)∆σth
p
πa (4.8)

This allows to write the definition (4.9) to the threshold equation (4.10) by Hirt and Kunz. The damage is de-
fined in analogy of the development of a crack to a through-thickness crack.

∆σ0 =
∆Kth,lc

Y (ai ni )
p
πa

(4.9)

The derivation of (4.9) by Hirt and Kunz follows the same scheme as used for the model by Leonetti et al. [75]
as is expressed in appendix B.4. The only differences is that the model by Leonetti et al. employs the RLDM
to scale the critical damage, and multiplies the threshold SIF with the SIF intensification factor Mw (a).

∆σth =∆σ0
Y (ai ni )

p
πai ni

Y (a)
p
πa

=∆σ0

(
1− D

Dc

)1/(m−2)

Which, for structural steels with m = 3 yields, =∆σ0

(
1− D

Dc

) (4.10)

This damage limit model is, due to the assumptions in the derivation, valid under the following conditions
[52, 75]:

1. The crack is a long fatigue crack.
2. The stress range level is high enough for a crack to propagate in the Paris regime.

The damage limit, below which no fatigue damage is accumulated, is thus a function of the damage that has
accumulated before. The damage limit concept thus has a link to the damage mechanics, but it models the
damage in the fracture instead of the continuum domain.

Summarizing the benefits and downfalls of the Kunz model:
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+ Accounts for the non-linear, damage-dependent damage development
− Does not account for unstable crack growth region. However, as this typically only consumes a small

fraction of the fatigue life, this downfall is not of significance in relation to the fatigue life prediction.
− Does not consider the different threshold conditions of long and short fatigue cracks.

Theory: Non-linear damage accumulation model: Modified Hirt-
Kunz

Theory by: LEONETTI year: 2020
Type: Phenomenological, non-linear, fracture, semi-temporal

(due to integration steps h in recursive formulation)
Typical application: Nominal stress of welded joints in (random) VA loading

conditions. Typically applied to steel bridges.

The model by Leonetti et al. [75] proceeds from the damage limit concept by Hirt and Kunz. The modifications
are:

• The integration of the 6PRFLM (also called the GRFL in the expression of the fatigue life. The fatigue
resistance is also a function of the propagating fatigue damage.

• The implementation of the SIF intensification factor Mw (a) as a function of the weld geometry.

• Implementing the RLDM to describe the critical damage not strictly as 1, but as a fitted distributed
parameter.

The SIF intensification factor (Mw (a)) originates from [53]. It is shown in (4.11).

Mw (a) = max
(
Cα

( a

T

)α
,1

)
(4.11)

The threshold stress intensity factor (∆Kth,lc ) for long fatigue cracks is defined as (4.12) with Mw (a) as given
in (4.11) in which T is the plate thickness, and Cα and α are a function of the weld geometry. Y (a) is a
geometrical correction factor. This equation is valid for fatigue cracks that grow from the weld toe.

∆Kth = Mw (a)Y (a)∆σth

√
π(a0 +a) (4.12)

This yields the stress-threshold equation in (4.13).

∆σth =∆σ0
Mw (ai ni )Y (ai ni )

p
π(a0 +ai ni )

Mw (a)Y (a)
p
π(a0+a)

Of which the first order approx. is: =∆σ0
Mw (ai ni )Y (ai ni )

p
ai ni

Mw (a)Y (a)
p

a

(4.13)

Further derivation by Leonetti et al., based on the Forman-Mettu relation (instead of the Paris relation) for
the crack growth rate in the near-threshold region at a fixed stress ratio, eventually yields the relation of the
stress range and the threshold stress:

∆σth,h =∆σ0

(
1− Dh

Dcr

)ζ
(4.14)

With:

ζ= f (α,m) = α+1/2

1−m(α+1/2)
(4.15)

See appendix B.4 for the derivation of the above formulations.

This expression for ζ captures the low-stress cycles: the "tail" of the S-N curve, which determines the damage
of low-stress cycles, is included as a function of the weld geometry. Combining the expected value of the
damage (4.17), with the formulation of the 6 Parameter Random Fatigue Limit Model (6PRFLM) [74], yields
the expression of the amount of cycles to failure (4.18). Leonetti et al. determines the parameters by inference
of CA and VA data. It should be noted that the model by Hirt and Kunz defines ζ= 1. ζ= 0 poses the LDAM by
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Figure 4.13: Influence of the ζ parameter on the damage accumulation

Palmgren and Miner. Figure 4.13 shows the effect of the ζ on the relation between the damage history (0 is at
the beginning of the life and 1 equals failure) and the threshold stress.
Assuming that the load history is ergodic3, the fatigue life can be determined by :

N =
∫ Dcrit

0
E [Ḋ]dD (4.16)

For which the expected value of the damage rate, identical to the expression in the LDAM, is given by:

E [Ḋ] =∑
i

ni

Ni

ni∑
i ni

(4.17)

The integration of the GRFL yields the final expression for the fatigue life.

for ∆σ≥∆σth,h

E [Ḋ] =
htot∑
h=1

[∑
i

ni

Ni ,h

ni∑
i ni

]

=
htot∑
h=1

∑
i

ni

10
β0+β1 log10(∆σi )−p log10

(
1− ∆σth,h

∆σi

) ni∑
i ni



=
htot∑
h=1

∑
i

ni

β0(∆σi )β1(
1− ∆σth,h

∆σi

)p

ni∑
i ni


allowing N = Dcrit

E [Ḋ]

(4.18)

6PRFLM The 6PRFLM expresses the S-N curve not as one line, but as a distribution of curves of different
percentiles (confidence level). In the damage assessment as proposed by Leonetti et al. the S-N curve is a
function of the damage state (expressed as a vector from 0 to 1, increasing over time) D/Dcr .

3An ergodic process is a subset of stochastic processes. A process is said to be ergodic if the time averages of a section of the signal
are equal to the time averages of the total signal. Or, as Wikipedia puts it: "a stochastic process is said to be ergodic if its statistical
properties can be deduced from a single, sufficiently long, random sample of the process."
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(a) Comparison between the experimental data and the prediction ob-
tained by the proposed model. The black points represent the failure
data, whereas the red points represent the runout data. If the pre-
dicted fatigue life is finite, the resulting point is a circle, otherwise is
a triangle positioned at 109 cycles. From [75].

(b) Comparison between the experimental data and the prediction
obtained by Model 1 (Eurocode-3) [...] The black markers represent
the experimental failure data, whereas the red markers represent the
runout data. If the predicted fatigue life is finite, the resulting marker is
a circle, otherwise it is a triangle positioned at 109 cycles. The dashed
lines bound the mean prediction and are derived as log10(N ) ± 1.64.
From [75].

Figure 4.14: Research results from Leonetti et al., showing the improved fit of the numerically predicted amount of cycles with the
experimental data, compared to the Eurocode 3.

The conclusion of Leonetti et al. for the dataset from Klippstein and Schilling is that the Eurocode 3 predicts
a (slightly) longer life times than the novel model. At the cost of some increased conservatism Leonetti et al.
provides a more accurate prediction.

As the paper by Leonetti et al. uses inference to fit the parameters of the damage calculation, it would benefit
from a dataset with less scatter. By using the NSC the dataset is valid for the S-N curves of samples with an
identical FAT class, but inference has to be performed per FAT class to have a general validity. A suggested
improvement is to include more local information (i.e. use the ENSC instead of the NSC) to reduce the data
scatter and to deliver a generally applicable model.

Summarizing the benefits and downfalls of this model:

+ Shows promising results for the tested dataset.
+ Expected benefit of including local information is large as the scatterband determines the scatter in the

output.
− Provides (slightly) more conservative results than the Eurocode 3. However, it is better to have more

accurate results if research results substantiate the novel method. The conservatism is also a function
of the fatigue damage criterion that is applied and the manner in which the mean stress correction is
applied.

− The method requires representative (preferably full-scale) VA test results, which is expensive, but it is a
database that expands rapidly. The VALID III project (a JIP in which DMO partakes) is an example.

4.4. Variable amplitude fatigue damage database
To test the validity of the selected damage accumulation models for (random) VA loading, a database is com-
piled. This database is for steel samples within the research scope (see section 2.5). Each of the databases
is introduced and summarised (table 4.4) in this section. Section 7.3 presents the analysis of the specimens
from this table.
The papers that are cited are all for steel welded joints of various yield strength. Qin et al. proved that the yield
strength hardly (and to a decreasing extent with increased local information) affects the fatigue resisance for
the NSC, HSSSC, ENSC and TSC. Stainless steels are excluded from the database as the research into the re-
spective damage mechanisms (i.e. crack initiation and propagation behaviour) involved is not part of this
research.

The papers that are cited are all for random VA loading, and are listed below. The aim is to compile a list
with an even variation over hot spot types, geometries, spectra and plate thicknesses. This is to, in line with
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the work in [111], be able to assess the influence of these variations and to assess if the novel method is
independent of these variations.

• Klippstein and Schilling [63] studied the CA and VA fatigue behaviour of transverse stiffener welds.
The welds are 6.35 mm (throat height) fillet welds. The random loading was applied according to the
Rayleigh distribution.
The VA test data comprises 10 datapoints of which the minimum, maximum and the Miner effective
stress (0.538(Smax −Smin)) are presented. The material is ASTM A572 Grade 50 weathering steel, with a
yield strength of 50 ksi = 345 MPa to present the data for a typical medium-size bridge structural steel.
The respective hotspot is of type C.

• Agerskov et al. [3] tested a HSS, as is typical for offshore structures for a modified Pierson-Moskowitz
spectrum. The tested samples are a cruciform that is loaded on the base-plate with a hot spot type
C, and a plate with a longitudinal attachment on both sides with a hot spot type A. The analyses were
performed using the NSC and the LDAM. It should be noted that only the results of the larger specimens
(larger versions of the smaller specimens, but still SSS) are used, based on the recommendation by
Agerskov et al. and their critical attitude towards the smaller specimen results.

• Ota et al. [103] present the fatigue data of a butt-welded joint under a Rayleigh spectrum load. The
experiments are preformed at two loading and response levels and runout data is excluded from the
analysis.

• Zhang and Maddox [147] present the values of the Palmgren-Miner damage sum for welded joints of
longitudinal attachments of the hot spot type A and B, subject to Gaussian loads. The material is a reg-
ular structural steel with a yield strength of 418 MPa. The paper presents the results for three variations
of the Gaussian load: cycling up and down from a constant mean stress, and cycling around a constant
mean stress.

• Zhang and Maddox [148] present the results of full-scale tests of welded SCR pipe details subject to
maritime VA loads. The details are butt-welds with a base material that yields at 519 MPa.

• DMO has performed four VA experiments as part of the assessment of the quality of half-V cruciform
joints in relation to class rules.

The papers by Yoo et al. [143] and Osawa et al. [102] assess the influence of storm loads, under the assump-
tion that the peak loads from storms pose the largest part of the fatigue damage. The SSC-466 from the Ship
Structure Committee [125] presents an overview of CA and VA fatigue test results up to 2013. The presented
database in this section is a combination of the random VA data from [125] and of other authors.

A summary of the results that will be used to assess the validity of the LDAM and the novel assessment method
that will be the result of this research is presented in table 4.4.

Table 4.4: Database summary of random VA spectrum loading of steel welded joints

Source Geometry HS Type Spectrum Number

Klippstein and Schilling [63] PP DS Cruciform joint Type C Rayleigh 10
Agerskov et al. [3] PP DS Longi. plate attachment Type A BROAD64 16
Agerskov et al. [3] FP DS Cruciform joint Type C PMMOD64 10
Agerskov et al. [3] FP DS Cruciform joint Type C BROAD64 12
Ota et al. [103] FP DS Butt joint Type C Rayleigh 14
Zhang and Maddox [147] PP DS Longi. plate attachment Type A Linear/Gaussian 10
Zhang and Maddox [147] PP DS Longi. edge attachment Type B Linear/Gaussian 6
Zhang and Maddox [148] FP DS Butt joint Type C Log-linear 7
DMO FP DS Cruciform joint Type C Rayleigh 4

An observation with regards to table 4.4 is that only 6 hot-spot type B samples are included. HS Type-B is
the category of notches at the weld end, parallel to the weld seam. It are typical notches at frame-stiffener
connections. This will be subject for discussion in chapter 8.
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4.5. Concluding remarks
This chapter provides an overview of the most promising damage accumulation models for fatigue under VA
loading. For further assessment several demands are listed:

• To allow an accurate assessment of the consumed fatigue life time the model should account for the
non-linear nature of the fatigue damage accumulation.

• To fit in the short timeframe that is typically available at a shipyard to perform the assessment, it should
operate in the spectral instead of the temporal domain.

• The model has to be properly validated for random loading histories.

Ideally, to promote a fruitful implementation in the yard-practise, it has a physical foundation.

Table 4.5 presents the summary of the comparison of the presented models, highlighting in green the ones
that tick three times "yes" to the criteria above. The model by Subramanyan has only been validated for base
materials, not for welded joints, and is thus not selected. The models by Corten and Dolan and by Chaboche
and Lesne are excluded from further analysis as respectively the physical nature and validity for complex
loads (i.e. many OL’s and UL’s in a highly stochastic signal) are compromised.

In yellow the four models are listed that propose a linear accumulation, whereas the spectral approach and
validity for random (stochastic) VA loads is confirmed. This is done because the linear nature of a model is
not a strict requirement: that is, the model will be combined with a fatigue damage criterion (see chapter 3)
and the combination of the fatigue damage criterion and damage accumulation model provides the assess-
ment method. Only when reducing the total damage D to a value below 1 the non-linearity is a requirement.

The model that complies the best with the total list of demands is the fracture domain model by Hirt and
Kunz as implemented by Leonetti et al. [75]. The paper was published in 2020 and will be considered as an
alternative for the LDAM in this research. The improvement potential of this method is subject of section
5.1. The method by Leonetti et al. is strictly speaking in the temporal domain (hence the yes* in table 4.5).
However, because this temporal domain refers to integration steps in a recursive equation, instead of the
temporal analysis of the loading history, the analysis is not excessively intensive and still deemed suitable for
yard-implementation.

For reference, the more advanced State-of-the-Art method of Leonetti et al. is compared to the Palmgren-
Miner model with the Haibach extension.The deterministic RLDM by Schütz is excluded from the analysis
as it is highly dependent on the input spectrum. It is however incorporated in the model by Leonetti et al.,
but the probabilistic nature of this method allows the use of the RLDM.
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Table 4.5: Table to summarise the comparison of the presented fatigue damage accumulation models. Green boxes indicate full compli-
ance (three times a "yes") and yellow boxes indicate models that are not strictly non-linear, but comply with the demands for spectral
calculations and validity for stochastic VA loads.

Model by
Non-linear
accumulation

Spectral
domain

Validated for
stochastic VA

Note

CONTINUUM
Palmgren-Miner [95, 104] no yes yes Large scatter
Corten and Dolan [15] yes yes yes Physically incorrect

Marco and Starkey [91] yes yes no Only multi-level loads
Manson [89] no yes yes Bi-linear accumulation
Haibach [48] no yes yes See Palmgren-Miner
Subramanyan [130] yes yes yes Only for base-materials

Schütz [123] no yes yes Requires identical test
Leipholz [70] no yes no Multi-level block loads
Ben-Amoz [7] yes yes no Only two-step block loads
Mesmacque et al. [94] yes no yes Extends well to multi-axial
Naderi et al. [98] yes no yes Entropy based
Zhu et al. [150] no yes no Multi-level block loads
Gao et al. [42] yes yes no Only for base-materials
Zuo et al. [155] yes yes no Two-level block loads
Rege and Pavlou [115] yes yes no Two-level block loads
Pavlou [107] yes yes no Two-level block loads
Zhu et al. [153] yes yes no Multi-level block loads
Liu et al. [77] yes no no Multi-level block loads
FRACTURE
Paris and Erdogan [105] yes no yes Crack-growth model
Manson and Halford [87] yes no no Multi-level loads
Hirt and Kunz [52] yes yes* - Not strictly accumulation
Kwofie and Rahbar [66] no no yes Piece-wise linear
Gao et al. [41] yes no no Multi-level loads
Leonetti et al. [75] yes yes* yes Integration steps: temporal

DAMAGE
Xiaode et al. [139] yes yes no Two-level block loads
Chaboche and Lesne [11] yes yes yes Inadequate for complex loads

Lemaitre et al. [73] yes no no Multi-level block loads
Shang and Yao [124] yes yes no Multi-level block loads
Dattoma et al. [18] yes no no Multi-level block loads
Yuan et al. [144] yes no no Multi-level block loads
Zhang et al. [146] yes no yes Only for base-materials
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5
Method

The analysis of the literature on fatigue damage criteria (Chapter 3) and VA damage accumulation models
(Chapter 4) is presented before. This chapter provides a detailed analysis of the problem at hand. It is closely
related to chapter 2 where the problem is stated. This chapter provides the scientific justification of the research.

This chapter presents the analysis of the knowledge gap (Section 5.1) and the statement of the hypotheses to
test (Section 5.2).

5.1. Knowledge gap
The identified knowledge gap that this research will fill is depicted in table 5.1. It shows that, whereas several
proposals are present in literature for fatigue assessment concepts (properly summarised in [19, 111]) - de-
termining the stress type to compare - and for the damage accumulation separately, a combination of both
solution paths is thin.

As more local information (increasing in downward direction in table 5.1) implies more accuracy at the cost
of more efforts and complexity, but the scatter index of the TSC compared to the ENSC is only 3.4% less, the
TSC is not employed in this research. To benefit from the fact that the ENSC operates on only one S-N curve
and has an improved scatter of 37.0%, the method by Leonetti et al. will be tested for improvement when
using the ENSC.

Table 5.1: Knowledge gap visualisation. The references show the known research and class efforts. The grey marked cells indicate the
combinations of fatigue damage criteria and damage accumulation models that are not yet made in literature. The last column contains
the hypotheses of proportionality between the complexity and scatter reduction. The three roman numbers indicate the cases that are
compared in this paper.

LDAM [95, 104] NLDAM [75]
NSC i.a. [27, 55, 99, 100, 111] [75]

HSSSC I) i.a. [27, 55, 100, 111] Limited scatter reduction
ENSC II) i.a. [26, 55, 111] III) Complexity ∝ scatter reduction
TSC [23, 111] Complexity ≥ scatter reduction [111]

increased
accuracy,
complexity
and
efforts

5.2. Hypotheses
The hypotheses to test in this research are:

H1. The current approach of DMO, to use the HSSSC in combination with the LDAM with Dcrit = 0.75,
provides a conservative fatigue life prediction.

This hypothesis originates from the motivation of this research and will be rejected or accepted based
on the LogNormal mean value of the Nexp /Ncalc of the VA database for the DMO approach. It should
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be noted that the effect of slamming should be divided out of the 0.75, in accordance with the results of
the slamming factor from literature, to provide a fair comparison.

H2. The model as postulated by Leonetti et al. and the LDAM improve1 when incorporating more local
information in the fatigue damage criterion.

This hypothesis originates from the use of the 95% probability of survival bound as is typical for the
S-N curves. For a smaller standard deviation this bound is closer to the mean and the conservatism
reduces accordingly. This hypothesis is linked to the research results by Qin et al. [111], who proves the
reduction of scatter for fatigue damage criteria with more local information.

H3. The model by Leonetti et al. in combination with the ENSC provides a better2 prediction of the fatigue
life than the model by Miner, Palmgren in combination with the ENSC.

This hypothesis originates from the fact that the model by Leonetti et al. models the fatigue dam-
age accumulation as non-linear: this complies with the observed development of fatigue damage and
the analogy with fracture mechanics. The use of a linear fatigue damage accumulation model over-
estimates the influence of cycles at the beginning of the fatigue lifetime (crack initiation), which is
stochastic and scattered. Also, the LDAM, in contrary to the NLDAM does not account for the effect
of low stress range amplitudes below the fatigue limit. This makes the estimation of the fatigue life
in the crack propagation phase conservative, here the specimen is more sensitive to fatigue damage
accumulation due to the locally reduced material strength.

H4. The model by Leonetti et al. in combination with the ENSC provides a better2 prediction of the fatigue
life than the model by Miner, Palmgren in combination with the HSSSC.

This hypothesis is confirmed if the other hypothesis are confirmed and superposition is valid. The
different elements in the fatigue assessment do interact, which might challenge the validity of superpo-
sition. However,the NLDAM uses the mean stress according to the ENSC to determine the S-N curve.
This curve is subject to scatter from both the CA fatigue limit and the value of the critical damage: both
do not interfere with the calculation of the fatigue damage criterion.

Table 5.2 presents a visualisation of the four hypotheses in relation to one another.

Table 5.2: Visualisation of the four hypotheses and their relation. The letters in [brackets] are used to refer to each combination, whereas
the H# indicates the hypotheses.

Palmgren-Miner [95, 104]
with Haibach [48]
extension

Leonetti [75]

HSSSC
[A]
H1: [A] is conservative

[B]

ENSC
[C]
H2: [C] better than [A]

[D]
H2: [D] better than [B]
H3: [D] better than [C]
H4: [D] better than [A]

The conclusion of the research will present a rejection or acceptation of each hypothesis.

5.3. Methods to assess damage accumulation models
Acknowledging the two-dimensional variation in this research, see table 5.1, the typical scientific methods to
assess the improvements in both axes are discussed separately. As was done in the paper by Qin et al. [111] the
improvements of using a more complex fatigue damage criterion was studied using a database of CA fatigue
data, and by assessing the geometry of the underlying samples with each of the four concepts. The standard
deviation and strength scatter range index provide a mean to objectively assess the improvement in accuracy.

1i.e. incorporate less conservatism, provide more accurate fatigue life predictions
2 i.e. incorporates less conservatism and provides a more accurate fatigue life predictions
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Novel damage accumulation models, like the ones postulated in [75, 89], are assessed for a compiled VA fa-
tigue database and compared to the fatigue life prediction from the LDAM.

For this research a hybrid solution is proposed: firstly to select and assess a novel damage accumulation
model with the HSSSC using the compiled VA fatigue database and secondly, to vary the S-N curve for these
damage accumulation models by implementing a more complex fatigue damage criterion (i.e. the ENSC).
The ENSC is selected in line with the research results from [111].

The model by Leonetti et al. [75] is selected and is deemed to benefit from more accuracy in the fatigue dam-
age criterion. This is because the method uses curve fitting/statistical inference to formulate the criterion:
less scatter means better (i.e. more accurate) fitting/inference. The ENSC is the first method on the scale
of increasing efforts and cost that compiles one S-N curve for all structural details. This makes the method
more prone to implementation and improves the inference as the total fatigue database can be used for the
inference.

The AIC will be used to assess the difference in quality of the fit of the different combined fatigue assessment
methods. This is as was done in [75].

5.4. Research roadmap
To summarise the research, figure 5.1 presents a visual overview of the research steps and their relation to the
main question.
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Research question: How can State-of-the-Art fatigue damage criteria and fatigue
damage accumulation models be applied, combined, and updated, to provide a bal-
ance between accuracy and complexity whilst reducing the uncertainty and conser-
vatism of the fatigue assessment methods as currently presented in design codes?

Damage accu-
mulation insights

Fatigue Damage
Criteria insights

Combined insights

Q1: What is the
validity of the S-N

curves generated with
the samples that are
used in Commercial
Fatigue codes for the
naval-specific detail?

Analysis of
CA literature

and DMO data

Q2: Which fatigue
damage criterion from

literature provides
the most suitable
balance between

accuracy and cost?

Literature

Q3: What is the va-
lidity of the LDAM for

random VA loads when
using the HSSSC?

Plotting VA fa-
tigue data from
literature: Nexp

versus NLDR

Q5: What are fea-
sible alternatives

for the LDAM?

Literature

Q6: If possible, how
can the selected
alternatives from
Q5 be improved?

Literature

Q4: What is the
validity of the LDAM
for random VA loads
when incorporating

more local information
into the fatigue

assessment (ENSC)?
(Re)assessment
of DMO and lit-
erature VA data

Q7: What combination
of of State-of-the-Art

Fatigue damage criteria
and damage accumu-
lation theorems has

the largest potential?

Literature

Q8: What is the
improvement of

the novel selected
combination from

Q7 compared to the
use of the HSSSC
with the LDAM?

Simulation
and analysis

of VA database

Result: Recommended best practise to imple-
ment State-of-the-Art insights, that reduce the
conservatism with respect to the current prac-
tise, in the fatigue assessment of Naval Ships.

Q9: What is the effect of the spectrum type on
the validity of the fatigue life prediction, us-
ing the novel selected combination from Q7?

Q10: What is the effect of the mean stress on
the validity of the fatigue life prediction, us-
ing the novel selected combination from Q7?

Validation and suggested method of implementation

Figure 5.1: Research roadmap. The blue boxes indicate the means that are used to formulate the answer to the respective questions.
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6
Constant Amplitude analysis

In chapter 3 the literature in relation to the fatigue damage criteria was presented. In this current chapter the
considered fatigue damage criteria are used to assess the Constant Amplitude (CA) fatigue life of the specimens.

This chapter presents the analyses and considerations with respect to the constant amplitude fatigue resis-
tance that form the input for the variable amplitude damage accumulation models. The two fatigue damage
criteria that are used are, in line with the scope, the Hot Spot Structural Stress Concept (Section 6.1) and the
Effective Notch Stress Concept (Section 6.2). These fatigue damage criteria are used to establish the fatigue
strength of the DMO cruciform joint samples (Section 6.3). After that, the Generalised Random Fatigue Limit
(GRFL) is introduced (Section 6.4) to model the MCF and HCF resistance. Section 6.5 contains the SCF anal-
ysis of the CA specimens that are also presented in the articles the contain the VA data.

6.1. Hot Spot Structural Stress Concept
In line with the typical yard practise, the analysis of the hot spot structural stress is performed according to
DNVGL-CG-0129 "Fatigue assessment of ship structures" [27]. The hot spot structural stress is based on the
assumption of a linear stress variation over the thickness of the plate, which typically shows an enhancement
of the nominal stress due to the presence of the notch. The structural stress is the equilibrium equivalent
stress distribution at the notch location.

DNVGL-CL-0129 allows both a shell and a solid model for the analysis. The only argumentation to use solid
elements is "for complex cases", without specification of what these are. As a result typically a shell model
(without modelled welds) is used to assess the hot spot structural stress. This is computationally less expen-
sive than a solid model, and thus provides for a fast analysis. The use of a shell model without a model of
the weld suffices for the HSSSC if "the structural discontinuity is small, and if no bending is introduced in the
vicinity of the weld" [21]: due to the non-symmetry of the half-v weld at one side of the cruciform, and the
weld-load-carrying nature of the attachment, this is not the case for the DMO samples.

DNV-GL offers two methods of analysis: method A poses a linear extrapolation to the location of the hot spot
of the effective stress at tp /2 and 3tp /2 from the hot spot - method B poses to multiply the effective stress at
tp /2 from the hot spot with a factor of 1.12. One has to realise that both methods are simplifications of reality,
and will likely have some deviation. To determine which one is the best fit, both methods can be compared to
the through-thickness linearisation as proposed by Dong [28]. By its nature this will provide the exact answer,
independent of the mesh size. The method by Dong is based on (normal) force and moment equilibrium over
the cross section, and is given by (6.1) for a solid model.

ss = sm + sb

=
∑

fi

tp
+6

∑
i
(

fi ri
)− ∑

fi
tp

(tp /2)

t 2
p

 (6.1)
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Method B from DNVGL-CG-0129 only uses one source of information (stress at tp /2 from the notch) in con-
trary to method A, where also the stress at 3tp /2 is input, enabling the (linear) estimation of a slope. Including
the most information within the DNV-GL rules, method A is used for the comparison of the DMO CA samples
to the DNV-GL S-N curve.

DNV-GL presents the following formulae to compute the effective stress at each considered node [27], based
on the principal stresses:

∆σ1 =
∆σ⊥+∆σ∥

2
+ 1

2

√(
∆σ⊥−∆σ∥

)2 +4∆τ2
∥ (6.2)

∆σ2 =
∆σ⊥+∆σ∥

2
− 1

2

√(
∆σ⊥−∆σ∥

)2 +4∆τ2
∥ (6.3)

σE f f =

c ·max


√
∆σ2

⊥+0.81∆τ2
∥

Kp ·∆σ1

Kp · |∆σ2|


 (6.4)

In the above formulations c = {1,1.12} for method {A, B}, and Kp = 0.9 to account for a manual welding pro-
cess. The values of ∆σ⊥, ∆σ∥ and ∆τ∥ are extracted from the FE model. The orientations are with respect to
the expected fatigue crack. This calculation of the effective stress accounts for the principal stresses, which
are both calculated according to the formulations as expressed by Mohr’s circle. The principal stress direc-
tions are, by definition, those in which no shear stress is present.

The first formulation (
√
∆σ2

⊥+0.81∆τ2
∥) originates from the paper by Lotsberg [79]. The β (0.81) formulation

per type of sample is constructed by fitting CA fatigue test data under different stress angles to the DNV-GL
C203 S-N curves [26]. For the combination of a D curve (FAT 90, for NLC HSSSC assessments) in the stress
direction normal to the weld toe, and a C2 curve ("S-N category C2 may be used for continuous shear stress
in a full penetration weld according to DNV-RP-C203" [79]) for the stress direction parallel to the weld, this
yields a value of 0.81 [26, 79, 80]. It is thus a capture of the angle between the two stresses. This formulation
resembles a weighted Pythagorean calculation of the stress under an angle.

As for the relevant FAT class to compare the test results to: "For welded details, the D-curve is the reference
curve for the hot spot stress method" [27]. The D-curve equals the FAT90 (i.e. Ss = 90 MPa at N = 2 ·106).

6.2. Effective Notch Stress Concept
To calculate the effective notch stress, the stress-averaging approach is used (see [23, 111, 112] for the deriva-
tions). The stress-averaging approach comprises an analytical through-thickness weld notch stress distribu-
tion (σn) which is averaged, see (6.5), over the material-characteristic micro-structural support length ρ∗.

The structural stress (from the HSSSC) is the input for a local analysis of the welded detail by means of the
ENSC: ideally even without a FE model. The FE model will ideally only be used for verification of the analyti-
cal solution.

For reference, the DMO sample resistance is compared to a CA database with 1804 datapoints of a variety of
weld types, plate thicknesses, loading and response ratios (rl r ), yield strengths and loading types as presented
by Qin et al. [112].

The effective notch stress is a function of:

σe = 1

ρ∗

∫ ρ∗

0
σn(r )dr

2σe = Se = f (ρ∗, tp , ss ,rs ,Cbw ,β,α)

(6.5)
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With:

ρ∗ Micro-structural support length: the
stress is averaged over this depth

tp Plate thickness in the direction of the de-
veloping crack

ss Structural far-field stress
rs Structural bending stress ratio rs = sb/ss

Cbw Weld load carrying stress coefficient
β Stress angle
α Half of the notch angle

Here Cbw is considered as a curve-fitted function
of the weld leg height (hw ), weld leg length (lw ),
{connecting, cross, cover} plate thickness (tc )
and the base plate thickness (tb), first presented
in [111, 112].

Figure 6.1 presents the parameters in a sketch
of a T-joint and a cruciform joint. This figure is
from [111].

Figure 6.1: Sketch of the relevant parameters in the semi-analytical
ENSC assessment of welded joints in a T- and cruciform joint respec-
tively [112].

For a one-on-one comparison of fatigue test results at different loading and response ratios, the mean stress
should be corrected for. This is typically done with the Walker mean stress correction [134]. The structural far
field stress and bending stress ratio are obtained from the the hot spot structural stress distribution. However,
in this semi-analytical approach the ss and rs are not taken from the DNVGL-CL-0129 approximations, but
from the through-thickness linearisation by Dong [28]. This is because the method by Dong provides the
exact solution independent of the mesh size. A second argument for the method by Dong is that the semi-
analytical formulation will be compared to the converged FE results in a plot: therefore the data required for
the method by Dong is extracted either way.

6.3. CA analysis of the DMO specimens
DMO has conducted CA fatigue tests of a cruciform joint with on one side a full-penetration half-V weld,
and on the other side a FP double-K weld, see figure 6.3. The test setup enables a three-point bending load.
The goal of the comparison is to assess the difference in results between the DMO samples and the samples
as used to construct the S-N curves in the DNV-GL-0129. The hypothesis is that, by having a more specific
scope and by using rutile welding material - which ideally poses a smoother welding surface -, the DMO sam-
ples have a better fatigue resistance (i.e. longer fatigue life) than suggested by the class [27] S-N curves. This
section provides a test of this hypothesis. To this extent the parameters of the Basquin relation with the max-
imum likelihood based regression analysis are attained with the Matlab fmincon optimization procedure.

The DMO CA test data is used to showcase in detail the methods to determine the nominal, hot spot structural
and effective notch stress.

6.3.1. Experiment setup
For the tests a separate specimen grip (accessory) was designed, as is shown in figure 6.2a. This accessory
ensures a fixed distance between the two supporting points, at equal distance from the attachment. The ac-
cessory is greased at the contact locations between the grip and the specimen to minimise the friction forces
acting on the specimen. The accessory and sample are clamped into the machine. This setup enables the
maximum moment of the sample to be at the same location for each test, as the active pulling action is on
the plate that is attached by means of the half-V weld. This also ensures that each of the samples is placed in
the same orientation. A variation in results might however be due to the difference between the drawing and
the actual weld.

The welds meet the minimum requirements by the welding procedure specification, but the as-welded ge-
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(a) Drawing of the accessory as used to insert the specimen in the testing setup.

(b) Photo of the testing setup, including the ac-
cessory.

Figure 6.2: Layout of the test setup and the accessory.

ometry has in all locations a larger weld leg length and weld leg height. The analysis is based on the as-welded
weld dimensions, with the idealised fillet shape. This is to capture the actual shape of the weld implicitly in
the resistance curves, enabling the designer that uses these curves to model the idealised shape for calcula-
tions. The FE model has the dimensions as presented in figure 6.3.

The free body diagram of the sample is presented in figure 6.4. This resembles the FE model that is used in
the analyses of the model with the roll bearing constraint (more on this in section 6.3.2). The sample width
has some scatter with a mean of 72 mm from the manual cutting procedure. For the analysis per datapoint in
the S-N curve the actual sample width is used.

6.3.2. FE 2D solid model
As was mentioned before, a non-modified1 shell model does not suffice due to the local discontinuity and the
introduced bending moment due to non-symmetry from the half-V weld. The cruciform detail is modelled by
means of 2D solid elements. The DNV-GL method as employed is by means of 4 node isoparametric elements
with 2 degrees of freedom at each node (PLANE42 in ANSYS).

With respect to the boundary conditions the load is applied on top of the attachment on the side of the half-V
weld. The reaction forces at the interface between the sample and the accessory can be modelled in several
ways:

Assuming there is no friction, the interface can be represented by a simply supported rolling connec-
tion. That means: only the translation in y direction (perpendicular to the base plate) is prevented.

Assuming the friction is infinite, the interface can be represented by a simply supported hinge connec-
tion. That means: the translations in x and y direction are prevented.

Assuming the friction is finite, the interface can be represented by a simply supported rolling connec-
tion with a force in x direction to represent the friction at the joint. That means: the translation in y
direction is prevented and the translation in x direction is counteracted. Because the sample is greased
the assumption is made that the friction force per side is 5% of the total force applied to the specimen.

1When manually introducing misalignments in the shell model to capture the local discontinuities and introduced bending moments
this statement does not hold. However, this is a labour-intensive and engineering-judgement sensitive procedure.
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Figure 6.3: Idealised actual weld geometries. Left: FP half-V joint (top attachment) - called the "normal configuration", right: FP half-V
joint with counter weld at the root (top attachment) - called the "double configuration"

This is related to the static friction coefficient of lubricated and greased steel-on-steel µstatic = 0.16 [33].
As the normal force is half of the active force the friction force per side is 8% of the applied force. How-
ever, as fatigue is a cyclic process the static friction coefficient might over-estimate the friction. That is,
the static friction is what the object has to overcome to move, whereas the kinetic friction is what the
object has to overcome to keep moving. Engineering judgement leads to an estimated friction force of
5% the applied force per side.

All three of the modelling options are considered and will be subject for comparison and discussion in this
section.

6.3.3. Fatigue damage criteria
The load that is applied to the cruciform joint specimens is O 10kN. The analysis in this section is performed
at a load of 10kN, applied to the top of the attachment. The result at this load-level is used to linearly scale the
results to the other load levels that the specimen has endured. In this section the SCF’s are presented for four
calculations: at the normal and double welded geometry (see figure 6.3) and for both sides of the attachment
of the half-V weld (top side in figure 6.3). The side of the half-V weld is called "Half-V side" and the opposed
side is called "Counter side". This separation in four notches is to use the actual SCF at the location that
failed.

6.3.3.1. Nominal Stress Concept
The nominal stress is the stress in the material, without considering the notching element: hence, the base-
plate subject to three-point bending. As the three-point bending load case has a linear increase and decrease
of the bending moment towards and from the center, the bending moment is a function of the weld leg length
lw and thus different for each of the two positively loaded hotspots.

The nominal stress for the roller-boundary condition yields:
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Figure 6.4: Free body diagram of the cruciform joint sample as tested by order of DMO. For illustration purposes this figure displays the
roller boundary condition at the specimen-accessory interface.

σnom(x) =σb(x)+σn = M(x)y

I
= Pr (x)y

4I
= P ((L− tc )/2− lw )

4I
(6.6)

For the hinge-boundary condition the sample is statically indeterminate. For the friction case, the friction
force perpendicular to the base plate induces a bending moment equal to the friction force times the arm of
half the base plate thickness. This adds, for a friction force per side of 5%, a bending stress of:

σb, f r i c = 0.05P
(tb/2)2

I
(6.7)

The data is compared to the DNV-GL [27] requirements, see figure 6.5. For a weld angle of 45°this yields a
nominal FAT86 class.

Figure 6.5: FAT class from DNV-GL-CG-0129

For a weld angle 6= 45◦, DNV-GL poses the correction to the FAT class of 1/c. The K factor for the HSSSC should
be multiplied by this c coefficient:

c = 1

1.2

(
0.6+0.6tan(θ)1/4)

c(71◦) ≈ 1.05
(6.8)

This yields a NSC FAT class of 82 MPa. DNV-GL uses the 97.7% probability of survival bound at the 75%
confidence level [26]. A fair comparison is thus to be made to a MLE fit of the fatigue data at this same
probability of survival bound and confidence level.

6.3.3.2. Hot Spot Structural Stress Concept
The structural stress at the hot spot is calculated as was explained in section 6.1. As was stated the method A
(linear extrapolation to the hotspot) is used. For reference, also the structural stress at the hot spot according
to method B and Dong are calculated. These are presented in the second to fourth row of tables {6.2, 6.3, 6.4}
for the {roller, hinge, 5% force} boundary conditions. The Dong method in row 4 is based on the full actual
thickness (thus including potential added thickness due to the K-weld on the bottom side of the specimen).

The results of the analysis for method A and B are included in appendix D.1.
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6.3.3.3. Effective Notch Stress Concept
For the calculation of the effective notch stress, the structural far-field stress ss and structural bending stress
ratio rs are obtained from the linearisation of the numerical FE through-thickness weld notch stress distribu-
tion [28]. This method is selected (in contrary to the method A and B by DNV-GL) as it is mesh independent,
and enables to distinguish between the far field stress due to different parts of the material (by selecting a
part of the nodal forces fi at corresponding distance from the neutral axis ri ).

In this sub-structuring approach the structural far-field stress ss is applied to a 2D solid model of the welded
detail, including the actual idealised weld geometries. The method is thus semi-analytical: the input for the
analytical formulation of se is numerical.

ss and rs for the counter-welds The structural stress following the method by Dong in the fourth row of
tables {6.2, 6.3, 6.4} is for the total actual thickness (including material from a counterweld with a longer weld
leg length than the considered weld). For the assessment of the effective notch stress, the fit of the linear ss

to the numerical data is of great importance. Figure 6.6 shows the comparison of the analytical solution, as a
function of the numerical results over the total thickness. It shows the poor fit, which is due to the presence of
the extra material, causing a discontinuity in the stress distribution. This discontinuity influences the linear
structural stress distribution as the force and moment equilibrium are used.

In figure 6.6 the analytical formulation is based on the FE through-thickness weld notch stress distribution in
all elements that are below the respective notch. For the counter-welds this includes elements on the other
side of the base plate, from the K-weld on the bottom attachment. When excluding the weld material of the
K-welds the force and moment equilibrium will make the shift of neutral axis manifest as a membrane stress
component.

(a) Double weld configuration: the specimen is welded on both sides of the
attachment (right drawing in figure 6.3.

(b) Normal weld configuration: the specimen is welded on one side of the
attachment (left drawing in figure 6.3.

Figure 6.6: Through-thickness weld notch stress distributions based on the structural stress over the total material thickness at the notch
location. Example for the roller case. The numbers at the vertical axes indicate from -1 to 1 the base plate, and below -1 the amount of
weld-material in line with the cross-section.

However, when excluding the discontinuity due to the bottom welds from the ss formulation, and thus also
from the se formulation, the fit is significantly improved (see figure 6.7). In figure 6.7 the analytical formula-
tion is based on the FE through-thickness weld notch stress distribution only in the base plate.

As a conclusion, the structural stress will be based on the base plate thickness.

Observation Ke factor in relation to ss The Ke factor (σe /σs ) is hardly influenced by the change in structural
stress input for the analytical formulation of σe . This is due to the fact that the σe is a function of the input
of ss and its distribution. As figure 6.6 compared to 6.7 shows, the slope of the stress distribution is hardly
affected. This is quantified in table 6.1 where the difference in rs (bending stress over far-field stress) is O
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(a) Double weld configuration: the specimen is welded on both sides of the
attachment (right drawing in figure 6.3.

(b) Normal weld configuration: the specimen is welded on one side of the
attachment (left drawing in figure 6.3.

Figure 6.7: Through-thickness weld notch stress distributions based on the structural stress over the base plate thickness at the notch
location. Example for the case with the roller boundary condition.

10%. The effective notch stress is integrated over zone 1 and 2 of the weld notch stress distribution: this zone
is governed by the peak stress and the notch stress gradient, and not by the far-field stress.

Table 6.1: rs values for the counter welds, for the structural stress as calculated over only the base plate or the total thickness (including
the counterweld contribution). See figure 6.3 for the drawing of the double and normal weld configurations.

Double weld config. Normal weld config.

ss over: Base plate Full thickness Proc. diff. Base plate Full thickness Proc. diff.
Figure 6.7a 6.6a 6.7b 6.6b

Roller 0.89 1.00 12% 0.92 1.00 9%
Hinge 1.17 1.22 4% 1.18 1.23 4%
5% friction 0.89 1.00 12% 0.92 1.00 9%

For the hinged case the rs ≤ 1 because the membrane stress acts in the opposite direction, reducing the
structural stress at the respective notch.

6.3.4. Results
The resultingσn , σs andσe are presented in table {6.2, 6.3, 6.4} for the {roller, hinge, 5% force} boundary con-
dition. The calculated Ke factors are presented by means of a corresponding plot comparing the FE through-
thickness weld notch stress distribution with the analytical in Appendix {E.1.1, E.1.2 and E.1.3}.

The governing notch is the half-V weld of the normal configuration (column 3). All fatigue damage criteria
for this notch exceed the values at the other locations and configurations. This is in line with expectations as
this location has the sharpest notch.
The 5% case is used for further analysis. This assumption is subject for discussion in section 6.3.5.

Observations SCFs The observations made with respect to the SCFs, and the explanation for the observed
phenomena, are listed in this section.

1. The HSSSC method by Dong presents smaller stresses than both method A and B by DNV-GL.

This is because all three concepts work with a different definition of the structural stress, and
all three concepts present an estimation of this stress. By implementing the through-thickness
weld notch stress distribution, the method by Dong [28] is less sensitive to the peak stress than
the methods by DNV-GL which only use the surface stresses (zone 1).

2. The presence of the counter-weld (K-weld on the bottom side) poses a different through-thickness weld
notch stress distribution.
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Table 6.2: Stress in N /mm2 at 10 kN load applied to the specimen, per fatigue damage criterion, using a roller connection. "Double"
refers to the sample with a counter weld at the root, see figure 6.3.

Counter-weld Half-V weld Counter-weld (double) Half-V weld (double)

NSC (σn ) 220 210 214 199

HSSSC (σs ) DNV-GL
Solids method A

228 240 221 233

HSSSC (σs ) DNV-GL
Solids method B

247 256 237 247

HSSSC (σs ) by Dong [28] 212 215 204 210

Ks =σs,DNV (A)/σn 1.03 1.14 1.03 1.17

Over the base plate thickness (excluding counter-weld contribution):
HSSSC (σs ) by Dong [28] 160 215 167 210

Ks =σs,Dong /σn 0.73 1.03 0.78 1.05
Ke =σe /σs 1.43 1.50 1.45 1.45

ENSC (σe =σs Ke ) 228 323 242 305

Table 6.3: Stress in N/mm (per unit sample width) at 10kN load applied to the specimen, per fatigue damage criterion, using a hinged
connection. "Double" refers to the sample with a counter weld at the root, see figure 6.3.

Counter-weld Half-V weld Counter-weld (double) Half-V weld (double)

NSC (σn ) statically indeterminate

HSSSC (σs ) DNV-GL
Solids method A

116 120 115 114

HSSSC (σs ) DNV-GL
Solids method B

120 121 117 115

HSSSC (σs ) by Dong [28] 116 112 109 108

Ks =σs,DNV (A)/σn statically indeterminate NSC

Over the base plate thickness (excluding counter-weld contribution):
HSSSC (σs ) by Dong [28] 75 112 83 108

Ks =σs,Dong /σn statically indeterminate NSC
Ke =σe /σs 1.42 1.52 1.46 1.47

ENSC (σe =σs Ke ) 107 171 121 158

This is because, for the through-thickness weld notch stress distribution, the force and moment
equilibrium over the total thickness are used to determine the structural stress. The presence of
a counter-weld on the bottom side adds load-carrying material (decreases membrane stress)
and moves the actual neutral axis down (increasing the bending stress at the notch).

3. The Ke factor (se /ss ) is hardly influenced by the nature of the boundary condition at the interface be-
tween the accessory and the specimen.

This is because the se is calculated in the zone 1 and 2, both of which are hardly influenced by
the far field stress and are governed by the peak.
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Table 6.4: Stress in N/mm (per unit sample width) at 10kN load applied to the specimen, per fatigue damage criterion., using a 5% force
connection. "Double" refers to the sample with a counter weld at the root, see figure 6.3.

Counter-weld Half-V weld Counter-weld (double) Half-V weld (double)

NSC (σn ) 222 211 216 201

HSSSC (σs ) DNV-GL
Solids method A

229 242 223 234

HSSSC (σs ) DNV-GL
Solids method B

248 258 239 249

HSSSC (σs ) by Dong [28] 214 217 201 211

Ks =σs,DNV (A)/σn 1.03 1.15 1.03 1.16

Over the base plate thickness (excluding counter-weld contribution):
HSSSC (σs ) by Dong [28] 161 217 168 211

Ks =σs,Dong /σn 0.73 1.03 0.78 1.05
Ke =σe /σs 1.42 1.50 1.45 1.45

ENSC (σe =σs Ke ) 229 325 244 307

The results from figure 6.8 implicate that the experimental data has a longer fatigue life than is predicted by
the S-N curve by DNV-GL. It should however be noted that this can not be attributed to weld quality, but
rather to the limitations of the assessment. Figure 6.9a presents the comparison when the datapoints are
corrected for the rl r level of the DNV-GL D curve, which is 0.5. DNV-GL presents one S-N curve for all HSSSC
assessments, whereas IIW presents two curves: a LC and NLC curve at respectively FAT90 and 100. The spec-
imen is classified as a NLC detail, yielding the comparison in figure 6.9b. It can be concluded that the DMO
specimens do not possess of a better quality than the ones used for the class S-N curves.

In this section the word "preloaded" is used to indicate specimens that are subject to an initial overload.
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(a) NSC analysis of the regular (non-preloaded) samples (b) NSC analysis of all samples

(c) HSSSC analysis of the regular (non-preloaded) samples (d) HSSSC analysis of all samples

Figure 6.8: MLE regression results per fatigue damage criteria on only the regular (non-preloaded) samples and the complete DMO CA
dataset, respectively.

(a) HSSSC analysis of the regular (non-preloaded) samples, compared to the
DNV-GL D curve, including the Walker mean stress correction to the rl r = 0.5
level of the curve.

(b) HSSSC analysis of the regular (non-preloaded) samples, compared to the
NLC FAT100 curve, including the Walker mean stress correction to the rl r = 0.5
level of the curve.

Figure 6.9: MLE regression results per fatigue damage criteria on only the regular (non-preloaded) samples. The experimental data is
compared to both the DNV-GL D curve [27] and the FAT100 [54].
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Observations MLE S-N curves The observations made with respect to the MLE S-N curves, and the expla-
nation for the observed phenomena, are listed in this section.

1. There is an increase in scatter when using more local information.

This is because by increasing the amount of local information, the samples are separated by
actual failure location and its properties. It should be noted that this is not in disagreement
with the demonstration in [111] that more local information reduces scatter: that statement
still holds when comparing multiple datasets. As this assessment only considers one dataset,
the increased in scatter is not due to the fatigue damage criterion, but due to the increased
level of detail.

2. The change in slope seems to correspond to the separation in datasets that did and did not receive an
initial overload.

This is deemed to be the result of the overload: an overload relieves a part of the production-
induced residual stresses as are included in the material. As the net stress level is reduced the
fatigue life is increased: presenting as a shift to the right in the diagram.

Figure 6.10 presents the datapoints from [112] of 1804 tested specimens of a variety of weld types, plate thick-
nesses, loading and response ratios (rl r ), yield strengths and loading types. The red and blue points indicate
the tested DMO specimens.

Figure 6.10: Data is the courtesy of Yanxin Qin, it was presented in his paper [112].

Conclusion Based on the findings in figure 6.8 there is no indication that the DMO CA specimens have a
significant better fatigue resistance than the specimens as used to construct the DNV-GL Ss −N FAT90 curve
(i.e. D curve). The difference can be attributed to the (conservative) choice of DNV-GL to not distinguish
between LC and NLC specimens, in contrary to IIW.

Unfortunately the datasets that can be compared are limited to the not-preloaded sets. For the DMO samples
this is only in the MCF region, and has a limited confidence near the HCF region when extrapolated. On the
other hand, the dataset does support the hypothesis that applying an overload at the beginning of the life-
time has some beneficial effect on the fatigue life. This is in line with the conclusions of the TNO report [78]
in which the specimens from the HMS Tromp were analysed.

There is also no indication that the DMO specimens have a significant better fatigue resistance than the data-
cloud as presented in [112] for the ENSC assessment of 1804 datapoints from literature. See figure 6.10.
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6.3.5. Discussion
As was indicated, the dataset by DMO does not allow for an absolute conclusion as to whether the fatigue
resistance is better or worse than the ones uses to construct the DNV-GL S-N curves. This is mainly due to
the limited domain of the non-preloaded specimens.

A second source of uncertainty lies in the boundary condition at the interface between the accessory and the
specimen. This can be modelled in extremes by a roller joint or a hinged connection. In reality there is a
finite friction force: due to the lubrication the condition is closer to that of a roller, but it is hard to quantify
the actual counteracting force. A solution would be to provide all specimens with a strain gauge to measure
the strains (and translate these to the stress) at the tp /2 and 3tp /2 locations. The analysis showed limited
significance of the nature of the connection, although in reality the boundary condition poses a friction force
opposing the motion of the specimen: for the loading and unloading cycle this is thus not a constant.

Summarising, the validity of the conclusion is limited due to:

1. The dataset that did not receive an initial overload has a limited domain and does not allow for a con-
fident extrapolation to the MCF and HCF regions.

2. The (dynamic) boundary condition at the interface is uncertain. This has however a limited effect on
the results of the analysis, as was proven with the static friction coefficients.

6.4. Generalised Random Fatigue Limit
To estimate the fatigue life of a specimen, the point-cloud of data-points has to be expressed in terms of a
mean or a bound at a certain level of confidence and probability of survival. As the data-points considered in
this thesis cover the MCF and HCF domain, the selected S-N curve formulation has to be valid for both. As
was explained in section 3.5.2, the GRFL is used in this thesis.

This model was first presented by Leonetti et al. under the name "6 Parameter Random Fatigue Limit Model
(6PRFLM)". Due to the generic nature and flexibility of the formulation the more descriptive name Gener-
alised Random Fatigue Limit (GRFL), as proposed by [112], is used in this thesis.

The fatigue resistance curve as proposed by Leonetti et al. reads:

log10(N ) =β0 +β1 log10(∆S)−p log10

(
1− ∆S0

∆S

)
(6.9)

Where ∆S0 = Normal(10µv ,σv ). The re-formulation by Qin et al. reads:

log(N ) = log(C )−m log(S)−ρS∞ log

(
1− S∞(µ,σ)

S

)
(6.10)

In line with the original formulation by Leonetti et al. the natural logarithms are exchanged for the log10. This
has no effect on the outcome as is shown in and proven by appendix C.2.

log10(N ) = log10(C )−m log10(S)−ρS∞ log10

(
1− S∞(µ,σ)

S

)
(6.11)

It should be noted that the formulation is the same as by Leonetti et al., but with different parameter names.
To find the optimum set of the six parameters {logC ,m,σ,ρS∞,µS∞,σS∞, } an optimization by means of the
Matlab function fmincon is used to find the maximum log-likelihood2. The log-likelihood is defined as:

L=
n∑

j=1
δ j · log

(
fw (θ)

)+ (1−δ j ) · log(1−Fw (θ)) (6.12)

Here:

δ j =
{

1, for a failure

0, for a run-out
(6.13)

2For computational reasons the log-likelihood is used instead of the likelihood.
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The problem than concludes to the following optimization problem. Strictly speaking it is not a constrained,
but a bounded optimization problem.

min
θ

f =−L(θ)

subject to: (θLB ≤ θ ≤ θU B )
(6.14)

In [112] the comparison is made between the values of the AIC for a fit when considering the distributions of
the fatigue life given the fatigue limit w |v and the fatigue limit v as either a Normal or Weibull distribution.
For a dataset of 1804 points that are analysed using the ENSC the minimal AIC was found for a Normal dis-
tributed fatigue life, and a Weibull distributed fatigue limit.

In line with the research outcome from [112], in this thesis the fatigue life is of the (log) Normal distribution
type.

fw |v = 1p
2πσ

·exp

(
− (w −µ)2

2σ2

)
Fw |v = 1

2

(
1+erf

(
w −µ
σ
p

2

)) (6.15)

In the paper by Leonetti et al. the fatigue limit is of the
(log) Normal distribution type:

fv = 1p
2πσ

·exp

(
− (v −µ)2

2σ2

)
Fv = 1−exp

(
−exp

( v −µ
σ

)) (6.16)

Here µ is the mean of the fatigue limit distribution:
given as the fourth entry in θ. σ is the fifth entry in θ

and represents the respective standard deviation.

In the paper by Qin et al. the fatigue limit is of the
(log) Weibull extreme value distribution type:

fv = 1

σ
·exp

(( v −µ
σ

)
−exp

( v −µ
σ

))
Fv = 1

2

(
1+erf

(
v −µ
σ
p

2

)) (6.17)

The mean µ is the unbiased (µ = µi +γ
p

6
π σi ) mean

of the Weibull extreme value distribution and σ is the
unbiased (σ=

p
6
π σi ) standard deviation.

The fatigue life is of the Extreme Value Distribution (type 1) type.

fw =
∫ S

−∞
fw |v (w |v,θ) · fv (v,θ)d v

Fw =
∫ S

−∞
Fw |v (w |v,θ) · fv (v,θ)d v

(6.18)

For verification the optimization is used on the dataset from [112]. Table 6.5 shows for an analysis based on
the amplitudes of the effective notch stress, the optimal values found by [112] and by the author of this thesis.

Table 6.5: Based on amplitudes - not ranges, for comparison with the results from [112]

Param. Leonetti Param. Qin Qin [112] (2021) MDe (2021)(1)

β0 logC 12.02 12.08
β1 −m -3.04 -3.03
σ σ 0.20 0.19
µv S∞(µ) log10(39) = 1.59 1.59
σv S∞(σ) log10(2.15) = 0.33 0.35
p ρS∞ 0.57 0.65

L L 190.8 190.8
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(1) The small difference between the results in [112] and in this thesis has a numerical origin: the input
for [112] is rounded. Also, the optimization algorithm and its termination criteria from [112] are not
known.

In line with formulations by class however, it is more common to use a fatigue damage criterion based on the
range: this reflects the cyclic nature of the fatigue phenomenon. The optimal values for the analysis based on
the stress ranges are presented in table 6.6.

Table 6.6: Optimum six parameters of the GRFL based on stress ranges

Param. Leonetti Param. Qin MDe

β0 logC 12.99
β1 −m -3.03
σ σ 0.19
µv S∞(µ) 1.89
σv S∞(σ) 0.35
p ρS∞ 0.65

L L 190.8

Figure 6.11: ENSC CA fatigue data from [112] -expressing the stress range-, with the GRFL (6PRFLM) from [75] fitted and plotted as a
dashed line.

Stress amplitude to stress range The change of stress amplitudes to stress range only affects the logC and
µv . This observation is in line with expectations as the change of amplitudes to shift only poses a vertical
shift of the curve. Both shifts (S∞,r ang e (µ) = 0.30+S∞,amp (µ) and log10(Cr ang e ) = 0.91+ log10(Camp )) can be
derived as well from the logarithmic relations:

S∞,r ang e (µ) = 2S∞,amp (µ)

log10

(
S∞,r ang e (µ)

)= log10

(
2S∞,amp (µ)

)
= log10(2)+ log10

(
S∞,amp (µ)

)
≈ 0.30+ log10

(
S∞,amp (µ)

) (6.19)

Assuming a Basquin relation:
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log10(Cr ang e ) = log10(N )+m log10(2S∞,amp (µ))

= log10(N )+m
(
log10(2)+ log10 S∞,amp (µ)

)
= m log10(2)+ log10(N )+m log10 S∞,amp (µ)

≈ 3.03 ·0.30+ log10(Camp )

≈ 0.91+ log10(Camp )

(6.20)

Lastly the likelihood is identical for both analyses: the relation between the datapoints and the curve has not
changed.

6.5. CA analysis of the VA database specimens
With the exception of the database by Zhang and Maddox [148], all references for the VA database also contain
CA fatigue test results. These test results are used to assess whether the potential conservatism is due to the
accumulation model, a VA effect, or due to the nature of either the specimens or the SCF assessment. The
database of CA fatigue tests from the VA references, that is assessed in this section, is summarised in table 6.7.

Table 6.7: Database summary of CA fatigue tests of steel welded joints, equal to the specimens that form the VA database

Source Geometry HS Type Number

Klippstein and Schilling [63] PP DS Cruciform joint Type C 12
Agerskov et al. [3] PP DS Longi. plate attachment Type A 14
Agerskov et al. [3] FP DS Cruciform joint Type C 13
Ota et al. [103] FP DS Butt joint Type C 7 (down) + 14 (up)
Zhang and Maddox [147] PP DS Longi. plate attachment Type A 6
Zhang and Maddox [147] PP DS Longi. edge attachment Type B 5

6.5.1. SCF results
The SCF’s for all specimens in the VA database are calculated to assess the hot spot structural and effective
notch stress per nominal stress contribution. To this extent the DNV-GL HSSSC calculations are presented in
appendix D.2 and the through-thickness weld notch stress distributions and the analytical plot of the notch
stress are presented per specimen-type in appendix E.2. Appendix F contains the FE models as used to extract
the through-thickness weld notch stress distribution. Table 6.8 contains the SCF’s per dataset and per fatigue
damage criterion.

Table 6.8: Stresses corresponding to 100kN load in total (50kN on both sides), rounded to MPa.

Nominal Structural Effective notch

Type NSC
HSSSC (σs )
(5) DNV-GL
method A

Ks
HSSSC (σs )
by Dong [28]

Ks Ke ENSC

Cruciform [63] N 83 97 (1) 1.16 83 (2) 1. 1.39 115
Cruciform [3] N 35 38 / 37 (4) 1.08 / 1.06 35 (2) 1. 1.35 47
Long. attach (A) [3] N 52 65 1.24 76 1.46 1.60 109
Butt joints [103] N 50 56.5 1.13 (1) 50 (2) 1. 1.40 70
Long. attach (A) [147] N 27 34 1.26 38 1.43 1.50 58
Long. attach (B) [147] N 40 43 1.09 53 1.32 1.39 74
Butt joints [148] N 31 35 1.13 (1) 31 1.00 1.22 38
Long. attach (A) [118] N 33 43 1.30 47 1.42 1.62 77
Cruciform (DMO) 3B (3) 211 242 1.15 217 1.03 1.50 325

With:
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N indicating a normal load, in contrary to 3B: 3-point bending
(1) According to DNV [27] method B with a correction factor, equal to the DNV prescribed Ks factor for the

weld type, should be applied for simple cruciforms and butt joints.
(2) No structural stress increase w.r.t. nominal stress under the assumption of a linear through-thickness

weld notch stress distribution of the (hot spot) structural stress and a symmetrical detail.
(3) The 3-point bending loadcases are given for a 10kN load.
(4) Here respectively the half-v and counter side SCF’s are presented.
(5) See appendix D.2 for the FE models.

6.5.2. Comparison of the CA scatterband
To assess the potential conservatism as incorporated in the specimens, the CA scatterbands are compared to
the scatter of the respective S-N curves. At first the HSSSC is used. See figure 6.12. Especially the HS type
B specimens from Zhang and Maddox exceed the expected scatterband. This set was tested at a relatively
high rl r level, which is currently not corrected for. To address this, the Walker mean stress correction [134] is
applied.

Figure 6.12: HSSSC CA assessment of the VA database specimens: comparing the CA scatterband from the DNV-GL D curve to the CA
fatigue tests.

The use of the Walker mean stress correction indeed affects the amount of (non-) conservatism for the HS
type B specimens from Zhang and Maddox, see figure 6.13. The scatter of all specimens combined has also
reduced. The last step is to use the ENSC to assess all CA fatigue test results, and to compare them to the
scatterband as published by Qin et al..

As figure 6.14 portrays, the specimens show a good overlap with the scatterband of the 1804 specimens as
analysed in [112]. Some exceptions are observed:

• The HS type A specimens from Zhang and Maddox are positioned on the upper side of the scatterband.
These specimens are reported to have lower residual stresses than the HS type B specimens as assessed
in the same paper. The residual stresses are reported to be about 67% of the yield stress, compared to
stresses approaching the yield for the HS type B specimens. Lower residual stresses pose a reduced rl r

level, which is beneficial for the fatigue life. This benefit is not quantified, but considered as part of the
phenomenological scatter in fatigue.

• The HS type C specimens from Agerskov et al. are positioned on the lower side of the scatterband.
These specimens are, due to the non-symmetrical nature of the half-V weld prone to welding-induced
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Figure 6.13: HSSSC CA assessment of the VA database specimens: comparing the CA scatterband from the DNV-GL D curve to the CA
fatigue tests, including the mean stress correction.

angular deformations. The authors have measured the actual stresses, which are the ones that are
reported. However, the angular deformations are not reported, which is why the SCF calculations do
not account for these deformations. The deformations are likely to affect the specimens in a negative
manner: increasing the stress concentration factors, and positioning the data in the scatterband.

The other datasets show a good overlap with the scatterband from [112].
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Figure 6.14: ENSC CA assessment of the VA database references: comparing the CA scatterband from [112] to the CA fatigue tests from
the references that provide the VA datasets.

6.6. Concluding remarks
In this chapter, next to the S-N curve D from DNV-GL, the GRFL curve is defined, as plotted in figure 6.11, to
express the relation between the fatigue life N and the stress range {Ss ,Se } for the {HSSSC, ENSC}.

The analysis of the half-V cruciform specimens (as tested by order of DMO) allowed to conclude that the
dataset, although limited, does not indicate a significant deviation from both the DNV-GL S-N curves and the
data-points from literature [112]. This conclusion also holds for the CA fatigue test data of the VA database
references. The exceptions are 1) the HS type A specimens from [147], 2) the down-cycling HS type C speci-
mens from [103] and 3) the HS type C specimens from [3]. Exception 1) is due to lower residual stresses than
anticipated in the calculation, 2) is presumably due to lower residual stresses, but this can not be verified
in the paper and 3) is due to angular deformations which are not explicitly, but only implicitly, listed in the
paper. It is expected that 1) and 2) are of limited influence on the fatigue life prediction under VA loading
histories: the presence of occasional high peak loads will reduce the residual stresses and is accounted for
per cycle with the Walker mean stress correction. The angular deformations from 3) are not quantified in
[3], it is however expected that for the ENSC the fatigue life predictions are on the unconservative side: due
to the deformations the actual effective notch stress range is higher than what is accounted for in this chapter.

Relating back to figure 2.1, the translation of the local structural response to the S-N curves at hand is not
identified as a main source of uncertainty. The focus in this thesis is on uncertainty originating from the
fatigue damage criterion and damage accumulation models.
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7
Variable Amplitude analysis

In chapter 4 the literature in relation to the damage accumulation models was presented. In this current chap-
ter the considered damage accumulation models are used to assess the Variable Amplitude (VA) fatigue life of
the specimens.

This chapter contains the VA analysis. At first the two damage accumulation models are discussed in detail:
the LDAM in section 7.1 and the NLDAM in section 7.2. Section 7.3 presents the analysis of the fatigue re-
sistance and loading conditions for all specimens in the VA database. The resulting fatigue life predictions
are presented in section 7.4. Last but not least, section 7.5 provides a reflection on the physical nature of the
State-of-the-Art NLDAM.

Two types of resistance curves are used in this chapter, number 1 is the base case and number 2 is based on
the research efforts in [74, 112]:

1 - [HSSSC] DNV-GL D curve For welded joints, analysed with the HSSSC, DNV-GL prescribes the D curve
as fatigue resistance curve. This D curve is expressed as a piecewise continuous bi-linear Basquin relation:

log(N ) = log(C )−m log(S)

=
12.164−3log(S), N ≤ 107

15.606−5log(S), N > 107

(7.1)

Here S is the HSSSC stress range Ss = ∆σs . The D curve is presented at the P97.7C75 level. The mean curve
is the D curve plus 2 times the standard deviation 0.2. The fatigue life time is assumed to be normally dis-
tributed.

2 - [ENSC] Six-parameter GRFL model by Leonetti et al. This model is discussed in section 6.4. It provides
the distribution of the fatigue life log N , accounting for the random nature of the fatigue limit S∞:

log(N ) = log(C )−m log(S)−ρS∞ log

(
1− S∞(µ,σ)

S

)
(7.2)

Here S is the ENSC stress range Se = ∆σe . The P97.7C75 level is calculated from the first quartile of the 97.7
percent probability of survival samples of the Monte Carlo analysis. This is the method as proposed in [75].

7.1. LDAM by Palmgren and Miner
The Linear Damage Accumulation Model (LDAM) typically provides the damage as a function of the number
of cycles. It is rewritten to extract the predicted fatigue life N (total number of cycles as experienced by the
structure), given a certain resistance curve and critical damage. The n̂i denotes the normalised spectrum.
Hence, n̂i = ni /

∑k
i=1 ni . That yields:
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Dcrit = 1 =
k∑

i=1

ni

Ni
= N

k∑
i=1

n̂i

Ni

N = Dcrit∑k
i=1

n̂i
Ni

= Dcrit

E
[
Ḋ

] (7.3)

The damage rate (Ḋ) is the damage per cycle, at a certain stress level Si .

In this model, the stress ranges below the fatigue limit (assuming that above N = 108 DNV defines the fa-
tigue limit, this is at ∆σh = 33.2 MPa) do not contribute to the fatigue damage. In the Matlab code this is
represented by a maximum fatigue life Ni at these stress levels of ∞.

7.2. NLDAM by Hirt and Kunz, modified by Leonetti et al.
The Non-linear Damage Accumulation Model (NLDAM) by Leonetti et al. is formulated as:

N = Dcrit∑htot
h=1

[∑k
i=1

n̂i
Ni ,h

] = Dcrit

E
[
Ḋ

] (7.4)

This resembles the formulation by Palmgren and Miner (see (7.3)), with the exception that the expected fa-
tigue life Ni ,h per stress level Si is now calculated per damage increment h. The contributions per damage
increment are accumulated to obtain the total lifetime. The hat indicates the use of a normalised spectrum
(n̂i ). The novelty of the model by Hirt and Kunz, as is adopted by Leonetti et al., lies in the double summation
over both the spectrum i and the damage history h, this was explained in section 4.3, along with a detailed
explanation of the NLDAM in relation to the LDAM. The derivation of the model is presented in appendix B.4.

Adopting the GRFL as the formulation of the resistance curve yields:

E [Ḋ] =
htot∑
h=1

 k∑
i=1

ni

10
β0+β1 log10(∆σi )−p log10

(
1− ∆σth,h

∆σi

) ni∑
i ni


=

htot∑
h=1

 k∑
i=1

ni

10
β0+β1 log10(∆σi )−p log10

(
1− ∆σth,h

∆σi

) n̂i

 (7.5)

In this model the threshold stress per damage increment ∆σth,h is given by:

∆σth,h =∆σ0

(
1− Dh

Dcrit

)ζ
(7.6)

Following the random fatigue limit S∞(µ,σ), the critical damage Dcrit is modelled as a Log-Normal distri-
bution with mean µD and standard deviation σD

1. To find the most likely parameters for θV A = (µD ,σD ,ζ),
the log-likelihood is maximised (MLE) in a Matlab routine. Figure 7.1 presents a schematic overview of this
optimisation routine and its entries. ζ determines the sensitivity of the damage accumulation process to
low stress range cycles. If ζ = 0 the formulation equals the LDAM. ζ = 1 provides the model as suggested by
Hirt and Kunz. The modification by Leonetti et al. allows to modify the ζ value. If {ζ > 1,ζ < 1} the damage
accumulation is {convex, concave}, see figure 4.13.

Verification For verification of the model, the optimum θV A values for the data as used by Leonetti et al.
are compared to the research results from his paper [75]. Table 7.1 presents the outcome of the most likely
parameters. The data originates from [63] and is for the NSC analysis of PP cruciform joints.
Considering the equal optimum values and Log-Likelihood for the verification case and according to Leonetti
et al., the model is verified.

1Notice the parallel with the proposed Log-Normal distribution as given in [24, 135, 136].
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Table 7.1: Results for the cruciform samples from [63] for verification of the constructed model with the results from [75]

Parameter Leonetti et al. [75] (2020) Verification (2021)

µD 1.61 1.61
σD 0.23 0.23
ζ 1.14 1.14

L 6.96 6.96

A large amount of Monte Carlo samples is required to account for the random nature of the fatigue limit
and the critical damage. The quality of the results is a function of the amount of samples. This is because
by taking a finite number of random samples of a distribution, a non-smooth objective surface is created. If
more samples are used, the surface becomes more smooth, which is beneficial for the optimisation algorithm.
Leonetti et al. mention that at least 105 MC samples are required to obtain converged maximum likelihood
parameter estimates. These 105 samples are also used in the verification casus.

7.3. SCF- and spectrum analysis of the VA database
For the validation, a database of VA fatigue data is compiled for a variety of hot spot types, spectrum types,
mean stress levels and geometries (see table 4.4). This section provides the preparatory analysis of these
datapoints to use in the VA assessment in section 7.4. Per datapoint the following information is required for
the VA assessment:

• Total number of cycles until failure (i. e. experimental lifetime)
• Data type: failure (completed test) or run-out (censored data)
• Nominal stress range histogram/spectrum or a time trace
• Loading and response ratio rl r per stress contribution (can be per cycle, or per block, depending on the

nature of the signal)
• SCF’s for DNV-GL HSSSC method A (see section 6.5)
• SCF’s for the analytical stress-averaging ENSC analysis (see section 6.5)
• Loading type: normal force or bending moment (see section 6.5)
• Geometry parameters
• Failure location: weld toe or weld root

Table 7.2 contains the geometry and loading characteristics of the specimens that are used in the analysis.
These are discussed in the following sections in this same order. The resulting equivalent rl r values and SCF’s
are presented in table 6.8.

Table 7.2: Specimens and characteristics: plate width wp , base plate thickness tb , attachment/ cross-plate thickness (i.e. height) tc ,
weld leg length lw and height hw , whether it is symmetrical (δ) and the bending stress ratio rs . All dimensions are in mm. For non
symmetrical cruciforms two weld dimensions and rs values are given: lw , hw and rs half-V side / lw , hw and rs counter side.

Specimen HS Type Source wp tb tc lw hw δ rs

PP DS Cruciform joint C [63] 63.5 9.5 9.5 9 9 1 0
FP DS Cruciform joint C [3] 90 16 10 4/2 14/2 1 0
PP DS Longi. plate attach. A [3] 80 12 39 8.5 8.5 1 0
FP DS Butt joint C [103] 50 20 n.a. 10 3 1 0
PP DS Longi. plate attach. A [147] 150 12.5 38 8 6 1 0
PP DS Longi. edge attach. B [147] 125 20 12 8 8 1 0
FP SS Butt joint C [148] 80 20 n.a. 10 3 0 0.1
FP DS Cruciform joint C DMO 72 20 20 14/12 22/2 1 1.00/0.89
FP DS Cruciform joint C DMO 72 20 20 24/10 24/10 1 1.00/0.92
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Figure 7.1: Optimisation routine for the GRFL combined with the damage accumulation by [52], as proposed by Leonetti et al.
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7.3.1. Cruciform HS Type C from [63]

Dataset: PP DS Cruciform joint HS Type C
Author: KLIPPSTEIN and SCHILLING year: 1989
Amount: 10 failure, 0 runout rl r ≈ 0.1 (avg.)
Spectrum: Truncated Rayleigh
Notes: Loading type is a normal force. all failures are weld toe fail-

ures. Crack initiation occurs over a range of locations in the
specimen width direction.

Figure 7.2: PP DS Cruciform as tested by Klippstein and Schilling [63].

The specimens as tested by [63] are in-plane
loaded 45-degree fillet-welded simple cruci-
forms, see figure 7.2. The throat height of
all welds is ≈ 6 mm, making the weld leg
length and height both

p
2 ·6 ≈ 8.5 mm. Klipp-

stein and Schilling report the out-of-flatness
of all specimens, and conclude: "Based on
the data shown, there appears to be no evi-
dence that the out-of-flatness, as experienced
in the specimens tested, consistently signifi-
cantly affected the fatigue life." [63]. The out-
of-flatness is therefore not accounted for in
this assessment.

The DNV-GL method A can not be applied to calculate the hot spot structural stress of simple cruciform joints
[27]. This is because method A requires a stress gradient between the two points. For simple cruciforms the
structural stress is approximately equal to the (nominal) far field stress. The gradient is thus approximately
zero, yielding an extrapolated value equal to the base values. To circumvent this, DNV-GL proposes to use
method B (1.12 times the effective stress at tp /2), multiplied with the Ks factor for the respective geometry
(being 1.05 for an in-plane loaded cruciform).

Discussion The FE analysis of a shell model (figure D.1 in the appendix) shows that the maximum first
principal stress is found at the plate edges. Klippstein and Schilling indicate that failure occurs at locations
scattered over the width of the specimen. That means that the calculated structural stress, at the centre
of the specimen, is not accurate and relevant for all failures. This could have been circumvented by the
use of decently designed dogbone specimens or by rounding the edges. As the authors have equipped the
specimens with strain gauges at the centerline of the specimen (in width direction), they did not further
analyse the effect of edge- and centre failures. They did however report in what region (separated in four
quadrants) the failure initiated. This information is not used in the VA database, in line with the strain gauge
measurements and research conclusions by Klippstein and Schilling.

Spectrum The spectrum that is applied to the specimens is a 500-cycle time trace with the minimum stress
of 13.8 MPa, a maximum stress of {294, 250, 192} MPa and a stress range histogram compliant with a Rayleigh
distribution. Each stress cycle returns to the minimum level. The pdf of the respective Rayleigh distribution
(made non-dimensional) is given as [122] p ′ = 1.011x ′ exp

(− 1
2 x ′2), with:

x ′ Non-dimensional stress range (x ′ = (Sr −Sr,mi n)/Sr,d )
Sr Stress range

Sr,mi n Minimum stress range
Sr,d Modal stress range (Sr,max /2 - Sr,mi n)

Figure 7.3 shows both the histogram, obtained from the pdf (probability density function) and a part of the
time signal obtained by random sampling the peaks from the pdf.
The mean rl r value is obtained by calculating the mean of the rl r per cycle. The mean rl r value, over the
500 cycles, is ≈ 0.1. For the fatigue assessment the rl r value per cycle is required, allowing to weight the
contributions of larger and smaller stress cycles fairly. This is done and results in a stress range vector of
length 500.
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Figure 7.3: The histogram is compiled over 100 000 points. The frequency at which the time signal is plotted is 1 Hz.

7.3.2. Cruciform HS Type C from [3]

Dataset: FP DS Cruciform joint HS Type C
Author: PETERSEN et. al. year: 1995
Amount: 10 failure, 0 runout (PMMOD64) and 12 failure, 0 runout

(BROAD64)
rl r ≈−1 (avg.)

Spectrum: PMMOD64 (Pierson-Moskowitz) and BROAD64 (Gaussian
white-noise)

Notes: Loading type is a normal force. All failures are weld toe fail-
ures.

Figure 7.4: FP DS Cruciform joint
as tested by Agerskov et al. [3].

The first specimen type as tested by Agerskov et al. is a full penetration half-
V welded double sided cruciform, see figure 7.4. As the half-V weld poses a
non-symmetry, the hot spot structural stress should be assessed by means of a
solid model. By using a solid model to capture the effect of the non-symmetry,
the use of Method A suffices. By modelling the attachment as a plate with a
physical thickness the stress concentration is introduced. Two specimens of
this type are tested: a larger and a smaller one. Agerskov et al. report a critical
attitude towards the quality of the smaller specimens, which is why only the
larger specimens are added to the VA database.

Spectra The first spectrum is a modified2 Pierson-Moskowitz spectrum.
As the peaks are generated without a mean stress, the mean rl r is ≈
−1.0. The spectrum is given in the frequency domain, see the left
part of figure 7.5. To obtain a pdf of the stress ranges this is first
translated to the temporal domain (right side of figure 7.5), to use
a rainflow counting procedure to find the stress ranges and rl r val-
ues.

Figure 7.5: Frequency and time domain plot of the modified Pierson-Moskowitz spectrum as used in the experiments from [3].

The formulation of the spectrum, as commonly used is:

2The spectrum is in the analysis from [3] modified to fit the Markov matrix formulation. The modification entails the addition of the k
factor.
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SP M (ω|Hs ,Tz ) =
(

H 2
s

4π
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(7.7)

However, Agerskov et al. present the formula as:

Sload (ω|Tz ) = 4

π
σ2

(
2π

Tz

)4

ω−5 exp

(
− 1

π

(
2π

Tz

)4

ω−4
)

(7.8)

Equating both formulations yields the conclusion that 4σ = Hs , which is consistent with the typically ac-
cepted estimate of the significant wave height as a function of the variance [62].

For the modified version this spectrum is multiplied with the factor k(ω) = exp

(
−

(
ω
ωt

)8
)
.

This k factor poses a sharp but continuous truncation of the spectrum at the angular truncation frequency
(Agerskov et al. use 3 times the peak frequency). In the formulation of the Pierson-Moskowitz wave spectrum
the significant wave height Hs and wave period Tz pose an absolute multiplication of the spectrum. The Hs

and Tz values are not reported. To mitigate this uncertainty the normalised spectrum (excluding the Hs and
Tz multiplications) is used, and multiplied with the reported equivalent stress values.

It should be noted that by using the wave spectrum as input for the loads acting on the structural detail, the
assumption is made that the Response Amplitude Operator (RAO) is equal to one for all frequencies: this does
not comply with reality and is an assumption that limits the applicability of the results. However, as the goal
of this thesis is to test the spectrum dependency of the validity of the fatigue life prediction, this spectrum
can be used for further considerations.

Figure 7.6: Frequency and time domain plot of the white-noise based spectrum as used in the experiments from [3].

Figure 7.7: Rainflow histogram of 20000 peaks of the PMMOD64
distribution.

Figure 7.8: Rainflow histogram of 20000 peaks of the BROAD64
distribution.

As the spectral domain formulation is known, the inverse Fourier transform gives the complex transformed
notation Zi , of which the amplitude Ai = |Zi | and phase angleφi = atan2(ℑ(Zi )/ℜ(Zi )) can be calculated. Per
frequency (64 in total) a time signal is constructed according to:
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SP M ,i (t ) = Ai cos(ωi t +φi ) (7.9)

Summing the contributions of all frequencies results in the net time signal, which is normalised. A rainflow
counting procedure provides the stress range histogram (figure 7.7). It should be noted that the actual rl r per
cycle is not a constant value of -1. The loading and response ratio rl r is calculated per cycle of a 5000 cycle
time-trace separately. The fatigue life (or inverse: fatigue damage) is calculated per cycle and accumulated
to the total result. An important note here is that the sequence effect is not introduced here: this is implicitly
accounted for in both the LDAM and the NLDAM. The order of the cycles is not important here.

The second spectrum is a white-noise based broad band spectrum composed of 64 frequency signals, called
BROAD64. For a white noise spectrum the spectral density is expressed as a normal distribution. In this case
with a mean equal to the normalised mean stress. The Fourier transformation is identical to the procedure
applied to the modified Pierson-Moskowich spectrum. Figure 7.8 presents the histogram of the stress ranges,
and figure 7.6 presents both the frequency and time domain (over 200 seconds) plot of the signal. Like for the
PMMOD64 spectrum, the actual rl r per cycle is not a constant value of -1. The loading and response ratio rl r

is calculated per cycle of a 5000 cycle time-trace.

7.3.3. Longitudinal attachment HS Type A from [3]

Dataset: PP DS Longitudinal attachments HS Type A
Author: PETERSEN et. al. year: 1995
Amount: 16 failure, 0 runout rl r ≈−1 (avg.)
Spectrum: BROAD64
Notes: Loading type is a normal force. All failures are weld toe fail-

ures.

Figure 7.9: PP DS Longitudinal attachment as tested by Agerskov
et al. [3].

The second specimens as tested by Agerskov et al.
are in-plane loaded specimens with a DS longitudi-
nal attachment, see figure 7.9. The specimens are
produced with 45-degree fillet welds. The use of fil-
let welds means that the attachment is only con-
nected to the base plate by means of the welds. As
was done for the HS type C specimens, two varia-
tions are tested: a larger and a smaller one. Agerskov
et al. report a critical attitude towards the quality of
the smaller specimens, which is why only the larger
specimens are added to the VA database.

Spectrum The spectrum as applied by Agerskov
et al. is, like for the longitudinal attachments, a
modified Pierson-Moskovich spectrum (figures 7.6
and 7.8). As the peaks are generated without a mean
stress, the mean rl r is ≈ −1.0. As was described be-
fore: the actual rl r per cycle is calculated to accu-
mulate the contributions per cycle.

7.3.4. Butt joints HS Type C from [103]

Dataset: FP DS Butt joint HS Type C
Author: OTA et. al. year: 1997
Amount: 11 failure, 0 runout ¯rl r ≈ {0.85,0} (avg.)
Spectrum: Rayleigh up (4x) and down (7x)
Notes: Loading type is a normal force. all failures are weld toe fail-

ures.
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Figure 7.10: FP DS Butt joint as tested by Ota et al. [103].

The specimen as tested by Ota et al. is a girth welded
transverse butt joint. The only information in the ar-
ticle is that SMAW was used and the geometry is de-
picted by figure 7.10. Whether the specimen is sym-
metrical or not is not explicitly included in the pa-
per. Based on figure 7.10, which shows that the weld
was made from two sides, the assumption is made
that it is a simple butt joint, without ground caps.
As the model is symmetrical, the plate FE analysis
does not show a notch at the weld. DNV-GL proposes to use method B (1.12 times the effective stress at tp /2),
multiplied with the Ks factor for the respective geometry (being 1.13 for an in-plane loaded transverse butt
joint welded from both sides, of type No. 3 [27]).

Spectrum The stress ranges are distributed according to the formulation by Rayleigh, like in [63]. However,
Ota et al. use this distribution to form two different load histories:

1. Cycling down from the yield stress (579 MPa), with varying rl r values per stress block, see figure 7.11
2. Cycling up from zero, and thus rl r = 0, see figure 7.12

Per specimen the applied specimen meets the Rayleigh formulation. As the spectrum is simplified and ex-
pressed in a maximum of 9 blocks, the exact block formulation per specimen is used for the analysis.The rl r

is calculated per stress block.
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Figure 7.11: Spectra as applied to the butt jointed joints [103], cycling down from the yield stress. The presented rl r values represent the
weighted mean over all cycles. This is not the value that is used in the calculations.
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Figure 7.12: Spectra as applied to the butt jointed joints [103], cycling up from σn = 0.
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7.3.5. Longitudinal attachment HS Type A from [147]

Dataset: PP DS Longitudinal plate attachment HS Type A
Author: ZHANG and MADDOX year: 2009
Amount: 10 failure, 0 runout ¯rl r : various
Spectrum: Concave-up
Notes: Loading type is a normal force. All failures are weld toe fail-

ures.

Figure 7.13: PP DS Longitudinal plate attachment as tested by Zhang and
Maddox [147]

The first specimen as tested by Zhang and
Maddox has a fillet-welded double sided longi-
tudinal attachment. The specimen is symmet-
rical, see figure 7.13.

Spectrum Zhang and Maddox imposed a
concave-up spectrum on the specimens. That
means that the relation between the relative
stress range and the minimum and maximum
stress is close to log-linear. The authors made
three variations on this spectrum:

1. Sequence 1: Cycling down from a maxi-
mum stress of 280 MPa

2. Sequence 2: Cycling symmetrically around
a mean stress of 175 MPa

3. Sequence 3: Cycling up from a minimum
stress of 70 MPa

The lower truncation bound of the spectrum differs per specimen (all are normalised after truncation). For
each of the variations the effective rl r is calculated per cycle from the time trace, see figure 7.14. An important
note is that sequence 2 cycles up and down at the same amplitude per cycle. The start of each cycle is thus
at 175 MPa, by which the mean stress is constant. Figure 7.14 only shows 100 cycles, to visually present the
nature of the time signal in line with the previous formulations. The actual spectrum is defined in 14 blocks,
of which the values are presented in [147].

Figure 7.14: Example for the first three bins of the stress range histogram and corresponding time traces for the three variations as tested
by [147].
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7.3.6. Longitudinal attachment HS Type B from [147]

Dataset: PP DS Longitudinal edge attachment HS Type B
Author: ZHANG and MADDOX year: 2009
Amount: 6 failure, 0 runout ¯rl r : various
Spectrum: Concave-up
Notes: Loading type is a normal force. All failures are weld toe fail-

ures.

Figure 7.15: PP DS Longitudinal edge attachment as tested by Zhang and
Maddox [147]

The second specimen as tested by Zhang
and Maddox has a fillet-welded longitudi-
nal attachment that poses a HS type B
on both sides of the base plate. The
specimen is symmetrical. The local ge-
ometry of the weld that connects the at-
tachments with the base plate is uncertain
and part of the inherent scatter in fatigue.
The stresses are extracted from a FE shell
model.

Spectrum The spectrum is the same as dis-
cussed in the previous section for the longitu-
dinal attachment with HS type A from [147].
The lower truncation bound of the spectrum
differs per specimen (all are normalised after
truncation). For the specific values see [147].

7.3.7. Butt joints HS Type C from [148]

Dataset: FP SS Butt joint HS Type C
Author: ZHANG and MADDOX year: 2014
Amount: 9 failure, 9 runout ¯rl r ≈ 0.71 (avg.)
Spectrum: Log-Linear
Notes: Loading type is a normal force. All failures are weld root

failures (i.e. the bottom side of the weld).

Figure 7.16: FP DS Butt joint as tested by Zhang and Maddox [148]

The specimens that were tested by [148]
are used to eventually assess the fatigue
life of a girth-welded full scale specimen.
To do this, a small scale specimen of a
dog-bone shaped strip specimen is loaded.
The structural detail is a single sided full
penetration butt-welded joint as in figure
7.16.

Spectrum Zhang and Maddox impose a log-
linear spectrum on the full-scale girth welded
specimens. That means that the relation be-
tween the minimum stress and the probability
of occurrence is linear on the logarithmic scale. The maximum stress is the same for each of the six variations.
The minimum stress of the spectrum differs. Figure 7.17 presents per spectral variation the stress range his-
togram and corresponding time trace. The time trace is obtained in the same manner as Sequence 2 in [147],
which was explained in section 7.3.5.
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Figure 7.17: Stress range histograms and corresponding time traces for the six spectra as tested by [148]. VT6 is actually the spectrum
between VT4 and VT5.
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7.3.8. Cruciform HS Type C from DMO (2020)

Dataset: FP DS Cruciform joint HS Type C
Author: DMO & Femto Engineering year: 2020
Amount: 4 failure, 0 runout rl r = 0.1
Spectrum: Rayleigh
Notes: Loading type is a three-point bending moment, applied to

the centre of the specimen. The spectrum was applied as
a block-load. All four specimens failed on the side of the
half-V weld at the weld toe.

As part of the fatigue tests that DMO ordered, four VA fatigue tests were done. The analysis of these specimens
is the subject of chapter 6. The spectrum is according to a Rayleigh distribution and is separated into six load
levels, which are randomly applied to the specimen to create a signal of 1000 cycles divided over 100 blocks,
which is repeated until failure. All blocks are applied at a rl r level of 0.1. Table 7.3 presents the six stress blocks
and their probability of occurrence, expressed as amount of cycles in a 1000 cycle time history.

Table 7.3: Spectrum as was applied to the DMO half-V welded cruciform specimens. The right-most column is the spectrum for a
Rayleigh distribution without modification. The column left of that contains the spectrum that was applied to the specimen, and indi-
cates the removal of low stress range cycles.

Range ∆FN [N] Range ∆σn [MPa] Cycles Rayleigh mod.
Cycles Rayleigh

5599 145 180 290
7722 200 350 310
9652 250 220 200
11583 300 130 100
13513 350 80 70
15926 412 40 30

7.4. Results
This section contains the results of the combined fatigue damage models and fatigue damage criteria as pre-
sented in chapter 5.

7.4.1. LDAM by Palmgren and Miner with the HSSSC
Due to the linear nature of the Palmgren-Miner model, the only parameter Dcrit has a linear and positive
relation with the predicted fatigue life. Serving as the base-case, the LDAM with the HSSSC, according to
the methods as proposed by DNV-GL [27], is first used to estimate the fatigue life per specimen. Figure 7.18
provides the comparison between the experimental and estimated fatigue lives. The dashed lines indicate
the ±2σ variations. Figure 7.19 compares the SSS VA scatterband to the SSS CA scatterband, and makes use
of the equivalent stress formulation:

Seq = m

√√√√ k∑
i=i

(ni

N

)
Sm

i (7.10)

The derivation of this equivalent stress formulation is included in appendix C.1.1. The comparison of the VA
and CA scatterbands shows that the specimens typically fall outside of the ±2σ bounds, either on the conser-
vative or non-conservative side. That means that the use of Dcrit ≤ 1 does not seem to be a sufficient criterion.

Figure 7.20 presents the histogram of the experimental over the calculated fatigue lives. This figure shows
that the mean critical damage for all specimens is around 1 for the mean S-N curve formulation as was used.
However, two peaks are observed, corresponding with the separation in HS type A and B compared to HS type
C.
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The scatter of the data is expressed by dividing the 90% percentile over the 10% percentile of the log-fatigue
life ratio. This provides the scatter index in the form of 1 : (90%percentile/(10%percentile). This is an expres-
sion that is typically used to express the scatter in fatigue strength (e.g. [111]), but is used here to express the
scatter in the resulting fatigue life predictions. The fatigue life scatter index is 1 : 1.28 and the Log-Likelihood

of the fit is approximately 22.2 .

As was mentioned before, the Akaike Information Criterion (AIC) is used to assess the relative quality of the
fit with the experimental data of a model.The model is not regression-based but deterministic. Therefore the
AIC is simply twice the negative of the Log-Likelihood:

AIC =−2
∑

log(L )+2n

=−2 ·22.234+2 ·0 ≈−44.5
(7.11)

Figure 7.18: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the HSSSC (base-case). The
critical damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104].
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Figure 7.19: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the HSSSC (base-case).
The critical damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104]. For each of the tested specimens the
equivalent stress is calculated and plotted on the ordinate.

Figure 7.20: Scatter histogram of the log10 of the experimental fatigue life over the calculated fatigue life for the LDAM in combination
with the HSSSC (base-case).
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There are some observations with regards to the presented results in the figures above, being:

• With the exception of the specimens from Agerskov et al., the estimated fatigue lives of the HS type A
and B specimens are non-conservative (see figures 7.18 and 7.19): the calculated fatigue life is larger
than the experimental lives. The HS type C specimens are generally on the conservative side. The
difference between HS type A and B compared to HS type C should reduce when using the ENSC, as the
actual local geometry will be accounted for. The peak stress for HS type A and B specimens is typically
higher due to the hard point that is introduced. This is not accounted for in the HSSSC.

• The exception of the specimens from Agerskov et al. (HS Type A subject to a BROAD64 spectrum) can
most likely be attributed to the relatively low amount of low stress range cycles, which means that the
sensitivity near the fatigue limit has a limited effect on the predicted fatigue life. The HS type A and B
specimens from [147] are subject to linear spectra, which are governed by low stress range loads. This
statement can be confirmed by applying a non-linear damage accumulation model, which accounts
for the influence of low stress ranges on the total fatigue life (e.g. the NLDAM by Leonetti et al., as used
in this thesis).

• The predicted fatigue life of the specimens from [103], subject to the Rayleigh Down load, are also non-
conservative. This is presumably due to the relatively high rl r level at which the specimens are tested.
This explanation is substantiated in the next section, where the inclusion of the rl r correction moves
the specimens to the conservative domain; into the scatterband of the other HS type C specimens.

• On average the fatigue life estimate with this method is conservative. The best fit of a LogNormal distri-
bution provides a mean of 1 and a standard deviation of 0.099. The expected value of that distribution
equals E [x] = exp(log(1)+0.0992/2) ≈ 1.01. It is assumed that a LogNormal distribution of the fatigue
life also poses a LogNormal distribution of the error of the prediction of this fatigue life. It should be
noted that this conservatism can also be attributed to conservatism in the DNV-GL D-curve. The con-
clusions of chapter 6 support this hypothesis.

• The fraction of the log10 of the experimental and calculated fatigue life poses two peaks. This is related
to the first observation of the separation between HS type A and B from HS type C result.

7.4.2. LDAM by Palmgren and Miner with the HSSSC and mean stress correction
The scatter of the data reduces by implementing the Walker mean stress correction, cycle-by-cycle. The ob-
served scatter reduction from 1:1.28 to 1 : 1.22 is in line with the findings in section 6.5. The Log-Likelihood

is approximately 22.5 , which is an improvement of approximately 0.3 (absolute value of the difference in
Log-Likelihood) in relation to the assessment without the mean stress correction. The resulting AIC yields:

AIC =−2
∑

log(L )+2n

=−2 ·22.478+2 ·0 ≈−45.0
(7.12)

As was expected, the implementation of the cycle-by-cycle Walker mean stress correction has reduced the
scatter. The non-conservative specimens are now only the specimens that are subject to the linear spectrum
in [147]: the limited sensitivity of the LDAM to low stress ranges is presumably responsible for the observed
difference. The tendency of the total fatigue life prediction to be on the conservative side could be mitigated
by finding the MLE of the critical damage.
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Figure 7.21: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the HSSSC (base-case). The
critical damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104].

Figure 7.22: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the HSSSC (base-case).
The critical damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104]. For each of the tested specimens the
equivalent stress is calculated and plotted on the ordinate.
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Figure 7.23: Scatter histogram of the log10 of the experimental fatigue life over the calculated fatigue life for the LDAM in combination
with the HSSSC (base-case).
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7.4.3. LDAM by Palmgren and Miner with the ENSC
The second deviation from the base-case is the use of the ENSC in combination with the LDAM. As was ex-
plained in the previous section, the hypothesis is that this reduces the difference between the HS type A, B
and C specimens significantly.

Figure 7.5 presents the diagonal comparison between the experimental and calculated fatigue lives. It shows
that indeed the difference between HS type A, B and C is reduced (arguably even negligible). Figure 7.25
compares the SSS VA and CA scatterbands and makes use of the equivalent stress formulation:

Sm
eq

(
1− S∞(µ,σ)

Seq

)ρS∞
−

k∑
i=1

ni Sm
i

(
1− S∞(µ,σ)

Si

)ρS∞

N
= 0 (7.13)

An algorithm like fzero can be used to obtain the equivalent stress that complies with the above formulation.
The derivation of this equivalent stress formulation is included in appendix C.1.3. Figure 7.26 shows the
scatter histogram of the fraction of the log10 of the fatigue lives. This figure clearly indicates only one peak,
at around Dcrit = 1. The scatter is reduced from 1:1:28 for the HSSSC with the LDAM without the mean stress
correction to 1 : 1.16 for the ENSC with the LDAM. The Log-Likelihood is approximately 37.3 . Considering
the AIC the model has 6 regression-parameters (the six parameters from the GRFL) the AIC yields:

AIC =−2
∑

log(L )+2n

=−2 ·37.3243+2 ·6 ≈−62.6
(7.14)

A lower AIC is found for a model that has a better fit, accounting for a penalty on the amount of variables.
Therefore, it can be concluded that the use of the ENSC provides a significant improvement in the fatigue life
prediction compared to the HSSSC, both in combination with the LDAM.

Figure 7.24: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the ENSC. The critical
damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104].
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Figure 7.25: Comparison of the experimental and predicted fatigue life from the LDAM in combination with the ENSC. The critical
damage is fixed on a value of Dcrit = 1, in line with the original formulation [95, 104]. For each of the tested specimens the equivalent
stress is calculated and plotted on the ordinate.

Figure 7.26: Scatter histogram of the log10 of the experimental fatigue life over the calculated fatigue life for the LDAM in combination
with the ENSC.
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There are some observations with regards to the presented results in the figures above, being:

• As was expected, there is no clear difference between the fit of the HS type A, B and C specimens. This
is to be attributed to the local information in the ENSC.

• The conservatism and scatter per dataset shows a correlation with the shape of the spectra:

– The Rayleigh, Log-Linear and BROAD64 spectra are typically on the conservative side. These are
relatively broad spectra, with a majority of medium stress range cycles. The conservatism might
be due to the limited validity of the Dcrit ≤ 1 criterion.

– The PMMOD64 and Linear (concave-up) spectra provide results on the unconservative side. That
means that the model over-estimates the fatigue lives. These spectra are governed by low stress
range cycles, which are - when below the fatigue limit - not contributing to the modelled damage.

Fricke et al. concludes that the critical damage value is spectrum dependent [38]. This the assessed by means
of the Gassner-curves for specimens subject to different spectrum loads. This conclusion by Fricke et al. is
supported by the findings in this section. The hypothesis is that the use of a fatigue damage accumulation
model that accounts for the influence of low-stress cycles reduces the scatter further, by reducing the esti-
mated (calculated) fatigue life of the specimens with spectra that are governed by low stress range cycles.

In general the SSS VA and SSS CA scatterbands overlap. That means that for the mean stress curve (GRFL) as
used, the design criterion of Dcrit ≤ 1 is sufficient for most datapoints.

7.4.4. NLDAM by Hirt and Kunz, modified by Leonetti et al.
The third deviation from the base-case is the use of the ENSC with the Non-linear Damage Accumulation
Model (NLDAM) by Leonetti et al.. Because this model is formulated with the GRFL (called 6PRFLM in
[74, 75]) as the S-N curve, the model requires an S-N curve in this form. The base-case (HSSSC by DNV-
GL) is formulated as a Basquin-type relation, and is thus not fit for the model by Leonetti et al.. The NLDAM
is only analysed for the ENSC.

The damage accumulation model by Leonetti et al. requires a fit of the three parameters of the expression
for the threshold stress range ∆σth,h , below which no damage is accumulated. This threshold stress range is
determined per damage increment and is expressed as:

∆σth,h =∆σ0

(
1− D

Dcrit

)ζ
(7.15)

With:

ζ= f (α,m) = α+1/2

1−m(α+1/2)
(7.16)

If the threshold stress increases, less damage is accumulated and the fatigue life increases accordingly. All
parameters in the equation are positive [75]. To assess the influence of the parameters (µD , σD and ζ), their
respective first derivatives are calculated. As the critical damage Dcrit is expressed as a distribution with mean
µD and standard deviation σD , only one derivative is calculated.
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The equations above show that the relation between ζ and∆σth,h is negative: a lower ζ yields a higher∆σth,h

and thus a longer fatigue life. The relation between the critical damage Dcrit and ∆σth,h is as expected posi-
tive: a higher critical damage means a higher ∆σth,h and thus a longer fatigue life.

ζ is given as a function ofα (geometry dependent constant) and m (slope of S-N curve). When using the ENSC
and the related GRFL for this fatigue damage criterion, the geometry and slope should be already accounted
for, and identical for all specimens. This also means that the extent to which the ENSC captures the geometry
information as required for the VA fatigue life can be tested by this parameter. This hypothesis is confirmed
if the ζ is approximately identical for all datasets.

To assess which of the parameters (Dcrit or ζ) is governing, their first derivatives are divided and the fraction
is analysed for different values of the developing damage D .
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For D approaching Dcrit the critical damage is governing. The extent to which ζ is governing in the lower
damage regions is dependent on the value of the fraction Dcrit/ζ. The influence of ζ decreases when the dam-
age D increases. The standard deviation of the critical damage, σD does not influence the magnitude of the
fatigue life. It does however improve the quality of the fit (measured by the log-likelihood) with experimental
data, and reflects the scatter that is included in the fatigue data.

To find the maximum likelihood of the model, an optimisation procedure is used.

7.4.4.1. Optimisation algorithm selection
Considering the roughness of the objective surface (which reduces if more MC samples are used), the opti-
misation algorithm should be a fit for non-differentiable functions. A suitable option is found in the Genetic
Algorithm. This algorithm generates a population, of which the "fittest" members are used to reproduce. The
use of an evolving population makes the algorithm robust, and also suitable for discontinuous functions. The
robustness is obtained by the scatter of the first generation over the design space.

7.4.4.2. Numerical considerations
Due to the high amount of data that is processed in the model, the computational costs (time) are high. In
total there are five main parameters that influence the computational costs:

• Length of time trace = 500
This parameter sets the amount of cycles to represent each loading history. If the time trace is too short
the high loads with a relatively low probability of occurrence might not be accounted for in the anal-
ysis. This effect will be the same for all function evaluations, as the seed is programmed before the
optimisation. Therefore: for the optimisation of the θV A parameters this is less important than for the
calculation of the fatigue life of a given spectrum. The length of the time traces has a linear relation
with the function evaluation time. After the overhead time this means that for double the length of
each time trace the calculation takes the overhead3 time plus twice the direct time.

A sensitivity analysis of the length of the time trace is performed. For each time trace the mean and
standard deviation of the stress range is computed. The criterion is expressed as the mean over ten time
traces, of the mean divided by the maximum value of the {µ,σ}. The variation is the difference between
the current and previous result. Figure 7.27 shows the convergence results. Sufficient convergence is

3See the parallel with economical formulations: the costs are the overhead costs (typically fixed) + the direct costs.
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defined at at maximum variation of 0.5% in the mean and 1.0% in the standard deviation. This first
occurs at a time trace maximum of 500 cycles. The convergence limits are selected whilst taking into
account the costs of an increase in the amount of cycles.

Figure 7.27: Convergence study on the length of the time trace.

• Monte Carlo samples
The amount of Monte Carlo samples influences the smoothness of the objective surface, and is of great
importance for the optimisation algorithm. If the amount of samples is too low, the objective surface
is rough and the algorithm might find local optima. Ideally the objective function is not dependent
on the amount of Monte Carlo samples (convergence). The parameter has a linear relation (minus the
overhead time) with the calculation time.

An infinite number of MC samples would provide a perfectly smooth objective function. Leonetti et al.
calculated that for 105 MC samples the estimation of the likelihood function converges and the order
of magnitude of the sampling error is one below that of the tolerance of the optimisation procedure
[75]. This high resolution is indeed required when employing a gradient based optimisation algorithm.
When using a swarm-based algorithm this is less sensitive.

It should be noted that a limited amount of MC samples does not pose an absolute error, but merely an
uncertainty. Accounting for the available computational power, both the optimisation is and the final
analysis of the fatigue lives at the most likely parameters are performed with 1000 MC samples. The
effect of this is that the solution might not be fully converged to the second digit. However, the nature
of the design space (see the next section) ensures that the attained optimum is in close proximity of the
actual optimum.

For the optimisation of the θV A parameters a Genetic Algorithm is applied. MATLAB provides the function as
ga, with parameters:

• Population size = 50
The MATLAB default is to set a population of 50 for a problem with up to five variables. This default is
adopted.

• Function tolerance = 1e-3
The MATLAB default is 1e-6. However, the variation in the input parameters (see the convergence study
in the previous part) is in the order of 1 percent. The function tolerance is selected on one order below
the order of variation in the input distributions.

• Maximum number of generations = 50
The amount of generations is linked to the convergence of the solution. If the function tolerance is
not met, the optimisation is aborted after 300 generations. The MATLAB default is to set the maximum
number of generations to 100 times the number of variables. Considering the nature of the objective
surface this is deemed to extensive: which is supported by observations of the convergence behaviour.
The algorithm models 50 generations.
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7.4.4.3. Design space exploration
The first step in the strategy is to determine the nature of the optimum. Both the mean of the Dcrit and
ζ are monotonic with the predicted fatigue life, as was calculated above respectively monotonic increasing
and decreasing. However, they are not monotonic with the log-likelihood. This is a measure of the quality
of the fit with all experimental data. For both parameters the objective function (log-likelihood) is convex:
in a minimisation procedure this yields a concave objective space. Due to the counteracting effect of both
parameters the objective surface is most likely shaped like a oval, with the major axis in the direction of the
diagonal between both parameters.

7.4.4.4. Optimised NLDAM
The MLE’s of the θV A parameters, as found with the genetic algorithm (ga) are presented in table 7.4. The
resulting fatigue life and equivalent stress estimates are plotted in figures 7.28 to 7.29. It should be noted that
the resulting figures are obtained for a run with a cycles length of 500 and an average over 3 cycles to calculate
the damage. 1000 MC samples were used. This is done to assess the more accurate actual fatigue lives at the
roughly obtained, most-likely sub-optimal, θV A parameters.

Table 7.4: Optimised parameters

Parameter Value

µD 1.95
σD 0.39
ζ 8.13

L 52.157

The AIC for this method yields:

AIC =−2log(L )+2n

=−2 ·52.157+2 ·9 ≈−86.3
(7.20)
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Figure 7.28: Comparison of the experimental and predicted fatigue life from the NLDAM in combination with the ENSC.

Figure 7.29: Comparison of the experimental and predicted fatigue life from the NLDAM in combination with the ENSC. For each of the
tested specimens the equivalent stress is calculated and plotted on the ordinate.
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Figure 7.30: Scatter histogram of the log10 of the experimental fatigue life over the calculated fatigue life for the NLDAM in combination
with the ENSC.
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Figure 7.31: Indication of the results that fall outside of the expected scatterband or trend

Figure 7.31 indicates the fatigue test data which exceeds the expected scatterband, or otherwise raises ques-
tions. The following three outliers are discussed:

1) Ota Rayleigh up This indicates two specimens of which the fatigue life is over estimated. The two
specimens of the Rayleigh-up sequence are not subject to a peak load ("spike loads" in [103]) of 441
MPa at the beginning of each cycle. This is in contrary to the two points of this dataset that are subject to
a periodic peak load: these have a higher predicted fatigue life and fall well in the expected scatterband.
The peak loads reduce the processing-induced residual stresses in the material which are tensile at the
notch: the net stress level is thus reduced. This is reflected by the difference in observed fatigue lives:
the specimens that did not receive overloads have lower fatigue lives. It can be assumed that for this
loading history the process-induced residual stresses are not relieved, which is limiting the observed
fatigue lives. Ota et al. did not use strictly random spectra, but applied a preset block loading to the
specimens. That means that if the loading history as prescribed does not exceed the yield stress at any
moment in time, the benefit of residual stress relieve is negligible. All other authors have used spectra
with a tail in the high stress region, allowing a sparse high amplitude. This outlier is further discussed
in section 7.4.4.6 and figure 7.37.

3) Ota Rayleigh down The specimen from Ota et al. that has a scatterband-exceeding experimental fa-
tigue life is a censored datapoint. Ota et al. explain that for the respective load history only 6.2% of the
blocks exceed the initial fatigue limit ∆σ0: it is expected that the experimental fatigue life of that spec-
imen is high. This one out-lyer did not weigh strongly enough on the MLE of the θV A values to have a
higher predicted fatigue life. Secondly, fatigue as a phenomenon is prone to scatter and uncertainty, a
occasional run-out (i.e. censored datapoint) is within the line of expectation, ánd the CA scatterband.

3) Zhang HS A Linear The HS type A dataset from Zhang and Maddox has nearly the same predicted
fatigue life for all load histories, when using the NLDAM. This dataset is plotted separately in figure 7.32,
indicating the three different loading histories (A cycles down, B cycles around the mean stress and C
cycles up). The observed trend of nearly identical predicted fatigue lives is predominantly observed
in the specimens as loaded by the Type A loading history. Specifying even further, the datapoints are
obtained for different spectra. Zhang and Maddox have varied the minimum stress range in the load
history, and the labels in figure 7.32 indicate the respective minimum stress ranges. Table 7.5 presents
the spectrum formulation.

The observed trend in figure 7.32 is that the datapoints with higher minimum stresses have lower ex-
perimental fatigue lives, whereas the predicted fatigue life is hardly a function of the spectrum type.
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Table 7.5: Linear spectrum as applied by Zhang and Maddox

Relative stress range (pi ) Stress range (MPa) Cycles Exceedance

1.00 210.0 1 1
0.90 189.0 3 4
0.80 168.0 6 10
0.70 147.0 12 21
0.60 126.0 23 44
0.50 105.0 48 92
0.40 84.0 109 202
0.30 63.0 296 498
0.25 52.5 544 1042
0.20 42.0 1125 2167
0.15 31.5 2815 4982
0.10 21.0 9500 14,482
0.06 12.6 43,981 58,463
0.04 8.4 148,438 206,901

This can be explained by two counter-acting phenomena:

• When using the NLDAM, the specimens that are loaded predominantly by low stress range cycles
(thus having a lower minimum stress) are more strongly affected by the ζ term. Their predicted
fatigue life is reduced.

• The specimens that are loaded by higher stress ranges on average (thus having a higher minimum
stress) are subject to higher loads, and thus have (even when considering the LDAM) lower pre-
dicted fatigue lives.

Combining the two phenomena yields approximately equal predicted fatigue lives. The effect of the
lower predicted fatigue lives is dominant.

Besides the observed out-lyers, there are some other observations with regards to the results:

• The optimised ζ tends to 8, which means that the low stress cycles are rapidly of a large influence on
the fatigue life prediction. To compensate for the resulting fatigue life reduction in all specimens, the
mean of the critical damage is found to be ≈ 1.95. This finding indicates that linear damage accumu-
lation does not model the fatigue damage accumulation with sufficient accuracy to capture the fatigue
phenomena. It should however be noted that the most likely parameter selection is highly influenced
by the low stress range datapoints by Ota et al..
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Figure 7.32: Assessing the variations in the predicted and experimental fatigue lives of the HS type A specimens as tested by Zhang and
Maddox.

7.4.4.5. Analysis per dataset
Upon finding the MLE of the θV A parameters for all datasets combined, the data is post-processed to assess
the quality of the θV A parameters and the resulting fatigue life predictions per dataset. Table 7.6 contains the
scatter index for all sets separately. Every cell in the table contains four values: the {first, second} is for the
HSSSC-LDAM {without, with} mean stress correction, the third is for the ENSC-LDAM and the fourth is for
the ENSC-NLDAM.

Scatter With regards to table 7.6, the results from Ota et al. pose the largest scatter. This is in line with
the observations and analyses from section 7.4.4.4. The spectra that are governed by medium stress range
cycles (Rayleigh, BROAD64 and PMMOD64) provide good and limited scatter results. The linear and log-
linear spectra, which are governed by the low stress range cycles reduce in scatter when including more local
information. The improvement in scatter is limited when using the NLDAM instead of the LDAM.

Expected value of the ratio Table 7.7 presents the expected value of the LogNormal distribution that is fitted
through the scatter historgram per dataset. It is observed that the datasets from Ota et al. deviate significantly.
Besides the datasets from Ota et al. the Rayleigh, BROAD64, PMMOD64 and Linear spectra all provide an
expected value near 1. The improvement of the NLDAM compared to the LDAM is not clearly visible in this
table. That might be due to the results from Ota et al., that influence the MLE’s of θV A . The step from the
HSSSC to the ENSC proves to reduce conservatism significantly.
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Table 7.6: Fatigue life scatter index per dataset of the VA fatigue database. Yellow boxes indicate a scatter index between 1:1.10 and 1:1.20,
orange is 1:1.20 and above.

Specimen Rayleigh up Rayleigh down BROAD64 PMMOD64 Linear Log-Linear

PP DS Cruciform [63]

1:1.06
1:1.06
1:1.06
1:1.07

PP DS Long. attach [3]

1:1.09
1:1.09
1:1.11
1:1.10

FP DS Cruciform [3]

1:1.06
1:1.06
1:1.05
1:1.05

FP DS Cruciform [3]

1:1.09
1:1.09
1:1.08
1:1.08

FP DS Butt joint [103]

1:1.43
1:1.32
1:1.26
1:1.26

FP DS Butt joint [103]

1:1.32
1:1.30
1:1.31
1:1.30

PP DS Long. attach [147] (A)

1:1.21
1:1.18
1:1.10
1:1.10

PP DS Long. attach [147] (B)

1:1.20
1:1.19
1:1.16
1:1.16

FP SS Butt joint [148]

1:1.28
1:1.27
1:1.16
1:1.16

FP DS Cruciform (DMO)

1:1.05
1:1.05
1:1.05
1:1.05
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Table 7.7: Expected values of the fatigue life ratio for the VA fatigue database. Yellow boxes indicate a deviation of 5 to 10% from the ideal
mean of 1.00, orange is 10% and above.

Specimen Rayleigh up Rayleigh down BROAD64 PMMOD64 Linear Log-Linear

PP DS Cruciform [63]

0.92
0.92
1.00
0.96

PP DS Long. attach [3]

0.97
0.99
1.00
0.97

FP DS Cruciform [3]

0.91
0.93
1.10
1.00

FP DS Cruciform [3]

0.91
0.94
1.10
1.00

FP DS Butt joint [103]

1.20
0.85
1.00
0.95

FP DS Butt joint [103]

1.00
1.00
1.10
1.10

PP DS Long. attach [147] (A)

1.10
1.10
1.10
1.00

PP DS Long. attach [147] (B)

1.10
1.10
1.10
1.00

FP SS Butt joint [148]

0.94
0.91
1.00
0.92

FP DS Cruciform (DMO)

0.98
0.94
1.00
0.96
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7.4.4.6. Optimisation per dataset
Further analysis is done to assess the optimal θV A configuration per dataset. The results are listed in table 7.8.

Table 7.8: Optimal θV A configuration per dataset

Nr. Dataset µD σD ζ n specimens

1 PP DS Cruciform Rayleigh [63] 3.43 0.22 7.18 10
2 PP DS Long. attach. BROAD64 [3] 4.43 0.07 6.07 16
3 FP DS Cruciform BROAD64 [3] 1.92 0.16 8.99 12
4 FP DS Cruciform PMMOD64 [3] 1.60 0.18 8.41 10
5 FP DS Butt joint Rayleigh down [103] 2.27 0.19 9.60 7
6 FP DS Butt joint Rayleigh up [103] 2.42 0.10 9.47 4
7 PP DS Long. attach. A Linear [147] 0.95 0.36 9.78 10
8 PP DS Long. attach. B Linear [147] 1.31 0.20 8.76 6
9 FP SS Butt joint Log-Linear [148] 2.91 0.11 7.75 18
10 FP DS Cruciform Rayleigh mod. DMO 4.97 0.05 0.19 4

The plots of the CA and VA scatterband and predicted versus experimental fatigue lives, considering the set-
specific θV A configurations, are presented in appendix G. Almost all sets provide a good overlap between the
CA and VA scatterbands, despite the limited amount of specimens in some datasets. Two sets (number 2 and
6) provide non-symmetrical results, and are presented and discussed in more detail here. Both sets tend to
the unconservative side (the fatigue life is over-predicted, yielding an under-predicted equivalent stress level).

Dataset 10, the FP DS Cruciform joints subject to a modified Rayleigh spectrum, can not be used to judge the
quality of the optimal values. This is because this datasets contains only four points, all tested at the same
spectrum. Therefore, the only conclusion that can be drawn on the basis of this set is that is overlaps with the
CA scatterband and VA scatterband of the other datasets (see figure 7.29).

Figure 7.33: Comparison of CA and VA scatterband of the PP
DS Longitudinal attachments, subject to the BROAD64 spectrum
from Agerskov et al. (set 2)

Figure 7.34: Comparison of CA and VA scatterband of the FP DS
Butt joints, subject to the Rayleigh up load from Ota et al. (set 6)

Dataset 2
Figure 7.33, and corresponding figure 7.35 show that the fatigue life of the PP DS HS type A specimens from
Agerskov et al. tend to the unconservative (i.e. overpredicted fatigue life) side. This is not an indication of
a poorly converged solution, but of a dis-balance between the GRFL-curve and the CA specimens from the
report [3]. Figure 6.14 shows that the CA specimens are on the higher side of the CA scatterband, indicat-
ing a better experimental fatigue strength than predicted by the generalised curve. To compensate for this
difference the algorithm finds a relatively high value for µD . Besides that, this configuration aligns very well
with the GRFL-curve in figure 7.33 in the higher strength region, this enables this configuration to pose the
maximum likelihood.

Dataset 6
In part, the same reasoning holds for figure 7.34 and corresponding figure 7.36: the attained configuration of
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Figure 7.35: Comparison of predicted and experimental fatigue
lives of the PP DS Longitudinal attachments, subject to the
BROAD64 spectrum from Agerskov et al. (set 2)

Figure 7.36: Comparison of predicted and experimental fatigue
lives of the FP DS Butt joints, subject to the Rayleigh up load from
Ota et al. (set 6)

θV A provides a good fit with the specimens that are subject to an occasional peak stress. This is because these
two specimens are close together. It should be noted that the amount of specimens on which the inference
is performed is limited to only four. Of these four, two are considered as outliers, see figure 7.37. The differ-
ence between the outliers and the two datapoints that overlap with the CA scatterband is that the latter are
subject to a peak load of 441 MPa every 5e5 cycles. Therefore, what these results show is the influence of the
residual stress relief on the fatigue life. It is debatable whether the two specimens 01 and 02 are part of the
research scope, as the subject of this work is "(random) variable amplitude loading". All other specimens are
subject to a spectrum of which the bins are not predefined, allowing an occasional peak stress in the right-tail
of the spectrum. The 01 and 02 specimens from figure 7.37 only exceed the initial fatigue limit in 6.2% of
the cycles and have a maximum stress range to endure of respectively 296.8 and 255.4 MPa. The material as
tested has a yield strength of 490 MPa. Assuming that the welding-induced residual stress levels are close to
the yield strength, the maximum cycles will not significantly relief the residual stress levels. This explains the
lower experimental fatigue lives of these specimens. However, despite the outliers, it complies well with the
other mid-high stress dominated spectra. This is a coincidence as the optimum is strongly affected by the
two peak-stress loaded specimen.

A high peak load has a different effect on the experimental and predicted fatigue lives. For the fatigue life
prediction it is assumed that the material has constant properties (that is, when not considering continuum
damage mechanics). The effect of the peak loads will thus not affect the damage rate via the specimen prop-
erties in the manner that it does for the experiments. The effect of the peak loads is limited to the damage
that is attributed to the one cycle with a high stress range.

Trends in optimum configurations
To distinguish trends in the optimum configurations per dataset, the datasets are combined in two groups:
predominantly subject to 1) mid-to-high stress ranges [Rayleigh, Broad-band and the inverse Log-Linear
spectra] and 2) low stress ranges [Linear and Pierson-Moskowitz]. Dataset 2 and 10 are excluded from this
analysis because respectively the optimum is tarnished (see figure 7.33) and the dataset is only for 1 equiv-
alent stress level and four datapoints. The weighted means of the optimal values are presented in table 7.9,
and visualised in figure 7.38. This shows that there is a more distinct difference in the formulation of the dis-
tributed critical damage than in the ζ exponent.
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Figure 7.37: The datapoints that are labeled with an "s" are subject to a peak stress of 441 MPa every 50 blocks (= 5e5 cycles) as is indicated
for the 01 sequence in the top-right corner of the figure. The bottom-left corner of the figure contains respectively the 01 and 02 sequence
blocks.

Table 7.9: Weighted means of the three θV A parameters, separated by the dominant stress range level of the spectra. The labels ’Mid-
High’ and ’Low’ indicate the interpretation of the stress range level of the majority of the cycles in the spectrum.

Datasets µD σD ζ

Mid-High stress dominated: (1,3,5,6,9) 2.65 0.16 8.31
variation +0.78, -0.74 +0.07, -0.06 +1.28, -1.14

Low stress dominated: (4,7,8) 1.28 0.26 9.02
variation +0.32, -0.33 +0.11, -0.07 +0.76, -0.61

Figure 7.38: Bargraph containing the mean and error-bars of the optimal three θV A parameters, separated by the dominant stress range
level of the spectra. The labels ’Mid-High’ and ’Low’ indicate the interpretation of the stress range level of the majority of the cycles in
the spectrum.
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The distinct difference in critical damage distributions is attributed to the nature of the spectra: as is observed
in figure 7.25 (capturing the ENSC in combination with the LDAM with a critical damage value of 1), the fa-
tigue life of the mid-to-high-spectra are typically under-predicted. For the low-stress range spectra the life
is typically over-predicted by the ENSC-LDAM model. This is due to the limited extend to which the LDAM
accounts for the influence of low stress cycles. It is assumed that the model is in general under-estimating
the fatigue life, whereas this effect is counteracted by low stress range cycles. Due to the limitations of the
LDAM the damaging effect of those cycles is underestimated, yielding an over-predicted fatigue life for speci-
mens that are predominantly subject to low stress cycles. The NLDAM uses statistical inference to determine
the critical damage. This means that the respective over- and underprediction of the fatigue life will be cor-
rected for, per dataset. This trend is indeed observed: yielding the higher critical damage for the previously
under-estimated fatigue lives of specimens subject to mid-to-high-stress spectra than for the low stress range
spectra.

For all spectra the ζ exponent is strongly deviating from the value of zero, as used in the LDAM (see figure
4.13). This indicates that the fatigue limit has a limited validity when applying a VA load, for these specimens.
The difference between the exponent ζ for both spectrum types (mid-high and low) is not very clear, but
is typically higher for spectra that are dominated by low stress ranges. This indicates that the influence of
lower stress cycles is higher for the low-stress dominated spectra, which is in line with expectations. It should
be noted that this weighted mean is only for illustration purposes, to find truly generic values, the datasets
should be combined as listed in table 7.9 and collectively optimised.

7.5. Model interpretation
The NLDAM optimisation has, in the plot where the experimental and predicted fatigue lives are compared,
two degrees of freedom: linear translation and rotation. The translation is obtained from the critical damage
distribution and the rotation from the ζ exponent. The ζ exponent has the highest influence on the speci-
mens subject to lower stress-ranges, hence the translation in the diagram. All optimisation results show that,
in relation to the LDAM (µD = ln(1) = 0,σD = 0,ζ= 0), all three parameters are increased. The LDAM configu-
ration yields an expected damage of 1, whereas the combined optimisation (table 7.4) has an expected value
of 2.10. A comparison between figure and 7.28 shows that this has a beneficial influence on the fatigue lives
of the highly-loaded specimens in the MCF range: these specimens shift to the right in the diagram, closer to
the diagonal. On the other hand, from approximately Se,eq = 150 and below (i.e. N = 4e6 and up), the fatigue
life is reduced instead of increased. This is the effect that the ζ exponent has on these HCF range specimens.

PHYSICAL INTERPRETATION
The physical interpretation of the model parameters in the NLDAM yields:

Dcrit The critical damage value is expressed as a LogNormal distribution (= LogNormal(µD ,σD )). This
captures the stochastic nature of the fatigue life, which is in part due to the phenomenological fatigue
life scatter, and enables a probabilistic instead of deterministic calculation of the fatigue life.

ζ The exponent ζ originates from the fracture mechanics formulation of the stress intensity factor,
which is used to derive the relation between the initial and current fatigue limit ∆σ0 and ∆σth . It
captures the non-linear nature of the fatigue crack growth rate d a/dn, as is given in the Forman-
Mettu relation. The use of this exponent assumes a valid crack-growth analogy for the total fatigue
life and hereby neglects the crack initiation phase.

The observation that the parameters of the LDAM and optimised for the NLDAM, see table 7.10, strongly
diverge indicates that the LDAM is not a good fit for all considered datasets. The high value of ζ indicates that
the fatigue limit is of limited value when considering a VA load, for these specimens.
To assess the quality of the optimal values, and their physical meaning, a detailed analysis is performed on
the results from Leonetti et al. and from the previous section for the dataset by Klippstein and Schilling. That
is, a comparison is made between the optimum θV A for two analyses:

1. The 38-specimen based GRFL for the NSC as inferred by Leonetti et al., translated to ENSC-level by
means of the SCF’s.

2. The 1806-specimen based GRFL for the ENSC as originally inferred by Qin et al. (the values here are
divergent from the solution in [112] as the stress range in contrary to amplitude is used).
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Table 7.10: Comparing the expected damage value for the LDAM and of the optimised θV A set for the NLDAM

Parameter LDAM Optimised with the NLDAM

µD 1 1.95
ln(µD ) 0 0.67
σD 0 0.39
E [D] = exp

(
ln(µD )+σ2

D /2
)

1 2.10

To enable a comparison between the optimal θV A according to Leonetti et al. and the more generalised anal-
ysis in this chapter, the ENSC GRFL is adopted for the generalised analysis. This generalised curve is based
on 1806 datapoints, whereas the analysis by Leonetti et al. is based on 38 points. The NSC-equivalent GRFL-
curve is obtained by dividing the ENSC-based curve by the SCF (Ks ·Ke ). It should be noted that this is not
the typical manner to assess the NSC fatigue life. However, because this analysis is based on the mean curves
and the ENSC is generalised, this evaluation is valid and sound. Table 7.11 provides the optimal configuration
of θV A according to both analyses. A first glance shows a significant difference in all three parameters. Table
7.12 contains the considered GRFL parameters.

Table 7.11: NSC and ENSC results for the cruciform samples from [63]

Parameter NSC [75] (2020) ENSC (2021)

µD 1.61 3.43
σD 0.23 0.22
ζ 1.14 7.18

L 6.96 8.09

The NSC results from Leonetti et al. are based on the CA GRFL-curve, fitted to 29 failures and 9 run-outs
as reported by Klippstein and Schilling. Figure 7.29 shows, however, that the estimated fatigue life from the
generic model (fitted to the 1806 datapoints from [112]) is conservative for this dataset. This is related to
the CA GRFL-curve differences. Figure 7.39 presents the NSC curves for the 38 points from Klippstein and
Schilling, as well as the NSC equivalent of the mean curve of the ENSC assessment of 1806 CA fatigue tests as
done by Qin et al.. It should be noted that it is not in line with expectations that the NSC analysis is less con-
servative than the ENSC analysis: this is in this case attributed to the (non)-generic nature of the datapoints
on which the GRFL-curve is inferred.

Table 7.12: Comparing the optimal six parameters of the GRFL based on stress ranges for both the 38 CA specimens from Klippstein and
Schilling as used by Leonetti et al. and for the 1806 specimens as collected by Qin et al..

Param. Leonetti Param. Qin NSC, n = 38 [63, 75] ENSC, n = 1806 [112]

β0 logC 14.8 12.99
β1 −m -3.99 -3.03
σ σ 7.33e-2 0.19
µv S∞(µ) 2.10 1.89
σv S∞(σ) 3.83e-2 0.35
p ρS∞ 0.44 0.65

Table 7.13 provides the numerical analysis of figure 7.39.
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Figure 7.39: The ENSC is multiplied with (1/1.39) (= 1/(Ks ·Ke )) to represent the NSC level. The horizontal lines indicate the three
equivalent stress levels at which the specimens are tested, according to the inference on the 38 CA specimens. The figure shows the
conservative nature of the estimate with the generalised ENSC curve for these specimens.

Table 7.13: Comparing the NSC- and ENSC-based fatigue life predictions. The values of Npr ed correspond to the intersections of the
horizontal lines and S-N curves in figure 7.39. The ratio is equal to Npr ed (NSC)/Npr ed (ENSC). The expected value of the critical damage
is equal to 1.57 (the expected value of the critical damage in the NSC assessment according to Leonetti et al.) times the ratio.

S{n}eq n specimens Npr ed (NSC) Npr ed (ENSC) Ratio E [Dcrit]

209 1 8.20e5 5.63e5 1.46 2.29
176 5 1.67e6 9.01e5 1.86 2.92
133 4 5.31e6 1.66e6 3.20 5.03

The weighted average of expected value of the critical damage, for the corrected optimal configuration of the
NSC-based analysis, yields 3.31. The expected value of the optimal configuration of the generalised ENSC-
based analysis (right column in table 7.11) yields 3.51. This allows to conclude that the shift in the mean of
the critical damage can, at least to a significant extent, be attributed to the difference in conservatism in the
parameters that are used to infer the GRFL curves. However, the effect of the fatigue life reduction due to a
higher ζ exponent is not yet accounted for in this comparison. The expected value of the critical damage is
given as:

E [Dcrit] = exp(µD +σ2
D /2) (7.21)

With regards to the increase in the ζ parameter, see table 7.11, this is both attributed to the difference in
fatigue limit level and the correction for the linear increase in critical damage. An increased ζ value yields a
lower equivalent fatigue limit, and thus a reduced fatigue life for specimens that are subject to cycles below
the (initial) fatigue limit. In turn, a reduced predicted fatigue life corresponds to a higher equivalent stress
level.

• Difference in fatigue limit For the GRFL parameters based on the 38 samples from Klippstein and
Schilling 38.5% of the cycles are below the initial fatigue limit of 125.9 MPa. For the ENSC equivalent
formulation based on the 1806 specimens as combined by Qin et al., only 8.86% is below the initial
fatigue limit of 55.8 MPa. This means that the formulation based on the 38 samples is more sensitive
to the ζ parameter: a smaller increase yields the same fatigue life reduction. To correct for that the
ENSC-bases assessment has to significantly increase the ζ to reduce the fatigue lives in the lower stress
region: this in part explains the increase from ζ= 1.14 to 7.18.

• Linear correction for log-linear relation An increase in the expected value of the critical damage yields
a linear increase of the predicted fatigue lives of all specimens. However, the algorithm maximises the
likelihood on the basis of the log of the fatigue life. That means that a linear increase in the fatigue
life has to rate a larger influence on the log-life of the specimens subject to a lower equivalent stress
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level. These specimens are also more sensitive to the ζ parameter, as for a lower equivalent stress level
a larger part of the cycles is below the initial fatigue limit. To correct for this effect the algorithm finds a
higher value for ζ.

To link the above statements to figure 7.39, an increased ζ parameter tilts the corrected ENSC curve (red)
counter-clockwise: yielding an improved fit with the NSC curve (yellow). This explains the increase in the ζ
parameter when using the generalised ENSC curve (corrected to NSC level) instead of the NSC curve based
on 38 datapoints.

The last parameter that is different in both analyses is the standard deviation of the critical damage, σD .
This parameter has reduced when using the generalised ENSC formulation. This parameter connects the for-
mulation of the LogNormal mean and standard deviation with the expected value of the critical damage as
presented in equation (7.21). This means that the parameter is only driven by the shape of the LogNormal
distribution: considering the fact that all parameters are fitted on the log-scale, the increase in the parameter
µD is accompanied by a decrease in the standard deviation σD . This is because the log-scale provides to a
larger extent the logarithmic nature of the formulation, which reduces the optimal standard deviation of the
Log-Normal critical damage in this domain.

To conclude, the differences between the two optima are predominantly attributed to differences in the GRFL
formulation and the datasets that are used for the inference.

7.6. Concluding remarks
In this section the three model variations on the fatigue life prediction with the HSSSC and LDAM are consid-
ered. Table 7.14 presents the summary of the results per model. It is observed that the inclusion of the cycle-
by-cycle mean stress correction reduces the scatter index, but only slightly increases the (log-)likelihood. A
significant improvement is found when using the ENSC in combination with the LDAM: both the scatter
index and the (log-)likelihood improve. The (log-)likelihood increases by 66%. It is observed that the fit im-
proves even further when using the ENSC in combination with the NLDAM. The (log-)likelihood increases by
37%. These before-mentioned results are for a generalisation of all datapoints. When maximising the likeli-
hood per dataset it is observed that different configurations of the θV A are optimal for low and mid-to-high
stress dominated spectra. This finding is attributed to the fracture-mechanics nature of the damage accu-
mulation model. A fracture-mechanics model assumes that the crack initiation phase is already consumed
by the surface roughness as a result of the welding process. However, for specimens that are predominantly
subject to low stress range cycles the crack initiation phase can not be neglected. This means that, when sep-
arating the low and mid-to-high stress range dominated spectra, the improved parameters in table 7.14 will
be even better for the ENSC-NLDAM combination.

Table 7.14: Summarising research results. n is the number of parameters as used by the model.

Model
∑

log(L) n AIC Scatter index
HSSSC-LDAM 22.2 0 -44.5 1:1.28
HSSSC-LDAM (mean stress corrected) 22.5 0 -45.0 1:1.22
ENSC-LDAM 37.3 6 -62.6 1:1.16
ENSC-NLDAM (optimised) 52.2 9 -86.3 1:1.13
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8
Evaluation

The conclusions are drawn, based on the answer to the sub-questions that were posed in section 2.4. After
this, the hypothesis are revisited and either rejected or accepted. The answers to the sub-questions and the
research question are:

1) What is the validity of the S-N curves generated with the samples that are used in Commercial Fatigue
codes for the naval-specific detail?

This question is answered in section 6.3. By comparing the tested fatigue results, as analysed with the NSC
and HSSSC, as described by DNV-GL [27], to the class S-N curves the answer to this question is that no signifi-
cant deviation is observed. However, due to a limited domain of the not-preloaded specimens (the preloaded
specimens are not used to draw conclusions as the resulting reduction of the residual stresses was unknown
for these specimens), the conclusion is that the considered dataset does not indicate a significant deviation
in fatigue resistance compared to the class S-N curves.

2) Which fatigue damage criterion from literature provides the most suitable balance between accuracy and
cost?

This question is answered in chapter 3. The Effective Notch Stress Concept (ENSC) is selected as it is on a
scale of increasing complexity and effort the first fatigue damage criterion that uses only one S-N curve for all
details and has a scatter index only 3.5% below that of the Total Stress Concept (TSC) (more complexity and
effort required, also one S-N curve). Also, as the ENSC allows the analytical stress-averaging approach, the
calculation is significantly less expensive than for the HSSSC, which requires an FE model.

3) What is the validity of the LDAM for random VA loads when using the HSSSC?

This is answered in section 7.4.1. It quantifies the answer by dividing the log10 of the experimental and cal-
culated fatigue lives, and assessing the scatter in this ratio. The scatter index (90% over 10% bound) for this
base-case is 1:1.28 with a LogLikelihood of 22.2 (AIC = -45.0) and the histogram of the ratio’s shows two peaks:
one corresponding to the specimens of which the fatigue life estimate is conservative (typically the HS type
C specimens) and one corresponding to the specimens of which the fatigue life estimate is unconservative
(typically the HS type A and B specimens). This difference in fit is attributed to the limited extend to which
the HSSSC accounts for the local nature of the HS type A and B stress concentrations.

4) What is the validity of the LDAM for random VA loads when incorporating more local information into
the fatigue assessment (ENSC)?

This is answered in section 7.4.3. As was done to answer subquestion 3, the ratio of the log10 of the experi-
mental and calculated fatigue life is used to quantify the outcome. The scatter index is reduced to 1:1.16 with
a LogLikelihood of 37.3 (AIC = -62.6). The ratio histogram shows one peak around a ratio of 1, compared to
the two peaks for the HSSSC case. This confirms the expected effect of the ENSC, which accounts for the local
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effects of each hotspot, and hereby reduced the difference between HS type A, B and C fatigue life estimates.
The scatter that is left is attributed to the fullness of the spectrum, and the amount of low stress range cycles
in the sequence. Low stress range cycles below the fatigue limit do not add to the accumulated damage, ac-
cording to the LDAM by Palmgren and Miner.

5) What are feasible alternatives for the LDAM?

This question is answered in chapter 4. Of the 30 studied models the Double Linear Damage Theory (DLDT)
by Manson and Halford [87] and the Non-linear Damage Accumulation Model (NLDAM) by Leonetti et al. [75]
are selected based on a consideration of the required non-linear nature and proven validity for stochastic VA
load histories.

6) If possible, how can the selected alternatives from Q5 be improved?

This question is answered in chapter 5, and more specifically in section 5.3. The quality of the two selected
alternatives for the LDAM are both a function of the implicit conservatism of the fatigue damage criterion
and respective fatigue resistance curve. By including more local information in the fatigue damage criterion
(i.e. use the ENSC instead of the HSSSC), accounting for the local (idealised) geometry of the welded detail,
the implicit scatter is reduced (see [111]). By reducing the scatter, the 97.7% probability of survival and 75%
confidence curve (P97.7C75) is closer to the mean: hence less conservative.

Secondly, both the Double Linear Damage Theory (DLDT) by Manson and Halford [87] and the Non-linear
Damage Accumulation Model (NLDAM) by Leonetti et al. [75] use fitted parameters to define the fatigue
damage accumulation behaviour. The DLDT typically uses fixed values for the y1 and y2 parameters: a MLE
of these parameters based on the compiled VA database will provide the assessment of the quality of these
typical parameters. This provides an improvement with respect to the implementations of the DLDT as are
known in literature [57, 87].

7) What combination of State-of-the-Art Fatigue damage criteria and damage accumulation models has
the largest potential?

The model by Manson and Halford poses a bi-linear damage accumulation model, whereas the one by Leonetti
et al. is fully non-linear. Secondly, the model by Leonetti et al. is the only reported model that accounts for
the stochastic nature of both the CA fatigue limit and the VA critical damage.

8) What is the improvement of the novel selected combination from Q7 compared to the use of the HSSSC
with the LDAM?

This question is answered in section 7.4.4. The ratio of the log10 of the experimental and calculated fatigue
life is used to quantify the outcome. The scatter index is reduced to 1:1.13, compared to 1:1.28 for the HSSSC
with the LDAM. The Log-Likelihood is increased from 22.2 to 52.2, with a related AIC of -44.5 to -86.3. Both
conclude to significant improvements.

9) What is the effect of the spectrum type on the validity of the fatigue life prediction, using the novel selected
combination from Q7?

This question is answered in section 7.4.4.4. The use of the NLDAM, compared to the LDAM does reduce
the differences between the quality of the fatigue life predictions for specimens subject to different spectra.
However, the optimisation of each dataset separately, and the analysis of the optimal configurations of θV A

shows a difference in configuration for broad spectra (mid-to-high stress dominated) and slim spectra (low
stress dominated). This difference is attributed to the assumptions in the NLDAM. The NLDAM is a damage
accumulation model in the fracture mechanics domain. It is therefore not able to capture the crack initiation
sufficiently, which is reflected by the deviating results for low stress range spectra. For these spectra it is
observed that the optimal configuration tends to the LDAM with an S-N curve that does not have a fatigue
limit.
With the exception of the two block-loaded specimens from Ota et al., which are attributed to the absence of
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residual stress relief, all VA datapoints overlap with the CA scatterband.
10) What is the effect of the mean stress on the validity of the fatigue life prediction, using the novel selected
combination from Q7?

As was shown in the comparison between the HSSSC-LDAM assessment with and without the cycle-by-cycle
mean stress correction (figures 7.19 and 7.22), the difference between datasets with high and low (mean) rl r

levels is negligible upon implementing the Walker mean stress correction. The implementation of the ENSC
and NLDAM does not influence the nature of the mean stress correction. The conclusion is thus that the
mean stress effect is accounted for in the proposed fatigue life prediction procedure.

The limitation of this conclusion is posed by two significant out-lyers: specimens tested at load histories that
cycle down from a stress level close to the yield, and specimens tested at load histories that do not exceed
the initial fatigue limit. The first out-lyer is attributed to the effect of residual stress relief at high stress levels,
whereas the second has no residual stress relief in the fatigue life at all (in contrary to specimens tested for
random spectrum loads with occasional high stress range cycles that relieve the residual stresses to some
extent). The experimental fatigue lives of the first case are higher than predicted, whereas for the second case
they are lower than predicted.

8.1. Conclusions
The conclusions of this research are formulated with respect to the research question and the hypotheses
from section 5.2.

RESEARCH QUESTION

How can State-of-the-Art fatigue damage criteria and fatigue damage accumulation models be applied,
combined, and updated, to provide a balance between accuracy and complexity whilst reducing the

uncertainty of the fatigue assessment methods as currently presented in design codes?

A combination of the research efforts in the domain of fatigue damage criteria and damage accumulation
models provides a significant reduction of the scatter in the fatigue life. Scatter is translated to conservatism
by the use of the lower prediction (95% / 97.7%) bound as a design curve. The State-of-the-Art ENSC is com-
bined with the NLDAM for the best result. The findings are summarised and linked to the four hypotheses:

• There is no reason to assume that the welded details as produced by order of DMO have a quality that
deviates significantly from those in scientific literature.

• The experimental fatigue life of the specimens as tested by DMO is better than what is estimated by the
HSSSC as prescribed by DNV-GL. This is not attributed to the weld quality, but to two other sources:

– The DNV-GL D curve [27] is used for all structural details: LC and NLC. IIW [54] on the other hand
recommends a FAT100 for NLC details and a FAT90 for LC details. The benefit of the NLC detail as
tested by DMO is thus not used when only considering the DNV-GL D curve.

– The assessment method by DNV-GL does not account for differences (and potential benefits) in
the loading and response ratio rl r . To pose a conservative fatigue life estimate the D curve is pro-
posed at a rl r level of 0.5. If the cycle is partially compressive the fatigue life is typically improved,
which poses an unused benefit: the DMO specimens were tested at rl r levels of 0.1 and 0.3. The
Walker mean stress correction is proposed to account for the difference in loading and response
ratio.

Considering that the mean of the LogNormal distribution in figure 7.20 and 7.23 is both 1, at a critical
damage of 1, a critical damage or 0.75 provides a conservative analysis. This finding confirms part of
the first hypothesis: Accepted: "H1. The current approach of DMO, to use the HSSSC in combination
with the LDAM with Dcrit = 0.75, provides a conservative fatigue life prediction." The use of Dcrit =
0.75 instead of 1 adds to the conservatism, as is confirmed by the distribution of the fatigue ratio scatter,
which has a mean of 1 for both a Normal and a LogNormal distribution when using Dcrit = 1. Depending
on the HS type, however, the estimate is conservative oe unconservative. On average, the fatigue life
with Dcrit = 1 is suitable and any reduction1 would incorporate conservatism.

1With the exception of reductions related to external factors like slamming.
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• In combination with the LDAM the ENSC provides a less scattered fatigue life estimate, on which the
influence of the HS type is negligible. When using the P97.7C75 bound, the fatigue life estimate will be
less conservative than for the HSSSC. This is reflected by the reduction of the scatter index from 1:1.28
to 1:1.16 and is in line with the research findings in [23].
As the estimation of the fatigue life for both models is a function of the mean S-N curve parameters
and the respective scatter, this finding confirms the second hypothesis: Accepted: "H2. The model as
postulated by Leonetti et al. and the LDAM improve when incorporating more local information in
the fatigue damage criterion."

• The use of the NLDAM by Leonetti et al. poses an improved fatigue life estimate compared to both the
ENSC and HSSSC in combination with the LDAM. The allows the acceptation of the last two hypothe-
ses: Accepted: "H3: The model by Leonetti et al. in combination with the ENSC provides a better
prediction of the fatigue life than the model by Miner, Palmgren in combination with the ENSC."
and Accepted: "H4: The model by Leonetti et al. in combination with the ENSC provides a better
prediction of the fatigue life than the model by Miner, Palmgren in combination with the HSSSC."

The goal of this thesis (see the box below) is therefore considered to be met.

GOAL

1) To deliver recommendation for the fatigue assessment method, fit for naval applications, based on
State-of-the-Art fatigue work on VA damage accumulation and fatigue damage criteria, to reduce the

conservatism of the fatigue assessment.
and

2) To validate the recommended method against experimental data and to compare the novel model to the
current assessment method.

The research was to be called successful if the implementation of a State-of-the-Art fatigue assessment method
(for which either the fatigue assessment concept, a damage accumulation model, or both is/are used) has
proven to provide a less conservative and at least equally accurate estimate of the fatigue life, compared to
the current practise. The scatter has reduced from a scatter index of the fatigue life from 1:1.28 to 1:1.13
- providing a more accurate, and less conservative 97.7 or 95% lower prediction bound. The accuracy has
improved from a LogLikelihood of 22.2 to 52.2. This LogLikelihood increase supports the claim of reduced
scatter. The research is concluded to be successful.

8.2. Discussion
The research results as are presented in chapter 7 provide a promising analysis of the ENSC as a method to
reduce the scatter due to different hot spot types, and the NLDAM as a mean to reduce the scatter due to
different spectrum shapes.

To reflect on the results, the conclusions are compared to the research results of others. Revisiting the find-
ings from section 4.2.2, Gurney [46] shows that narrow banded loads consistently provide longer fatigue lives,
compared to broad banded load spectra. This means that an inferred value of the critical damage can be
lower. Secondly, Ibsø and Agerskov [56] proposed a relation between the irregularity factor and the critical
damage (Dcrit = 2I −1. This irregularity factor (number of positive zero crossings divided over the amount of
cycles) is reported to be {0.745, 0.817, 0.987} for {broad banded, Pierson-Moskowitz, narrow banded} spec-
tra; indicating a trend of a higher irregularity factor I for low-stress dominated spectra. This higher I yields
a higher experimental Dcrit, substantiating again that an inferred value of the critical damage can be lower.
Both statements [46, 56] are in line with the results from section 7.4.4.6, where the low-stress dominated
spectra have lower inferred critical damage values than the mid-to-high-stress dominated spectra. The na-
ture of the NLDAM allows to reduce, but not remove, the differences between spectrum types by means of
the ζ value. This is linked to the nature of the derivation that lies at the basis of the NLDAM. This deriva-
tion assumes that a fracture mechanics approach is valid for the fatigue life prediction. However, for spectra
that are governed by low-amplitude stresses the crack initiation is more scattered. Schijve explains this as:
"Although surface damage can accelerate crack initiation, the high stress amplitude cycles can also generate
crack nuclei early in the fatigue life, and the assistance of surface damage is less important for the initiation
process. However, if the design life is large in numbers of cycles, the significance of adverse surface effects should
be recognised. The high sensitivity for surface effects at low stress amplitudes and the relatively low sensitivity
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for surface effects at high stress amplitudes can lead to more scatter of the fatigue life at low amplitudes and
less scatter at high amplitudes." [121]. This citation explains that for low-stress amplitudes spectra the crack
initiation is more dominant than high-stress amplitude spectra: making the derivation of Hirt and Kunz and
Leonetti et al. less valid for the low-stress range governed spectra.

The minimum (phenomenological) amount of scatter in the fatigue data can be attributed to differences in
weld quality (e.g. undercuts, incomplete penetration, etc.), failure criteria (what crack length is deemed long
enough to terminate the experiment) and process-induced residual stress levels. When considering the ENSC
in combination with the NLDAM there is also some scatter related to the spectrum type: within the CA scat-
terband, the VA data of the spectra that are dominated by low stress range cycles are on the non-conservative
side, whereas the wide spectra that are dominated by mid- to high- stress range cycles are on the conservative
side. The observed scatter reduction from 1:1.16 to 1:1.13 proves that the use of the NLDAM does improve
the data fit, but is not sufficient to remove all spectrum-induced scatter.

The analysis of the "out-lyers" as presented in figure 7.31 showed that the specimens that are subject to a load
that is cycling up from a stress level of zero, without occasional peak stresses, exceed the CA scatterband. This
is attributed to the -absence of- relief of the process-induced residual stresses. Unfortunately these stresses
are not always reported in literature, and hard to quantify in practise. In a laboratory the use of strain-gauges
during the production of the specimens allows to quantify the residual stresses at the notch, but this is too
expensive and not practical to apply to all (types of) welds in a frigate.

The research question contains the line "to provide a balance between accuracy and complexity". This balance
should be considered by the engineer or rule-maker, and might differ depending on the considered fatigue
prediction problem. To assess a total vessel it can be beneficial to apply the ENSC in combination with the
LDAM, this might already provide a sufficient fatigue life prediction. When the fatigue life is very critical, the
accuracy is of greater importance and the used can opt for the ENSC in combination with the NLDAM, as is
concluded in this thesis.

Lastly, the assessment has some limitations, being:

• The VA fatigue database has only one dataset, of 6 specimens, of HS type B. By incorporating at least
one set of HS type B, the effect of this is limited. The comparison of the HSSSC and ENSC, both with
the LDAM, has shown that the ENSC sufficiently accounts for the differences between several HS types.

• The databases from [3] are tested for the PMMOD64 and BROAD64 wave spectra. This implicitly as-
sumes, wrongfully, a constant RAO of 1 over the full frequency domain. However, the analysis of the
VA database with the NLDAM has shown that the θV A parameters can be generalised for all considered
spectra.

• The optimisation might not be fully converged, due to limitations in the available computational power.
The nature of the design space and resulting objective surface however guarantees that the attained op-
timum is in close proximity of the global optimum. The global optimum can be obtained by increasing
the amount of MC samples to 105, and by prolongation of the assessed time traces.

8.3. Recommendations
Following the finding of a separation between mid-to-high and low stress dominated spectra, the first recom-
mendation is to work on a damage accumulation model that accounts for the differences in crack initiation
and crack propagation that lead to the observed differences between low-stress and mid-to-high-stress dom-
inated spectra. As was explained in the previous section, the NLDAM is a fracture-mechanics based model.
That means that the model models crack propagation, but not crack initiation. When welded joints are con-
sidered it can be assumed that the crack initiation phase is already consumed by the surface defects from
the welding process. However, the research findings indicate that this assumption is of limited validity for
low-stress range dominated spectra. The recommendation is to assess the combination of the Total Stress
Concept (TSC) in combination with the LDAM, considering the TSC combines the crack initiation and crack
propagation stage in the fatigue damage criterion. This recommendation is in line with the indicated trend
in [19] where fatigue damage criteria developments can develop in the direction of complete strength, total
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life and multi-scale. The results of this thesis indicate that the total life development is of value for the fa-
tigue life prediction under VA loading histories. However, this does not improve the validity of the damage
accumulation model internally, only of the combination between the fatigue damage criterion and damage
accumulation model.

The second recommendation is to also, next to the NLDAM by Leonetti et al., analyse the respective benefits
of the DLDT by Manson and Halford. This model accumulates the fatigue damage in a bi-linear manner, and
is deemed to be less complex to analyse and to implement than the NLDAM. However, this model would need
a validation of the respective parameters y1 and y2.

Thirdly, it is recommended to expand and use the compiled VA database for future assessments of fatigue life
prediction models, subject to (random) VA loads. The author did not find such a database in literature. Ex-
panding the database should at first be done with the datasets from Kahl et al. [61] and Rörup and Petershagen
[118]. Considering that for both datasets not all data is contained in the articles ([61] presents the results only
in figures, and [118] provides limited information with regards to the cycle-by-cycle mean stresses), a further
assessment and correspondence with the authors is required for a sound analysis. The time constraint on
this thesis has lead these datasets to be excluded from the presented analyse. Upon including the datasets
from [61, 118], the database should be expanded with novel experiments (when conducted), complying with
the measured operational profiles of vessels and the respective load spectra (rainflow spectra, including the
mean stress). It should be noted that the database expansion might also slightly influence the MLE’s of the
θV A parameters in the NLDAM: the optimisation should be performed again.

This thesis has reviewed and showed the beneficial effect of relieved residual stresses (see [103] and chapter
7) due to overloads. To make use of this beneficial effect, the critical details in a vessel can be subject to a
post-weld treatment. One example is laser shock peening, which imposes large compressive stresses on the
structure. If used correctly this relieves the process-induced tensile residual stress at the notch. A recom-
mendation is to look into the mechanisms of this method to assess how it should be applied. After that it
should be assessed how sensitive this method is to the capabilities of the user. If it is not used correctly the
compressive stresses cause self-equilibrating tensile stresses in another location: limiting the benefits of the
laser shock peening process.

The last recommendation is with regards to the total fatigue assessment procedure. A fellow graduation stu-
dent, Martijn Witvoet, is working on the comparison between the time-domain and spectral-domain assess-
ment of the stress ranges [137]. All models as are presented in chapter 7 are performed on rainflow spectra.
That means that the cycle-by-cycle information of the mean stress should be known. A solution is to always
report the time traces (which can be generated from spectra by adding random phases). However, in deter-
mining the stresses as a function of the sea states, research shows a significant difference between the spectral
and temporal approach. This is, amongst other sources, attributed to the assumption of respectively linear
or non-linear Froude-Krylov forces [137]. The goal of the research is to improve the accuracy of the linear
spectral approach with knowledge of the origin of the differences between the linear spectral and non-linear
temporal approach. The recommendation is to combine the research efforts from [137] with the novel NL-
DAM to benefit from a more accurate stress range spectrum in combination with the improvements as posed
by the NLDAM.
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9
Implementation

This chapter aims to promote implementation of the research findings in the design requirements of DMO.
This recommendation is written, based on the following assumptions:

• The vessel’s scantlings are initially based on static analysis of global and local loads. Hence, the fatigue
analysis assumes a design wave bending moment and (in most cases) an exponential distribution of
bending moments.

• Due to military loads, ultimate strength and residual strength requirements, a frigate will probably fulfil
the fatigue requirements in most parts of the ship. The experience of DMO indicates that the main risk
of steel weight increase is at superstructure endings and around large openings.

• A limited number of locations (up to 20) will be analysed in the detailed design phase with precise FE
models, leading to restrictions in applicable construction details (a minimum FAT class).

• DMO aims to achieve an improved reliability at these locations.
• When a structural detail does not meet the fatigue life requirements either the local or global geometry

is modified. The latter, in general, increases the weight of the vessel.

For all cases it is recommended to validate the input spectra of the vessel by means of (Virtual) Hull Monitor-
ing. This reduces the uncertainty with regards to source 1 (see figure 2.1). Besides that, two implementation
strategies with regards to source 4 and 5 are proposed, respectively for the short (section 9.1) and long term
9.2).

9.1. Short term: continuing with the LDAM
This short term implementation of the research findings is focused on implementing the knowledge, without
significantly altering the assessment procedures. In the mean time it is recommended to validate the NLDAM
further, and to train the respective parties in using and understanding this method.

As was concluded in section 7.4.3, the use of the ENSC provides a first significant improvement. The proposed
steps in the process are:

1. The structure is assessed by means of the, currently implemented, NSC- or HSSSC-based fatigue meth-
ods. To avoid conservatism in both methods, it is recommended to apply the Walker mean stress cor-
rection to resemble the rl r level of the S-N curves. This value is typically rl r = 0.5, which includes
conservatism. When using the HSSSC the second recommendation is to apply the FAT100 S-N curve,
instead of the FAT90 (i.e. DNV-GL D curve) as is proposed in [27]. This is supported by the findings in
chapter 6.

2. Details that do not meet the fatigue life requirements in step 1 are subject to a ENSC-based fatigue
method. Here the stress averaging approach is recommended in contrary to the artificial notch radius
as the stress averaging approach is proven in literature [112] to have a better performance and it allows
analytical (i.e. reduced computational costs) calculations.

3. The details that do not meet the fatigue requirements in step 2 will be locally modified to either:

(a) Separate MSC sources.



116 9. Implementation

(b) Increase the weld quality requirements.

(c) Use post-weld treatment on the critical locations.

(d) Place sacrificial elements in the structure that will fail before the actual detail fails.

4. The details that do not meet the fatigue requirements after step 3 will be subject to global modifications
of the geometry. This can be changes in the size or shape of the geometry. A typical modification would
be to increase the plate thickness to reduce the structural far field stress level.

In this version of the implementation procedure the LDAM is used, which enables the engineer to modify the
value of the critical damage. In this prososal the critical damage will not be a fixed constant, but it will be
expressed as:

Dcrit = f A · fEOM · fcrit ·1 (9.1)

It should be noted that for the current approach of DMO with the LDAM, Dcrit = 0.75, independent of the
details of the considered structure or detail.

f A Accumulation factor. For the LDAM this should be between 0.5 and 1.5. This factor should be
based on the comparison of random VA data to the fatigue life that is predicted with the LDAM.
It should be noted that the us of this factor was proposed by Schütz and is the RLDM.

fEOM Ease-of-mind factor. Due to uncertainties in the determination of the safety factors the author
of the specifications can round down or add a manual factor as is deemed fit.

fcrit Criticality factor. For parts of the ship that are deemed critical (i.e. hull plating) this factor
should be lower than for less critical parts (i.e. door-corners, superstructure parts). This factor
is ideally linked to the distribution of the accumulation factor f A .

When the vessel encounters slamming, which poses higher loads on the structure, the damage rate is higher.
Literature data should indicate the suitable factor for frigates. The slamming factor for the total lifetime is
however highly dependent on the operational profile. In line with the whipping factor as a function of the
steepness [29] this is ideally defined per sea state, heading and ship speed.

The current practise at DMO is to account for slamming by means of a correction factor, imposed on the
critical damage in the LDAM damage sum. Slamming should however be accounted for in the load sequence,
which can be expressed by means of a rainflow-counted histogram, or a time-trace. This is recommended
because slamming only occurs for a specific set of sea-states, and the damage contribution of non-slamming
sea states are affected if a generalised correction factor is applied. If this data is not available (which might be,
as it requires accurate measurements on-board, of which the validity for extrapolation to new-built vessels
is essential) a first modification would be to derive a generalised correction "surface" from research results.
This "surface" poses a different (interpolated) slamming factor for each sea state, or even for each element in
the rainflow-matrix.

9.2. Long term: implementing the NLDAM
The fatigue life calculation is typically performed in the basic and detail engineering phase. That means that
the amount local information with regards to weld geometries and structural details might be limited. Prefer-
ably the vessel is assessed with as little information as possible. Therefore this implementation advice is also
formulated in steps of increasing complexity. The steps are identical to the procedure in section 9.1, with the
exception that the first step is to assess the total structure with the HSSSC in combination with the NLDAM,
fitted to the HSSSC CA and VA fatigue databases.

The SCF’s are calculated per CA specimen in [111] and VA specimen in section 7.3. These SCF’s easily trans-
late the ENSC databases to HSSSC databases. This is however not part of this thesis work. The HSSSC VA
database is required to find the θV A parameters for the HSSSC. Ideally the Walker mean stress correction is
incorporated in this assessment to address the scatter due to mean stress variations.
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9.2.1. Assessing the fatigue life using the NLDAM
The fatigue life at a preset level of probability of survival (P) and confidence (C) is to be calculated by the
following procedure [75].

The lower prediction bound is obtained for all Monte Carlo samples. That means that a distribution of the
predicted fatigue life at the lower prediction bound is drawn up. Per Monte Carlo sample the mean and
standard deviation of the fatigue life are known, and the lower prediction bound equals : wP = w − Xσ. To
extract the results at a certain confidence level the result at the respective percentile is used. As an example
for the 95% probability of survival and 75% confidence level:

1. The distribution of the fatigue life per Monte Carlo sample provides theµ andσ of the fatigue life. These
are assumed to follow a normal distribution.

2. The 95% probability of survival level, per Monte Carlo sample is calculated:

w(1−95%) = w−1.96σ (9.2)

3. The 75% confidence level is the sample of w(1−95%) that is closest to the 25% percentile.
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A
Damage accumulation models

A.1. Continuum mechanics based models after 1950
The continuum mechanics (intact geometry) models are based on the estimation of the occurrence of frac-
ture after a pristine specimen has accumulated damage, whilst being modelled as intact continuum. Working
from the initial proposal by Palmgren and Miner, academics have proposed variations on this model to im-
prove the validity under VA load. This section presents the models chronologically.

Theory: Load dependent damage
Theory by: CORTEN-DOLAN year: 1954
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Variety of fatigue sensitive details under a variety of load

histories, amongst which (random) VA loads

The model by Corten and Dolan defines the expression of "harm" for CA loading as (A.1) with m the number
of damaged nuclei (as a function of the maximum stress level), r the coefficient of damage propagation rate
proportional to the stress level and a the damage propagation exponent and H the resulting "harm" (not
"damage" as this indicates a normalised instead of absolute value). It should be noted that m and r are not
explicitly used in the calculation, but are merely listed to be used in the derivation to the damage formulation.

H = mr na (A.1)

For a VA load history the harm per stress block is accumulated to the total harm. Failure occurs when:

Haccumulated =
k∑

i=1
mi ri nai

i = Hcrit = m1r1N a1
1 (A.2)

Defining D = Haccumulated/Hcrit and assuming mi = m1 (as crack nuclei do not disappear) and ai = a1 = a
(constant crack size exponent, is an assumption made by Corten and Dolan) yields:

D =
∑

np

N f
=

k∑
i=1

ni

N1

(
ri

r1

)1/a

≤ 1 (A.3)

Using
(

ri
r1

)1/a =
(

σi
σmax

)d
(posing that the coefficient of the damage propagation rate is proportional to the

stress level: an assumption made by Corten and Dolan and cited by Gao et al. and Liu et al.):

D =
∑

np

N f
=

k∑
i=1

ni

N1

(
σi

σmax

)d

≤ 1 (A.4)

For VA loading the critical damage is typically expressed as a function of the i-th applied stress level (i.e. stress
range of the respective spectral stress-block) σi and the maximum applied stress level σmax in the load his-
tory. The exponent d is an empirical material constant that is typically assumed to be constant at 4.8 for HSS
and 5.8 for others [15]. This value is fixed for all load histories. More recent research has shown that this d
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varies with load spectra [12, 142, 151] and proposals for modifications are presented [42, 77, 151]. The core of
these modifications is the combination of the effects of damage and stress state in the exponent d .

The essence of the incorporation of the load interaction effect originates from the presence the term
(

σi
σmax

)d

in the damage formulation. The damage per cycle depends on the current stress, and the maximum of the
load history. This approach has also been applied by Rege and Pavlou [115] and Lv et al. [85].

Summarising the benefits and downfalls of the Corten-Dolan model:

+ Accounts for observed nonlinear development (nonconstant damage increment).
+ Incorporates a loading ratio σi

σmax
per stress block to account (partially) for load interaction effects by

relating the i-th stress level to the maximum stress level: this is the major benefit over the LDAM. The
factor resembles a relative mean stress correction, and is therefor not strictly a load interaction repre-
sentation (as decently analysed in [77]).

− The empirical constant d is a challenge to define: and even physically incorrect due to the indepen-
dence of load level and cycle ratio. The value for d is in fact spectrum dependent.

Theory: Power-law isostress damage curves
Theory by: MARCO-STARKEY year: 1954
Type: Phenomenological, non-linear, continuum, spectral
Typical application: (Metal) samples with little to no load uncertainty, variety of

multi-level loading conditions.

In an attempt to remedy the deficiencies of the LDAM [34], Marco and Starkey [91] developed a power-law
modification of the Palmgren-Miner model to capture the non-linear load dependent damage accumulation.
It is presented by (A.5) with Ci (σi ) a material parameter related to the respective load level. This is the first
known "Damage curve approach", which is an accumulation model where the damage rate depends on load
level and/or cycle ratio. A damage curve introduces non-linearity to the LDAM by formulating a load depen-
dent damage curve.

D =
k∑

i=1

(
ni

Ni

)Ci (σi )

≤ Dcrit = 1 (A.5)

This theory assumes a damage increment (dD/D) proportional to the percentage of life consumed (dn/n)
under constant stress amplitudes [115], and thus produces curved damage lines instead of the linear ones by
Palmgren and Miner.

The usability of this theory is unfortunately limited, due to the requirement to calculate Ci for each different
loading condition (both order and relative amplitude can differ) separately. Related to the non-linear nature
of (A.5) and the requirement to experimentally determine Ci for each loading condition σi , the calculation
will be computationally expensive [155]. Marco and Starkey consider Ci larger than unity, but closer to unity
(and thus to Palmgren-Miner) for more severe load histories, as concluded by Aslam [5]. No articles with ex-
pressions for Ci (σ) were found in literature.

Summarizing the benefits and downfalls of the Marco-Starkey model:

+ Accounts for observed nonlinear development (nonconstant damage increment).
− Parameter Ci , per load level i , is to be determined experimentally: it is a challenge to decide on rep-

resentivity of the empirical Ci for other loading conditions. Like in the model by Corten and Dolan it
is a spectrum dependent parameter, but here it is directly applied to the fatigue life instead of to the
loading ratio.

Theory: Double Linear Damage Theory (DLDT)
Theory by: MANSON year: 1966
Type: Phenomenological, bi-linear, continuum, spectral
Typical application: Steel base material under (random) VA loads.
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Figure A.1: Comparison of the DDCA with DLDT and
DCA [88]

To avoid the computationally extensive procedure of the cycle-
by-cycle Marco and Starkey model, it is proposed to approxi-
mate the non-linear function from (A.5) by a two-stage linear
damage theory.

This theory separates the crack initiation and crack propaga-
tion stage under CA loading. This two-stage linear damage
theory was the basis for the DLDT by Manson in 1966 [89] as
presented in (A.6) and (A.7). The value for P is obtained by
curve-fitting experimental data. The exponent 0.6 is the result
of earlier work, where the derivation of the amount of cycles
required to propagate a 0.013 inch (=0.33 mm) crack to fail-
ure finds 4N 0.6

f .Manson and Halford argue that the formulation

4N 0.6
f is empirical, but can be extended to other databases than

the one used for the derivation.

Dinit =
k∑

i=1

ni

Ni −P N 0.6
f

≤ Dcrit,init = 1 (A.6)

Dprop =
k∑

i=1

ni

P N 0.6
f

≤ Dcrit,prop = 1 (A.7)

Manson and Halford developed this model further to the Damage Curve Approach (DCA) and Double Dam-
age Curve Approach (DDCA) [87], as will be discussed in section A.2 as cracked geometry based models. For
illustration figure A.1 shows the three theories and their difference.

The DLDT was successfully applied to offshore drilling top-drive tie-rods [57], where it proves to be consis-
tently more conservative than the Palmgren-Miner model, because the Palmgren-Miner model overestimates
the remaining life for components where the stress amplitude is decreasing. This finding is consistent with
the results in [94].

Summarizing the benefits and downfalls of the Manson model:

+ By separating the crack initiation and propagation phase the nonlinear damage curve is bi-linear and
does not require an empirical parameter: major benefit over the Marco-Starkey model.

+ Has been proven applicable and better than the LDAM for offshore drilling top-drive tie-rods (not a
welded joint) by [57, 94].

Theory: Modified Palmgren-Miner
Theory by: HAIBACH year: 1970
Type: Phenomenological, linear, continuum, spectral
Typical application: Wide variety of structures, including welded steel joints for

maritime applications under (random) VA loads.

As a modification to the Palmgren-Miner model that assumes no damage below the fatigue limit, Haibach
proposed to extend the S-N curve below the fatigue limit with a line related to the slope of the Basquin re-
lation of the original curve [48] by meas of kH = 2k − 1. Adopting the Basquin relation yields the Haibach
slope. This adds conservatism (but less than the Elementary Palmgren-Miner model from the previous sec-
tion) to the Basic Palmgren-Miner model, as more damage is accumulated due to the removal of the infinite
fatigue limit. However, it remains unknown how large this safety margin is, and whether the prediction will
ultimately prove to be conservative or not [120].

See figure A.2 for a sketch of the relation between the linear intact geometry models with a close relation to
the Palmgren-Miner model.
This Haibach-modification of the Palmgren-Miner model is incorporated in modern class codes and stan-
dards [27, 54, 55, 100].

Summarizing the benefits and downfalls of the Haibach model:



132 A. Damage accumulation models

Figure A.2: Sketch of the S-N curves of the damage models closely related to the Palmgren-Miner model

+ Easy to implement.
− Does not solve the conceptual errors in Palmgren-Miner, it merely includes some of the low-stress am-

plitudes and their damaging nature.
− Does not model the observed non-linear nature of fatigue damage development.

Theory: Straight isodamage curves
Theory by: SUBRAMANYAN year: 1976
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Base materials subjected to (random) VA loads in the LCF

and MCF region.

The life curve modification model by Subramanyan [130] operates from the assumption, in line with Palm-
gren and Miner, that the S-N curve resembles a state of 100% fatigue damage [115]. Additionally there are
combinations of stresses and amount of cycles below the endurance limit that resemble a state of 0% fatigue
damage. Isodamage curves in between provide the gradual transition between both states.

The damage per load step i is given by (A.8), which poses the simplification of converging isodamage lines
near the knee-point of the S-N curve. Ne is the endurance limit: the lifetime that corresponds with the tran-
sition of the sloped damage curves to the infinite lifetime. The damage is given as the the ratio between the
slope of an isodamage line through the point (ni ,σi ) in the S-N diagram (tanθi ), and the slope of the S-N
curve (tanθ f ):

Di =
(

tanθi

tanθ f

)
=

(
log Ne − log Ni

log Ne − logni

)
(A.8)

The downfall of this isodamage curve is that it is contradicted [34, 130] by experimental data [50] that indi-
cates that such isodamage lines converge near the knee point of the S-N curve. The work by [50] also showed
the non-conservative nature of the approach by Subramanyan: the model predicts longer lifetimes than are
observed from experiments. Also, Fatemi and Yang [34] point out that the method is not valid near the en-
durance limit due to the mathematical singularity at the knee-point. The use of a RFL would circumvent this.

Summarizing the benefits and downfalls of the Subramanyan model:

− Not valid near the endurance limit (HCF range), whereas HCF is typical for vessels. The use of a RFL
would solve this issue.

− The isodamage curves that are not converging near the knee-point of the S-N curve are contradicted by
experimental data.
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Theory: Scaled Palmgren-Miner
Theory by: SCHÜTZ year: 1979
Type: Empirical, linear, continuum, spectral
Typical application: Applications where the load spectrum is often similar (me-

chanical engineering applications, airplanes)

The RLDM by Schütz [123], as presented in (A.9), incorporates the Palmgren-Miner model (4.6), but changes
the critical damage Dcr based on experimental data of similar specific load histories. This allows a global
incorporation of the LI and LS effects.

NA =
NB

(∑ ni
Ni

)
B(∑ ni

Ni

)
A

(A.9)

Here NA and NB are the predicted fatigue lives of respectively the unknown spectrum and the tested spec-

trum. Da =
(∑ ni

Ni

)
A

and DB =
(∑ ni

Ni

)
B

are the damage sums under the spectra of respectively the unknown

and tested situations. Hereby the Schütz proposition is the LDAM with a safety factor [121].

A large downfall of this method is the challenge to prove the similarity of the measured dataset with the new
sample. Schütz indicates this downfall as follows: "Considerable engineering judgement and a lot of experi-
ence will be necessary to avoid using this method in cases for which it is not suitable." [123]. Resulting, this
method is not common in (the maritime) practise. It his however used in the work by Leonetti et al. in 2020
[75] to implicitly incorporate the LI and LS effects in the model.

Summarizing the benefits and downfalls of the Schütz model:

+ Incorporates the LI and LS effects implicitly.
+ Can be a beneficial combination with Hull Monitoring systems, as long as representivity of the load

history can be assured.
− Requires representative measurements: the method is highly influenced by this experimental data.
− It models the fatigue damage increment as linear, which is physically incorrect.

Theory: Modified S-N curve
Theory by: LEIPHOLZ year: 1986
Type: Physics-based, linear, continuum, spectral
Typical application: Metal base material under multi-level block-loading.

Leipholz [70, 71] follows the trend initiated by Freudenthal and Heller [37] to replace the original S-N curve by
a modified one. This modified S-N curve incorporates the life-reducing interaction effect. This modification
resembles the approach by Gassner. The difference with the paper by Freudenthal and Heller is that damage
increasing effect of high compressive loads is incorporated.

Figure A.3: Modified S-N curve by Leipholz [70]

Initially, the LDAM-lifetime N is formulated as
(A.10) with βi = ni /N the life fraction per stress
level. The subscript 0 is used in Ni ,0 to express that
the original S-N curve is used for the assessment.

N =
(∑ βi

Ni ,0

)−1

1

N
=∑ ni

N

Ni ,0

1

N
=∑ ni

N Ni ,0

D = 1 =∑ ni

Ni ,0

(A.10)
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The modification by Leipholz replaces this by (A.11).
Figure A.3 shows the modified S-N curve that is cap-
tured in N ′

i .

N =
(∑ βi

N ′
i

)−1

(A.11)

With βi the frequency of cycles (ni /Nsum) and N ′
i the modified life at loading level σi .

N ′
i is derived by solving (A.12) for measured datasets j . Per dataset the values for βi are known, as well as

the experimental life for this variable amplitude sequence N ( j ). That means that per stress block i in the
sequence a variable amplitude test is required, in order to solve the system for N̂i . More datasets are to be
used to verify the obtained predicted lifetime based on the previous datasets. It should be noted that all of
these datasets have to be for the exact same block-load sequence.

N ( j ) =
(

n∑
i=1

β
( j )
i

N̂i

)−1

(A.12)

The extension to stochatic loads is derived by Leipholz, of which the result is (A.13). Here pi the probabil-
ity distribution of damaging events with peak intensity si . For the derivation of this expected lifetime, see
appendix B.3.

E(N ) =
(

n∑
i=1

pi

E N̂i

)−1

(A.13)

The paper by Zhang et al. [146] compares the Wöhler (Palmgren-Miner [95, 104]), Leipholz [70], and Chaboche
[11] to the newly proposed model [146]. More on this model by Zhang et al. is included later. Their work
properly illustrates the downfall of the Leipholz model by comparing measured data (on 41Cr4 steel under
R =−1 with a set block-loading sequence for a compressor blade) to the results of the four models: the model
accounts for the effects of low-amplitude loads, but neglects the effects of loading parameters. This effect
describes the correlation between load parameters and damage accumulation by accounting for the non-
linearity of the accumulation and the influence of the load variations (LS effect). Zhang et al. concludes that
the relation between the loading conditions and the damage rate is of greater importance to address than the
low-amplitude effect.

The results by Zhang et al. are for two steels for mechanical engineering applications: 40Cr and TL1114. The
latter is a steel with max 0.14% carbon and a yield strength of 360 MPa [149]; these requirements that do not
diverge significantly from those of EH36 (max 0.18% carbon and a yield strength of 355 MPa). 40Cr steel con-
tains to much carbon to be properly welded in a shipyard, thus extrapolation of these results to EH36 welded
joints is not recommended. For TL1114 this is concluded to be suitable.

Summarizing the benefits and downfalls of the Leipholz model:

+ The extension to stochastic loads allows a proper and cheap incorporation of the respective load spec-
tra.

− Does not account for the non-linear nature of fatigue damage accumulation.

Theory: Bounded residual fatigue life estimation
Theory by: BEN-AMOZ year: 1999
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Two-stage loading, mild steel base material, extended to

creep-fatigue interaction models

The work by Ben-Amoz provides not an explicit model, but justifies the use of bounds on the fatigue life
estimation. Initially the work presents the formulation by Subramanyan as lower and the LDAM by [95, 104]
as upper bound. This is justified by two assumptions:
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• Damage curves constitute a family of curves of which the base S-N curve is a member.
• Damage curves form a non-intersecting family of curves.

Working from the assumption that damage curve converge to the endurance limit (i.e. fatigue limit), which is
captured in the formula from [130]:

n2

N2
= 1−

(
n1

N1

)α
(A.14)

With:

α= log

(
N2

Ne

)
/log

(
N1

Ne

)
(A.15)

It should be noted that (A.14) can be rewritten to the damage equation (only valid for a two-stage block load):

D =
(

n1

N1

)α
+ n2

N2
= 1 (A.16)

The second step in the work is the separation of the crack initiation and crack propagation phase, as was
proposed by Manson.

Figure A.4 shows the research results of Ben-Amoz. The first two figures present for a low-high and high-low
sequence respectively the datapoints: proving that the mean value per dataset falls within the bounds (indi-
cated by solid lines). The paper also discusses the bounds on the scattered data, which are derived based on
the standard deviation of the dataset. Figure A.4c shows in dashed lines the bounds for the total data scatter,
and in solid lines the bounds for the mean values.

(a) Cumulative damage bounds for two-stage cy-
cling. N1, = 900, N2 = 7x105, Ni 1 = 0.025, Ni 2 = 0.41,
from [7]

(b) Cumulative damage bounds for two-stage cy-
cling. N1, = 103, N2 = 4x103, Ni 1 = 0.026, Ni 2 = 0.32,
from [7]

(c) Cumulative damage bounds for two-stage
high low cycling, from [7]

Figure A.4: Research results from Ben-Amoz

An interesting find of this research is that it substantiates the common assumption that the scatter in cumula-
tive damage tests is mainly due to the scatter in the crack-initiation cycles: which is observed from the larger
scatter on the left side of the diagram in figure A.4c.

Unfortunately the applicability under (random) VA loads has not (yet) been validated.

Summarizing the benefits and downfalls of the Schütz model:

+ Is suitable for the extension to reliability analyses by presenting bounds on the fatigue life.
− Has only been proved valid for two-stage block loading.
− The scatter in the fatigue life (uncertainty) is large, for the method binds the fatigue life by two models.



136 A. Damage accumulation models

Theory: Sequential law
Theory by: MESMACQUE year: 2005
Type: Phenomenological, non-linear, continuum, temporal
Typical application: (random) variable amplitude loads, multi-axial fatigue of

welded joints

The model as proposed by Mesmacque et al. [94], uses the Wöhler curve as the basis. Working from the
hypothesis that for an equal physical state of damage the fatigue life is only dependent on the loading con-
ditions, the model "walks" over the Wöhler curve to calculate per cycle the damage. This makes it a time-
domain based model. The sequential law needs the full Wöhler curve, whereas this is in practise based
on measurements that only reflect a part of the curve. The curve is approximated by the Basquin relation
(σ = aN b) over the whole domain. This model incorporates the loading history by means of the calculation
of the actual damage per cycle, instead of per stress range.

An outstanding aspect of this model is that the damage is expressed in terms of the stress rather than the
lifetime. However, as both are linked by means of the Wöhler curve, the method is still deemed to be of the
continuum type.

The method is expressed by (A.17) for the initial load and by (A.18) for all successive loads. Here σedi is the
damage stress (the corresponding admissible stress level at the Ni −ni life), σi is the actually applied stress
and σu is the ultimate stress. σequiv is the damage equivalent stress level at level i +1.

Di = σedi −σi

σu −σi
(A.17)

Di = σedi −σi

σu −σi
= σequiv −σi+1

σu −σi+1
(A.18)

Due to the time-domain calculation of the damage the method is considered to be computationally expen-
sive. Secondly, the time record of the stresses should be present, in practise this is usually in the form of a
spectrum.

A great benefit is that the method uses the Von-Mises stress, making it relatively easy to expand the model to
a multi-axial analysis. The latter is outside of the scope of this thesis.

Continuing on the work by Aïd et al. [4], Benkabouche et al. [8] proposed a method to account for random
loading conditions, based on the S-N curve [119]. The work by Benkabouche incorporates the damage per
load level according to the formula by [94]. The main contribution that adds value compared to [94] is the
development of a numerical tool to perform the calculations and the analysis of multi-axial loads.

A large downfall of this method is the temporal (and thus expensive) nature of the calculation procedure.

Summarizing the benefits and downfalls of the Mesmacques model:

+ Allows the relatively cheap expansion to multiaxial fatigue: adressing further uncertainty sources in
fatigue life-assessment.

− Requires a temporal (and thus expensive) calculation procedure.

Theory: Thermodynamic entropy-based model
Theory by: NADERI year: 2010
Type: Physics-based and Empirical, non-linear, continuum, tem-

poral
Typical application: (random) VA loading histories

The hypothesis by Naderi et al. [98] is that the entropy generation is directly associated with the evolution
of fatigue damage. The cumulative entropy is a measure of the fatigue damage. Failure occurs when the
cumulative entropy reaches the Fatigue Fracture Entropy (FFE). This is expressed as (A.19). The first term
resembles entropy generation due to plastic deformation, the second entails the entropy generation due to
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heat conduction. For HCF and MCF typically the sum of both terms is to be used, for LCF only the plastic
deformation term suffices as it dominates the summation for LCF.

γ=
∫ N f

0

(
∆Wp

T (N )

)
d N +

∫ N f

0

(
k

T (N )2 ·gradT (N )

)
d N (A.19)

At fracture this yields γ = γ f . The temperature is a function of the amount of cycles, as is experimentally
determined per material. ∆Wp is the total plastic energy difference, T is the temperature, N the number of
cycles, k the thermal conductivity. The total plastic energy is calculated as Wp =σ : ε̇p

1.

The essence of the method is in the statement that the FFE is independent of the amplitude and the frequency
of load, the geometry of the specimen, and the type of fatigue load. This is supported by experimental results
[76, 97].

Fruitful implementations (and minor modifications) by others are in [58, 76, 96]. Jang and Khonsari [58]
provide an analytical approach to determine the FFE, with the modification to properly consider the contri-
bution of internal friction. Liakat and Khonsari [76] prove the validity of the FFE by comparing experimental
and analytical results. Lastly Mozafari et al. [97] provide an integrated calculation method in the FE software
Abaqus, as well as the confirmation of the validity of the method for uniaxial random loading. The criterion
that Mozafari et al. uses is the FFE formulation from (A.19) for LCF.

It should be noted that this criterion, with "fracture" listed in the formulation, is considered as a continuum
domain model. This is because the fracture is not modelled as a crack, but it is used to express the fatigue
damage. Secondly, it is not a (continuum) damage domain criterion as the damage does not affect future
damage development: the material is modelled as an intact continuum until fracture.

Summarizing the benefits and downfalls of the Naderi et al. model:

+ Has been proven valid for random loading.
+ The criterion is independent of the characteristics of the load spectrum.
+ Only requires experimentally determined material constants: allowing relatively few experiments.
− The criterion is conceptually quite different from the currently applied models at the shipyard’s prac-

tise.

Theory: Fuzzy logic modification of the LDAM
Theory by: ZHU year: 2011
Type: Phenomenologic, linear, continuum, spectral
Typical application: Steel base material

Zhu et al. proposed to improve the Miner model by considering the LS effects in addition to the damage and
strengthening mechanisms of low amplitude loads [150]. The proposed model adds the strengthening and
damaging of the material at low amplitude loads to the Palmgren-Miner summation as is shown in (A.20).
Here m′ is the strengthening coefficient as is related to the material properties (to be obtained from experi-
mental data), σi is the stress level that, on the Wöhler curve, matches with the amount of cycles ni . µD̃ (σi ) is
the membership function of the fuzzy set D̃ and has a different formulation for stresses above and below the
fatigue limit.

D =
k∑

i=1

ni

Ni
+

r∑
i=k+1

exp(m′σi )
m′σi

[
1−exp

(−m′σi ni
)]
µD̃ (σi )

N0
= 1 (A.20)

The fuzzy logic modification of the LDAM was tested for normalised 45 steel with two-step block and multi-
level (uniaxial) loading.

Figure A.2 shows the sketch of the intact geometry based models with a close relation to the Palmgren-Miner
model, to relate the method by Zhu et al. to the elementary and basic Palmgren-Miner models as well as the
Haibach modification.

1The mathematical operator x : y equals the derivative of the dependent variable x(y) to y .
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Summarizing the benefits and downfalls of the Zhu 2011 model:

+ Has been proven valid for multilevel loads.
− Does not account for the non-linear nature of fatigue damage evolution.

Theory: Modified Corten-Dolan
Theory by: CORTEN-DOLAN modified by GAO year: 2015
Type: Empirical and Phenomenological, non-linear, continuum,

spectral
Typical application: Steel base material

The study by Gao et al. [42] concludes that the original Corten-Dolan model provides less accuracy than
the Palmgren-Miner model, whereas the modification as proposed by Gao et al. provides an equal or higher
accuracy compared to the Palmgren-Miner model. The modification (originating from a paper with the same
co-author Huang [154]) is presented in (A.22), where γ is the material constant that can be derived from
experimental data and the criterion of fatigue failure. It therefore resembles the nature of the original d from
(A.21). In blue the addition compared to the original model is indicated. The proposed model operates from
the assumption that fatigue failure is influenced by both the degree of damage and the stress conditions, in a
sense that d increases if the load increases, as a function of the cycle ratio. It should be noted that this work
is only verified for two-step block loading, and recommendations for test on multi-level and random loading
are reported.

D =
∑

np

N f
=

k∑
i=1

ni

N1

(
σi

σmax

)d

≤ 1 (A.21)

d = exp

((
ni

Ni

)σi /σmax
)
+γ (A.22)

The use of γ in (A.22) is to express the dependency of the damage exponent of the material. Gao et al. thus
assumes that the material poses a shift of the exponent.

Figure A.5 shows the research results from Gao et al. with the data from [124]. From this it is concluded that
the improved model [42] can predict fatigue life more accurately than the traditional Corten- Dolan’s model
for normalized 45 steel, normalized 16 Mn steel, and hot-rolled 16 Mn steel. In [124] the comparison is also
made with the Palmgren-Miner model. The research by Gao et al. indicates that the improved model is more
accurate than the Palmren-Miner model: for the Corten-Dolan model and considered modifications the er-
rors are, in contrary to the Palmgren-Miner model, all within 50% [42].

(a) Comparisons of experimental and fatigue lives for normalized 45
steel as assessed using the three different models, from [42]

(b) Comparisons of experimental and fatigue lives for normalized 16
Mn steel as assessed using the three different models, from [42]

Figure A.5: Research results from Gao et al., comparing the traditional Corten-Dolan model [15], the existing model by Zhu et al. [151]
and the proposed model by Gao et al. for two steel types.

Summarizing the benefits and downfalls of the modified Corten-Dolan model:
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+ Incorporates a loading ratio σi
σmax

per stress block.
+ Accounts for load interaction effects: major benefit over LDAM.
+ Empirical d is now phenomenological . . .
− . . . but still requires empirically fitted parameters.

Theory: Natural logarithm cycle-by-cycle damage curve
Theory by: ZUO year: 2015
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Two-step block loads on (metal) base material

The basis of the work by Zuo et al. is the determination of the equivalent number of cycles, yielding the same
fatigue driving stress as the actual load history [155], hereby adressing the problems with the load history.

The work is captured in (A.23) with βi = ni /Ni , which is the expended life fraction at the respective loading
stress. Combining this with the LDAM modification from [91], it provides a less computationally expensive
model than other non-linear models [119].

D =
n∑

i=1
βi

ln Ni

ln N1
= 1 (A.23)

The verification of the model is however not very extensive. The main recommendation from Zuo et al. is to
conduct further research on the load interaction and load sequence effects on fatigue life under random load
spectra. A second recommendation is to also test for more complex loading histories than two-step block
loads.

Summarizing the benefits and downfalls of the Zuo model:

+ Allows spectral, relatively cheap, approach.
− Has not (yet) been proven valid for multilevel and stochastic loads.

Theory: One-parameter damage curve
Theory by: REGE-PAVLOU year: 2017
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Two-block loading

Operating from the assumption that the isodamage curves converge at the knee point of the Wöhler curve,
Rege and Pavlou [115] proposed a one parameter model to capture the non-linear damage as accumulated
in the material [115]. The researchers proceed here from the work by Marco and Starkey and Subramanyan
[91, 130], but add an exponent to the tangential formulation. The proposed damage formulation is:

Di =
(

tanθi

tanθ f

)q(σi )

=
(

log Ne − log Ni

log Ne − logni

)q(σi )

(A.24)

The q(σi ) exponent is to be derived from measurements. Rege and Pavlou propose for the four tested steel-
types (SAE 4130, C-35, P355NL1 and 300 CVM maraging steel) to use (A.25), but warn for ruthless extrapola-
tion to other materials. Of the tested materials P355NL1 has the closest resemblance to EH36.

q (σi ) = (aσi )b =
(

2σi

σs

)−0.75

(A.25)

This model is not in line with the statement by Schijve that a one-parameter description does not suffice [121].
However, the results by Rege and Pavlou show a satisfying (and even closer than [94, 95, 104, 124]) agreement
with experimental data of four different steel types [115]. The agreement is comparable to the results with the
DLDT by [89].

Figure A.6 shows the research results by Rege and Pavlou, providing the decent fit of the proposed model to
the data. It is compared to Shang and Yao [124], Mesmacque [94], Subramanyan [130] and the DLDT [89].
The dataset is from Pereira et al. [108].

Summarizing the benefits and downfalls of the Rege-Pavlou model:
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Figure A.6: Comparison of predicted fatigue life with experimental data for two-step cyclic loading of P355NL1 steel, from [115]

− Has not (yet) been proven valid for multilevel and stochastic loads.

Theory: S-N Fatigue damage envelope
Theory by: PAVLOU year: 2018
Type: Phenomenological, non-linear, continuum, spectral
Typical application: Two-block loading of (metal) base materials

Before the work of Pavlou [107] the non-linear damage models that base themselves on the S-N curves as-
sume straight isodamage lines (with exception of the work by Rege and Pavlou [115]), of which Pavlou proves
the straight nature to be incorrect by derivation in [107].

The proposal by Pavlou is to use curved isodamage lines in the S-N curve plot and to accumulate the damage
done per stress block according to the to-rate damage curve. Figure A.7a shows an example of a four-stage
stress history that adds to the damage done through the isodamage curve accumulation.

The isodamage curves from figure A.7a are derived using finite element analysis (see figure A.7b). Coloured
damage zones and non-linear isodamage lines within the S-N fatigue damage envelope are obtained using
the analogy of the isodamage lines with the temperature distribution through a material due to conduction
heat transfer. The paper by Pavlou uses a designated ANSYS package to do so.

This S-N fatigue damage envelope approach proves to have an excellent agreement [107] with two-stage fa-
tigue loaded specimens from literature [87]. Note that this data from [87] is for SAE4130 steel, which is a HSS.

Summarizing the benefits and downfalls of the Pavlou model:
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(a) Damage accumulation procedure for a four-stage stress
history for explanation. From [107].

(b) Derivation of the isodamage lines (damage curve mapping). From [107].

Figure A.7: S-N Fatigue damage envelope by Pavlou, illustration of the concept.

− Has not (yet) been proven valid for multilevel and stochastic loads.

Theory: Modified Rege-Pavlou: Isodamage curves
Theory by: ZHU year: 2019
Type: Phenomenologic, non-linear, continuum, spectral
Typical application: (random) block and spectrum loading

The paper by Zhu et al. [153] provides a modification of the damage model by Rege and Pavlou by explicitly
incorporating the LS effect and the load weighted coefficient (Rl r ) using an effect factor.

Figure A.8: Comparisons between tested lives and predicted lives of
P355NL1 under spectrum loadings, from [152].

The model by Zhu et al. is presented in (A.26) with
εa,i the strain amplitude at load-step i , l the load se-
quence weighted coefficient and s the load weighted
coefficient. l and s characterise the respective con-
tributions of these two aspects on the fatigue dam-
age accumulation and can be determined by fit-
ting the data of two-block loading fatigue tests. For
P355NL1 steel this yields l = 3.49 and s = 0.512.

q (σi ) = l log(ni )+ s log(εa,i ) (A.26)

The damage is than expressed in the same manner
as in the model by Rege and Pavlou:

Di =
(

tanθi

tanθ f

)q(σi )

=
(

log Ne − log Ni

log Ne − logni

)q(σi )

(A.27)

Figure A.8 provides the research results by Zhu et al.
for the random loading condition on P355NL1 steel.
It shows that for the newly developed model the pre-
dicted lifetimes all fall within a life factor of ± 2 to the experimental data.

The model is cited in the review articles by Jimenez-Martinez and Mozafari et al..

Summarizing the benefits and downfalls of the Zhu 2019 model:

+ Has been proven valid for (random) block and spectrum loads, although with a limited dataset.



142 A. Damage accumulation models

+ Has a smaller error for the tested sequences than the models by Mesmacque et al., Subramanyan, Man-
son and Halford and Rege and Pavlou.

− Does not have a physical foundation.

Theory: Modified Corten-Dolan
Theory by: LIU year: 2020
Type: Phenomenological, non-linear, continuum, temporal
Typical application: Multi-level loads applied to steel and aluminium base ma-

terials.

Continuing on the work by Gao et al., and following the train of thought from [141], Liu et al. [77] further
updated the d formulation (Corten-Dolan exponent) per stress block, see (A.28).

dk =
(
σi

σi−1

)k {
exp

(
ni

Ni

)
+γ

}
(A.28)

This formulation is based on the following phenomena:

• The term exp
(

ni
Ni

)
represents the effect of the damage state on the damage rate.

• The term
(
σi
σi−1

)k
represents the stress ratio between two consecutive load levels, to take the load inter-

action effect into account.

γ is, like in the theory by Gao et al., an empirical material-related constant. The exponent k is 0,1,2 or 3: the
best fitting integer is selected for further use. For the considered materials the exponent k = 2 provides the
best fit.

Figure A.9 presents the research results from Liu et al., showing the small scatterband of the novel model
compared to the ones by Gao et al. and Xue et al..

(a) Comparison of predicted results for normalized 45 steel based on
Scheme-I, from [77]

(b) Comparison of predicted results for hot rolled 16Mn steel based on
Scheme-I, from [77]

Figure A.9: Research results from Liu et al., comparing three different models [42, 77, 141] for two steel types.

This novel method provides satisfactory results for five materials (Hot rolled 16Mn steel, Normalised 45 steel,
Al2024-T42, Normalised 16Mn steel and Al6082-T6), but extrapolation to other materials is not recommended
without further tests. The random load case was not part of the scope, whereas multilevel loads were. It
should also be noted that this theory has only been tested for base material, not for welded joints.

Summarizing the benefits and downfalls of the Liu model:

+ Has been proven valid, and better than the model by Gao et al., for multilevel loads.
− Requires a temporal, computationally expensive, procedure to account of the load interaction effects.
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A.2. Fracture mechanics based models
All operating from the assumption that the fatigue life is governed by the crack growth. For welded joints the
assumption that the welding procedure yields a detail of which the crack initiation period is consumed, is
typically adopted.

Theory: Paris relation: stable crack growth region
Theory by: PARIS-ERDOGAN year: 1963
Type: Empirical, non-linear, fracture, temporal
Typical application: (residual) life time estimation of welded joints, where LEFM

assumption is valid

Paris and Erdogan [105] were the first to observe the approximately log-log linear relation between the crack
tip stress intensity factor K I and the crack growth rate d a/dn in the stable crack growth region. The relation
is presented in (A.29). This relation is a typical tool employed to estimate the residual fatigue life. It is only
valid for weld toe notch defects, as the crack should be observed visually. The method assumes a stable
crack growth (LEFM) until the through-thickness crack (or critical crack length) is obtained. In reality the last
part of the crack development will be unstable crack growth due to the deteriorated geometry and the stress
redistribution in the cracked material.

d a

dn
=C ·∆K m

I (A.29)

Ng = 1

C ·∆σm
s

·
∫ tp

ai

(
1

(Yn(a) ·Y f (a) ·pπa)m

)
d a (A.30)

To assess the (residual) life time under VA loading conditions, the term ∆σs has to be exchanged for the
equivalent stress. To translate the temporal signal to a spectrum typically a rain-flow counting algorithm is
employed. In Appendix C.1.1 the derivation of the equivalent stress for a spectrum that is separated into load-
blocks, based on a summation of intercepts of the S-N curve is presented.

The work by Ciavarella et al. [14] provides a decent analysis of the relation between the Paris relation (and
other crack propagation models) and the LDAM. The paper concludes that the reason of the deviation of
fatigue life predictions using the LDAM might originate from its use in context involving the connection be-
tween crack initiation and crack propagation laws (which provides an unconservative damage estimate) and
the sequence effects - in particular the OL’s - in long crack propagation (which provides a conservative dam-
age estimate).

Summarizing the benefits and downfalls of the Paris relation:

+ Easy to integrate into an inspection regime, allowing to estimate the residual fatigue life.
− Sensitive to the initial crack length, typical application is residual life time estimation upon the inspec-

tion of a present crack.
− Does not account for LI and LS effects.
− Requires the, computationally expensive, temporal method.

Total life concept
The total life concept combines the life times spent in the crack initiation Ni and crack growth Ng domain:

N = Ni +Ng (A.31)

Here the crack initiation contribution is obtained from an intact-geometry (continuum) assessment.

Theory: Damage Curve Approach (DCA) and Double Damage
Curve Approach (DDCA)

Theory by: MANSON-HALFORD year: 1981
Type: Phenomenological, non-linear, fracture, temporal
Typical application: Multi-level block loads
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Richart and Newmark [116] were the first to introduce the concept of the damage curve, which means that the
damage to cycle ratio relation depends on the applied stress per step. Proceeding on this concept Manson
and Halford [87] proposed the DCA. Here the the damage is given as a function of the crack length a. The
effects of load sequences under two-level loading are explained very well by this model [41]. However, it does
not account of load interaction effects.

The damage is defined as (A.32) for a multi-level block load spectrum with i stress blocks, based on the crack
growth derivation as is presented in [88]. It should be noted that this equation is based on inches instead of
the metric system. The method is sensitive to the value of the initial crack length a0. In [51] the initial crack
length a0 is assumed to be zero.

D = 1

0.18

(
a0 + (0.18−a0)β

2
3 N 0.4

i
i

)
(A.32)

βi =
[[(

n1

N f 1

)α1,2

+ n2

N f 2

]α2,3

+ n3

N f 3

]α3,4

+·· ·+ ni−1

N f (i−1)

]αi−1,i

+ ni

N f i
(A.33)

With:

αi−1,i =
(

Ni−1

Ni

)0.4

(A.34)

Here the exponent αi−1,i includes a hint of the block-equivalent of the load interaction effect: the exponent
is a function of the amount of cycles of the previous stress block. It is called a "hint of" as the load interaction
effect is not explicitly related to the amount of cycles. This is also the part of the equation that requires the
temporal approach (analysis per stress block, instead of per spectrum block). The exponent 0.4 is attained by
curve fitting of a three-level block loading in [87]. For other loading histories and spectra this value requires
further testing.

For two-block loading this yields (A.35).

(
n1

N f 1

)(
N f 1/N f 2

)0.4

+ n2

N f 2
= 1 (A.35)

Double Damage Curve Approach (DDCA)
The DDCA models the damage curve as two linear and non-linear lines, as is shown in figure A.1, this is in
contrary to the DCA which models one continuous non-linear relation between cycle ratio and damage. The
difference with the DCA is the separation of the crack initiation (linear) and crack propagation phase (non-
linear). For the initiation phase it closely resembles the DLDT, and in the propagation phase the DCA. When
the life is related to a reference life (typically 1), the equation is given by:

D = ni

Ni

(
qγ1 + (

1−qγ1
)( ni

Ni

)γ(q2−1)
) 1
γ

(A.36)

With

q1 =
0.35

(
Nr e f

Ni

)α
1−0.65

(
Nr e f

Ni

)α (A.37)

And

q2 =
(

Ni

Nr e f

)β
(A.38)

The parameters and their typical values are:

γ Constant that represents two intersecting straight lines, typical value is 5.
α Material dependent parameter, to be determined experimentally. Typical value is 0.25.
β Material dependent parameter, to be determined experimentally. Typical value is 0.4.
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Coefficients 0.35 and 0.65 should be experimentally validated for each material and loading history.

Summarizing the benefits and downfalls of the DDCA by Manson and Halford:

+ The method allows to create identical damage curves for different loads by employing the reference life
Nref [44].

+ The DDCA provides a better fit with the experimental data than the DCA as it better mimicks the differ-
ent damage rates for crack initiation and propagation.

− For each loading history and material the coefficients 0.35 and 0.65 should be validated. This raises the
challenge of defining equivalence in loading history.

Theory: Equivalent driving force (fatigue driving stress)
Theory by: KWOFIE-RAHBAR year: 2011
Type: Phenomenological, piece-wise linear, fracture, temporal
Typical application: Metal base material subject to different loading conditions

(varying Rl r )

With the origin in the work of Kwofie and Chandler [65], the paper by Kwofie and Rahbar [66] presents the
derivation of the equivalent driving force for crack growth at different stress ratios Rl r . As Zuo et al. explains
it: "The fatigue driving stress is a function of the applied cyclic stress, numbers of loading cycles, and the
numbers of cycles to failure. It increases with loading cycles until the fatigue strength is reached when frac-
ture occurs. By determining the equivalent number of cycles that yields the same fatigue driving stress as
the previous loads, the remaining life can be predicted." This is presented in (A.39) with σar the equivalent
completely-reversed stress amplitude, σa the combined stress amplitude, α the mean-stress-sensitivity fac-
tor of the material, and R the stress ratio. The α indicates how sensitive the crack growth behaviour is to
changes in the R (=σmin/σmax)

σar =σa exp

(
α

(
1+R

1−R

))
(A.39)

This equivalent stress assuming a constant growth rate.

da

dN
=C0 (∆K0)m0 =C0 (∆KR )m0 exp

[
am0

(
2R

1−R

)]
(A.40)

D =∑ ni ln(Ni )

Ni ln(N1)
(A.41)

Load sequence effects are included by relating the damage of each stress (block) to the fatigue life of the first
damaging block N1.

Summarizing the benefits and downfalls of the Kwofie-Rahbar model:

+ Accounts for LS effects.
+ Accounts for different R levels.
− Does not account for the non-linear nature of the accumulation.
− Requires an (computationally expensive) temporal calculation.

Hectors and de Waele [51] provide a decent comparison between the models by Palmgren and Miner, Manson
and Halford, Gao et al., Kwofie and Rahbar and Mesmacque et al.. The testcase of the paper is for a overhead
crane runway girder: a different loadcase than frigate. The comparison is presented in table A.1, and it shows
that the model by Palmgren-Miner performs the worst, based on the assessment of 12 H-L and 12 L-H two-
stage block loadings at different load levels: it has the largest standard deviation and Root Mean Square (RMS)
values. The best performing model is the DCA by Manson and Halford. Another observation is the fact that
the average Palmgren-Miner critical damage is 1.10, with a standard deviation of 0.31. This indicates a normal
distribution, in contrary to the log-normal distribution with µ = 1 and σ = 0.3 from [27].
The paper by Hectors and de Waele also provides the insight that, for the considered multi-block sequences,
the random load case damage is approximately the average of the H-L and L-H multi-block sequences. That
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Table A.1: Research results from Hectors and de Waele for two-stage block loading for a combination of H-L and L-H sequences. Each
value is given as an expression of Dcrit = Npredicted/Nexperiment.

Model Average Standard deviation RMS

Miner 1.10 0.31 0.27
DCA[87] 1.05 0.22 0.21
[41] 1.06 0.23 0.21
[66] 1.09 0.27 0.24
[94] 1.06 0.24 0.22

means that the results from table A.1 can roughly be extrapolated to random block loads.

Theory: Modified DCA (Manson-Halford)
Theory by: GAO year: 2014
Type: Phenomenological, non-linear, fracture, temporal
Typical application: Multi-level block loading histories for steel welded joints.

The work by Gao et al.[41] is based on [87], but claims to be improved as it includes load interaction effects as
well. Does not require extensive testing [115].

Gao et al. poses the implementation of the damage coefficient as proposed by Xu et al. [140], who suggested
to modify the exponent parameter to include load interaction. Modification suggested is to have a different
formulation for H-L than for L-H sequences:

αi−1,i =
(

N f (i−1)

N f i

)0.4·min{σi−1/σi ,σi /σi−1}

(A.42)

This idea behind this modification is not new, the interaction factors with similar purpose have been pro-
posed in [15, 37]. Secondly, it should be noted that the model by Gao et al. is not strictly a damage accumula-
tion model (observation by Hectors and de Waele), as it does not accumulate damage from zero to one. Gao
et al. sets failure at βi (see (A.33)) equals 1, which does not have a physical background. Manson and Halford
set failure at D = 1. As Gao et al. is the first to implement the model by Xu et al. to express the predicted fatigue
life, this model is listed under the name of Gao et al. instead of Xu et al..

Finally, the method has been validated for two-level loading by Gao et al., and for multi-level block loading
by Hectors and de Waele. Both papers recommend further testing of (random) VA load histories.

Summarizing the benefits and downfalls of the Gao (2014) model:

− Requires an (expensive) temporal calculation.
− The expression of failure does not have a physical meaning.
− Has only been validated for multi-level block loads but not for random VA loads.
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A.3. (Continuum) Damage mechanics based models
Continuum Damage Mechanics (CDM) describes the deteriorating material at continuum level, compared
to the expensive procedure of modelling micro-mechanics. This deterioration is typically expressed as a re-
duced Young’s modulus. The first work on CDM is the paper by Kachanov from 1958 [60], where it was applied
to creep. The damage variable 0 <φ< 1 is used to describe the defect density where φ= 1 equals no damage.

Damage mechanics based models are widely employed in the structural analysis of composites, as an effec-
tive Young’s-modulus is used to express the capacity of the composite’s elements.

Another typical application of CDM is for the assessment of corrosion fatigue as in the PhD thesis by Zhang
[145]. Assuming a uniform degradation of the material due to corrosion, the analogy with the damage vari-
able is made.

For the assessment of fatigue of welded joints under (random) VA loading is not common. The assessment of
the fatigue life under VA loading is typically based on a local assessment in contrary to on a global basis. For
the overview, this section contains the main models with regards to fatigue assessment based on CDM.

Theory: Cyclic hardening
Theory by: XIAODE year: 1987
Type: Phenomenological, non-linear, damage, spectral
Typical application: Two-level block loads

Kachanov [60] was the first author to introduce the effective stress as part of the constitutive equations in line
with the hypothesis of equivalent strain. This can be used to analyse the effect of the previous damage on the
novel stress field. The effective stress is typically expressed as:

σ̄= σ

1−D
(A.43)

The damage variable D is expressed in a linear relation to the Young’s modulus E :

D = 1−φ= 1− Ē

E
(A.44)

Thereafter Xiaode et al. defines the three properties of continuum damage mechanics fatigue damage, and
propose the damage evolution law (A.45):

1. A damage variable is introduced in cyclic stress-strain relation for the description of the fatigue process.
2. The value of the damage variable for a large load must not be smaller than that for a small load at the

same number of cycles.
3. A cumulative damage law may be derived from the damage evolution equation.

D =
(

N

N f

)1/β+n
′

(A.45)

(A.45) possesses properties 1 and 2. Property 3 is answered to by means of (A.46) for two-level block loading.

N2

N f 2
= 1−

(
N1

N f 1

)(β2+n′)(β1+n′)
(A.46)

The cyclic hardening rate β from (A.47) is obtained by a least squares fit of experimental data to determine
the constants a and b.

β= a

(
∆σ

2

∆εp

2

)b

(A.47)

The model by Xiaode et al. was validated for two-level block loading and is listed in review articles [34, 119].

Summarizing the benefits and downfalls of the Xiaode model:
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+ Upon fitting the parameters with experimental data, the model is easy to implement.
− The model has only been validated for two-level block loading.

Theory: Continuum damage accumulation
Theory by: CHABOCHE-LESNE year: 1988
Type: Phenomenological, non-linear, damage, spectral
Typical application: (random) VA loading histories

Addressing the linear life-stress relation in the Palmgren-Miner approach, Chaboche and Lesne [11] proposed
a model based on continuum damage accumulation, the Non-linear Continuous fatigue Damage (NLCD)
model. Whereas Palmgren-Miner is lacking a physical background, this one is derived from a physical basis.

The model has a close relation to the model by Marco and Starkey and the DCA by Manson and Halford.
Assuming that the fatigue behaviour is a continuum process and that damage accumulates continuously until
failure, Chaboche and Lesne derived a differential equation to express the fatigue damage as a function of the
amount of loading cycles [11]. It is based on the phenomenological model as was presented by Chaboche in
1974 [10] and is summarised with (A.48). Here D is the damage that is consistent with 1−φ from the CDM,
β, a, M0 and b0 are coefficients from the model that are material dependent, σa is the maximum minus the
mean tensile stress, and σm is the mean tensile stress.

dD =
[

1− (1−D)β+1
]α [

σa

M0 (1−b0σm) (1−D)

]β
d N (A.48)

Here α equals:

α= 1−a

〈
σmax −σ f (σm)

σu −σmax

〉
(A.49)

With:

σ f (σm) =σm +σ∞
f (1−b0σm) (A.50)

〈x〉 indicates the condition: if x < 0, 〈x〉 = 0, else 〈x〉 = x
σ∞

f The fatigue limit at R =−1.

σu Ultimate strength.
σ f (σm) The fatigue limit for a non-zero mean stress.

Integration yields the formulation of the damage D :

D = 1−
(

1−
(

N

N f

) 1
1−α

) 1
β+1

(A.51)

With:

N f =
1

(β+1)(1−α)

(
σa

M0(1−b0σm)

)−β
(A.52)

Upon careful tuning of the parameters a,β, M0 and b0 for the respective material, Chaboche and Lesne state
that the novel model is as simple to use as the LDAM.

The paper by Zhang and Maddox compares the model by Chaboche and Lesne to the modifications as they
propose, experimental data, and [70]. The model by Chaboche outperforms the LDAM and the model by
Leipholz for the two considered loading histories. The analysis is performed for loads that are typical for
shafts and axles in aerospace applications: extrapolation to maritime loadcases should be done with care.

The article by Silitonga et al. concludes that the model by Chaboche and Lesne as a simple engineering tool
that does not offer a significant advantage compared to the LDAM, but provides a first and important step
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towards more advanced CDM models.

Summarizing the benefits and downfalls of the Chaboche model:

+ The model is as easy to implement as the LDAM.
− Inadequate formulation for complex loading (OL’s and UL’s) [126].
− Limited improvement compared to the LDAM [126].
− The model will always be conservative as it counts every load cycle, regardless of the amplitude [146].

Theory: Continuum damage accumulation
Theory by: LEMAITRE year: 1999
Type: Physics-based, non-linear, damage, temporal
Typical application: Multi-axial fatigue. fatigue of steel welded joints under VA

block loading

The proposal by Lemaitre [73] comprises a two-scale micro-meso continuum model. Here micro-plasticity
and micro-damage are accounted for, which both are known to characterise HCF. As in HCF the damage and
plasticity doe not influence the elastic macro behaviour before the actual fracture stage [73]; hence this model
captures the fatigue up to macro-crack initiation. Crack initiation is defined at D = Dcr i t . For HCF the model
proves to decently capture the physics related to the high cycles like mean stress effect, non-linear damage
accumulation, initial strain hardening and the non-proportional loading for bi-axial fatigue [73].

This model is a typical development for HCF in metals [126]. The work by Lautrou et al. [67] poses the fatigue
crack initiation life estimation for steel welded joints by means of the model by Lemaitre et al.. For this the
assumption of occurrence of elastic shakedown2, related to the residual stress distribution in the material, is
used to employ the two-scale model from [73]. This justifies elastic calculations for the Representative Vol-
ume Element (RVE) that is used to model the damaged continuum. The RVE is presented in figure A.10 where
the superscript µ indicates microscopic properties. The work by Lautrou et al. does consider variable ampli-
tude loading, but this is a composed succession of CA cycle-blocks.

Figure A.10: Representation of the Representative Volume Element, figure from [72]

The fatigue damage rate (damage per cycle) is expressed as:

dD =
[ (

σeq +kσ f
)2 Rµ

v

2ES(1+k)2(1−D)2

]s
dσeq

C (1+k)
if σeq Êσ f (A.53)

With the triaxiality function on microscopic level:

Rµ
v = 2

3
(1+ v)+3(1−2v)

[
σH (1+k)

σeq +kσ f

]2

(A.54)

2"A structure made of elastic plastic material in a given loading scheme, after an initial stage of possible limited plastic deformation (of
finite total plastic dissipation), may eventually shake down to some residual stress state, from which it subsequently responds elastically
(and, hence, safely) to the external agencies." [13]
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And σeq is the Von-Mises equivalent stress, k is a material parameter defined as k = 3aE/2C , a is the local-
isation coefficient, C the kinematic hardening parameter at microscale, E the Young’s modulus and D the
resulting damage. An important assumption in the model by Lemaitre et al. is that fatigue damage is only
accumulated for stresses above the fatigue limit. σH is the hydrostatic3 stress at mesoscale (equal to the hy-
drostatic stress at microscale) and ν is the Poisson ratio of the respective material.

Summarizing the benefits and downfalls of the Lemaitre model:

+ Relatively easy extension to multi-axial fatigue.
− The model requires, the computationally expensive, temporal approach.
− Only crack initiation is modelled, whereas the welding procedure typically consumes this part of the

fatigue life.
− No damage below the fatigue limit.
− Requires the, computationally expensive, temporal approach do properly consider load interaction ef-

fects.

Theory: Uniaxial cumulative model
Theory by: SHANG-YAO year: 1999
Type: Physics-based and empirical, non-linear, damage, spectral
Typical application: Multi-level block loads of steel base material

Shang and Yao [124] propose a cumulative damage model, based on the philosophy of Chaboche and Lesne.
The addition from Shang and Yao is to incorporate the energy dissipation in the model, to express the expo-
nent of (1−D). See (A.55) for the equation of the damage rate dD . The exponent is given by (A.56) with H the
Heaviside function, a and b are material constants to be obtained from curve-fitting of experimental data, K
is a material constant under uniaxial CA loading. The strain hardening model is used (∆σ/2 = K (∆ε/2)n) is
used to express the effects of multiple repetitive cycles on the hardening of the material.

dD = (1−D)α(∆ε/2,σm )
[

K (∆ε/2)n

M0 (1−b′σm)

]β
dN (A.55)

With:

α (∆ε/2,σm) = 1− H (K (∆ε/2)n −σ−1 (1−bσm))

a ln |K (∆ε/2)n −σ−1 (1−bσm)| (A.56)

Ultimately, the expression of the total fatigue life is give by (A.57).

Nf = aMβ
0

ln |K (∆ε/2)n −σ−1 (1−bσm)|
H (K (∆ε/2)n −σ−1 (1−bσm))

[
K (∆ε/2)n

1−b′σm

]−β
(A.57)

The model is validated for CA and two-level block loading, where it provides a better correspondence with
experiments than the model by [11]. In [115] the model is discussed as a simple model that accounts for
the mean stress. The work by Zhu et al. also compares the LDAM and a novel model to the model by Shang
and Yao: the fuzzy sets model from [150] outperforms the model by Shang and Yao for multi-level block loads.

Summarizing the benefits and downfalls of the Shang-Yao model:

+ Relatively easy to implement.
+ The model only requires experimentally determined material constants, no spectrum-constants.
− The model has only been validated for multi-level block-loading programs.
− The model was outperformed by Zhu et al. [150] for multi-level block-loads.

3In contrary to the convention in maritime technology to consider hydrostatic stress as a part of the loading conditions of a maritime
structure, hydrostatic stress is also called the volumetric stress: a continuum mechanics concept that includes uniaxial stresses, but no
shear stresses. The latter is indicated here.



A.3. (Continuum) Damage mechanics based models 151

Theory: CDM based model
Theory by: DATOMMA year: 2006
Type: Physics-based and empirical, non-linear, damage, tempo-

ral
Typical application: Multi-level block loads applied to steel samples (but not to

welded joints)

A variation of the concept by Chaboche and Lesne is proposed by Dattoma et al. [18] where the expression
for α as is given in (A.49) is modified to include an exponent in the stress term, see (A.58).

α= 1−a

〈
σa,i −σ f

σu −σa,i

〉d

(A.58)

Here d is the exponent as proposed by Dattoma et al.. This parameter is a material constant, to be deter-
mined experimentally. This novel model accounts for the material damage evolution at different load levels
by not using the maximum minus the mean stress like the model byChaboche and Lesne, but by employing
the actual stress level σa . Experimental fatigue data for hardened and tempered steel verified the model and
show good agreement of the predicted and experimental fatigue life.

Summarizing the benefits and downfalls of the Datomma model:

+ Accounts for load interaction effects.
− Requires the, computationally expensive, temporal calculation.
− Has only been validated for multi-level block loads.

Theory: Strength degradation model based on Manson-Halford
Theory by: YUAN year: 2015
Type: Phenomenological, non-linear, damage, temporal
Typical application: Fatigue reliability

In the model by Yuan et al. [144] both the demand and capacity are expressed as a normal distribution with
a given mean and standard deviation. The overlapping area of capacity and demand poses the expression
of the probability of an unsafe structure. Strength degradation is expressed as a function of the amount of
cycles. For this Yuan et al. proposes the residual strength δR evolution:

Ai =
δRi (ni )

δRi−1 (ni−1) | (A.59)

This function gives the expression of the residual strength degradation coefficient at stress σi , where δRi (ni )
is the residual strength after ni cycles at this stress level. This residual strength is expressed as:

δRk (nk ) = A0 × A1 × A2 ×·· ·× Ak ×δ(0)

= δR1 (n1)

δR0 (n0)
× δR2 (n2)

δR1 (n1)
× δR3 (n3)

δR2 (n2)
×·· ·× δRi (ni )

δRi−1 (ni−1)
×δ(0)

= δRi (ni )

δR0 (n0)
×δ(0)

(A.60)

Expressing the residual strength evolution A for a certain stress level k, under the assumption that A(k) =
A0 × A1 × A2 ×·· ·× Ak and by using the recursion formulas, yields:

A(k) =
[

1− (1+b)
∑k

i=1σ
c
i ni

δ1+b
(0)

] 1
1+b

(A.61)

In the above function b and c are dimensionless parameters, related to the material and environmental con-
ditions (e. g. temperature, wave loading spectrum, ...).

This yields per summation:
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δRk (nk ) =
[

1− (1+b)
∑k

i=1σ
c
i ni

δ1+b
(0)

] 1
1+b

×δ(0) (A.62)

To now make the link to the fatigue life prediction the expression of the residual strength degradation coeffi-
cient A is introduced to express the residual strength degradation function φi (which Yuan et al. calls γi ).

φi = exp

[
α ·

(
1

Ai
−1

)]
(A.63)

Proceeding from Manson-Halford, as modified by Xu et al. [140] and implemented by Gao et al. [41], the
model by Yuan et al. multiplies the equation by Gao et al. with the residual strength degradation function φi :

D (ni ) =φi

(
ni

N f i

)(
N f (i−1)

N f i

)0.4min{
σ(i−1)
σi

·σ(i−1)

}
(A.64)

Summarizing the benefits and downfalls of the Yuan model:

+ Shows a good agreement with the multi-level block-loading that was tested.
− Requires the (computationally expensive) temporal calculation.

Theory: Chaboche and Lesne model with fuzzy logic
Theory by: ZHANG year: 2018
Type: Phenomenological, non-linear, damage, temporal
Typical application: (random) VA loading histories, has only been validated for

base materials.

The research by Zhang et al. [146] proposes, as a modification to the Chaboche method, to incorporate fuzzy
logic to describe the transition from stress ranges that do and do not contribute to the damage. The re-
search shows that the Cauchy Membershipfunction (MF) provides the best fit in life prediction, whereas it
still proves to be conservative for the applied testcase (a compressor blade). The improvement for this test-
case is a relative error between the predicted life and measured data of respectively {35.18%, 16.09%, 8.38%}
for the {Linear Palmgren-Miner model, Non-linear Chaboche model, Modified Chaboche model}. This re-
sults should be observed with care dependent on the case it is applied to, but show a promising picture for
the modified Chaboche model.

Dependent on the relation of the respective load level σi to the lower limit of the strengthening stress σF and
the fatigue limit σ0, the MF equals:

µD̃ (σi ) =


0 σi ∈ [0,σF)

1
1+α′(σi−σF)−β′

σi ∈ [σF,σ0)

1 σi ∈ [σ0,+∞)

(A.65)

Even with the fuzzy logic modification the Chaboche model is slightly conservative, compared to measured
samples: this is because it counts all load cycles in the damage accumulation, regardless of the amplitude.
The fuzzy logic model is proven better than the original Chaboche model [146].

Summarizing the benefits and downfalls of the Zhang model:

+ Provides a predicted life time that is very close to the experimental life time.
− Requires the computationally expensive temporal approach.
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B
Cited derivations

Note: all derivations as presented in this appendix are not by the hand of the author of this thesis, but citations
(or elaborated versions of the citations) of the respective articles. They are presented here for clarity and
completeness.

B.1. Miner’s physical derivation of the LDAM
The derivation by Miner [95] of the LDAM is based on the principle of cyclic work. Cyclic work is the the area
between the path of stress and strain that is formed under cyclic loading and unloading. Miner employs this
principle to derive the cumulative damage of a set of stress-blocks. Damage is defined as the fraction of work
consumed, assuming a certain amount of work Wfailure cumulatively consumed at failure, see (B.1).

D = Wn

Wfailure
(B.1)

Thermodynamic work for a set of n cycles at stress level σ is defined as:

Wn =W (σ,n) (B.2)

Assuming that the work of cycles with identical amplitudes is the same, this is expressed as:

Wn = nW (σ) (B.3)

It should be noted that this assumption neglects the LI and LS effects, underlining the main setback of the
LDAM. Substitution in (B.1) yields:

D =
k∑

i=1

ni W (σi )

Wfailure
(B.4)

Where, by denoting the number of cycles at stress level σi as Ni , the thermodynamic work for failure at this
level is defined as:

Wfailure = N1W (σ1) = N2W (σ2) = Ni W (σi ) (B.5)

Substitution of (B.5) in (B.4) equals:

D =
k∑

i=1

ni W (σi )

Ni W (σi )
=

k∑
i=1

ni

Ni
(B.6)

B.2. Palmgren-Miner consistency with Fracture Mechanics
This derivation is first given in [86], and was cited by [45].

Using the Paris law (B.7). This limits the validity of the derivation to the Paris regime.
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d a

d N
=C (∆K )m (B.7)

With SIF K equal to the stress conditions adjacent to the crack tip. For an infinite plate subjected ot an in-
plane uniform stress, σ, perpendicular to a central through-thickness crack of length 2a this is:

K = Y σ
p
πa (B.8)

Here Y is a correction factor as a function of the crack geometry and the geometry of the considered sample.
Substituting (B.8) into (B.7), yields (B.9).

d a

d N
=C

(
Y ∆σ

p
πa

)m
(B.9)

Of which integration yields: ∫ a2

a1

d a

(Y
p

(πa))m
=C (∆σ)m N (B.10)

Now, for an example of three stress blocks, this yields the following equations.∫ a1
ai

d a
(Y

p
(πa))m =C Sm

1 n1∫ a2
a1

d a
(Y

p
(πa))m =C Sm

2 n2∫ a f
a2

d a
(Y

p
(πa))m =C Sm

3 n3

 (B.11)

Assuming the final crack sizes of respectively each stress block and the total loading history, ai and a f , to be
known this rewrites to (B.12) per stress block.∫ a f

ai

d a

(Y
p

(πa))m
=C Sm

1 N1 =C Sm
2 N2 =C Sm

3 N3 (B.12)

As an example, for the first stress block, the division of the actual over the maximum load history yields:∫ a1

ai

d a

(Y
p

(πa))m
/
∫ a f

ai

d a

(Y
p

(πa))m
= C Sm

1 n1

C SN
1 N1

= n1

N1
(B.13)

Summing the contributions of all stress blocks yields (B.14), proving the compatibility of the LDAM with an
Linear Elastic Fracture Mechanics (LEFM) approach.

ni

N1
+ n2

N 2
+ n3

N 3
=

{∫ a1
ai

d a
(Y

p
(πa))m +∫ a2

a1

d a
(Y

p
(πa))m +∫ a f

a2
d a

(Y
p

(πa))m

}
∫ a f

ai
d a

(Y
p

(πa))m

= 1.0 (B.14)

B.3. Leipholz derivation
This derivation is taken from the paper by Leipholz [70].

The derivation uses two axioms:

If f is a random variable and E [ f ] is its expected value, than:
E [

∑
i ai fi ] =∑

i ai E [ fi ]
and

E [
∏

i fi ] =∏
i E [ fi ]

The damage per stress block i equals Di = ni di , with ni the amount of cycles at this stress level, and di the
damage per cycle at this stress level.

By definition ni = pi N , with pi the probability of occurrence of a cycle with peak intensity si and N the total
fatigue life.

By now applying the axioms:
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E [D] =∑
i

E [Di ] =∑
i

E [ni ]E [di ] =∑
i

E [pi ]E [N ]E [di ] = E [N ]
∑

i
E [pi ]E [di ] (B.15)

Now stating the total damage as a physical constant: D = N̂i di for any i . The expected value of this damage
equals E [D] = E [di ]E [N̂i ].

Substitution of the previous equations in (B.15) provides the final value of the expected damage:

E(N ) =
(

n∑
i=1

pi

E N̂i

)−1

(B.16)

B.4. Leonetti derivation
Leonetti et al. operates from the formulation of the SIF by as given:

∆K = Mw (a)Y (a)∆σ
p
πa (B.17)

To express the crack size a as a function of the amount of cycles the relation by Forman-Mettu is used:

d a

dn
=C∆K m

(
1− ∆Kth

∆K

)p

(Which is non-trivial for p > 0, hence p = 0 is used)

=C
(
Mw (a)Y (a)∆σ

p
πa

)m

=C
(
∆σ

p
π
)m (

Mw (a)Y (a)
p

a
)m

Adopting Y (a) = Y makes
d a

dn
=C

(
Y ∆σ

p
π
)m (

Mw (a)
p

a
)m

= B
(
Mw (a)

p
a
)m

(B.18)

Here Mw (a) is given by:

Mw (a) = max
(
Cα

( a

T

)α
,1

)
(B.19)

Assuming that the critical condition occurs for Mw (a) > 1, a is expressed as
(

Mw (a)
Cα

)1/α
T .

Integration of both sides for the initiation to the current amount of cycles Nk , whilst assuming Y (a) = Y =
constant, and m and C as material constants yields:

C−m
α Tαm

∫ ak

ai ni

a−m(α+1/2)d a =C
(
Y ∆σ

p
π
)m

∫ Nk

0
dn = B

∫ Nk

0
dn = B Nk (B.20)

Of which the general solution reads:

ak =
(

B

C−m
α Tαm Nk [1−m(α+1/2)]+a1−m(α+1/2)

i ni

) 1
1−m(α+1/2)

(B.21)

By performing the same integration, but now for the initiation to the total amount of cycles N (i.e. integrating
over the total fatigue life), yields:

C−m
α Tαm

∫ ∞

ai ni

a−m(α+1/2)d a =C
(
Y ∆σ

p
π
)m

∫ Nk

0
dn = B

∫ N

0
dn = B N (B.22)

Stating that −m(α+ 1/2) < −1 ensures that the infinite integral over a gives a finite answer. The solution
equals:
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C−m
α Tαm 1

1−m(α+1/2)

[
a1−m(α+1/2)]∞

aini
= B N

B

C−m
α Tαm = a1−m(α+1/2)

ini

1−m(α+1/2)

1

N

(B.23)

Substitution of (B.23) in (B.21) finally yields:

a = ai ni

(
1− Nk

N

) 1
1−m(α+1/2) = ai ni (1−D)

1
1−m(α+1/2) (B.24)

Recalling:

∆σth =∆σ0
Mw (ai ni )Y (ai ni )

p
ai ni

Mw (a)Y (a)
p

a

=∆σ0
aαi ni

aα

√
ai ni

a

=∆σ0

(
ai ni

a

)α+1/2

=∆σ0(1−D)
α+1/2

1−m(α+1/2)

(B.25)

Now the RLDM is introduced to scale the critical damage parameter and expressing the final model as:

∆σth,h =∆σ0

(
1− Dh−1

Dcr

)ζ
(B.26)

With:

ζ= f (α,m) = α+1/2

1−m(α+1/2)
(B.27)
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C
Author’s derivations

C.1. Equivalent stress formulations
The derivation of the equivalent stress is, for all combinations of the formulation of the S-N curve and a
damage accumulation theorem, based on two assumptions:

• The accumulated S-N curve and equivalent description have the same damage mechanism (slope m).
• The accumulated S-N curve and equivalent description have the same fatigue strength (intercept log(C )).

With regards to the notation: N always refers to the total amount of cycles from the rainflow counting proce-
dure (i.e. the fatigue life).

C.1.1. Basquin relation with the LDAM
The first derivation is for the Basquin relation with the Palmgren-Miner (LDAM) damage summation. The
result of the derivation is in accordance with the formulations in [54, 100, 128].

S-N relation: Basquin

The Basquin-type S-N curve, is given by:

log(N ) = log(C )−m log(S)

= log(C )− log(Sm)

N = C

Sm =C S−m

C = N Sm

(C.1)

Damage accumulation model: LDAM

Substituting the formulation of N from the Basquin
relation (C.1):

D =
k∑

i=1

ni

Ni

1 =
k∑

i=1

ni

C S−m
i

=
k∑

i=1

ni Sm
i

C

C =
k∑

i=1
ni Sm

i

(C.2)

Equivalent stress formulation

Stating that the equivalant stress relation is of the Basquin-type as well, and equating the exponent of the in-
tercept logC from the Basquin relation and the LDAM yields:

N Sm
eq =

k∑
i=1

ni Sm
i

Seq = m

√∑k
i=1 ni Sm

i

N

= m

√√√√ k∑
i=i

ni Sm
i

N

(C.3)
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C.1.2. ORFL with the LDAM
The second derivation is for the combination of the ORFL with the Palmgren-Miner model (LDAM).

S-N relation: ORFL

The ORFL-type S-N curve, is given by:

log(N ) = log(C )−m log(S −S∞(µ,σ))

= log(C )− log
((

S −S∞(µ,σ)
)m)

N = C(
S −S∞(µ,σ)

)m

=C
(
S −S∞(µ,σ)

)−m

C = N
(
S −S∞(µ,σ)

)m

(C.4)

Damage accumulation model: LDAM

Substituting the formulation of N from the ORFL-
relation (C.4):

D =
k∑

i=1

ni

Ni

1 =
k∑

i=1

ni

C
(
Si −S∞(µ,σ)

)−m

C =
k∑

i=1
ni

(
Si −S∞(µ,σ)

)m

(C.5)

Equivalent stress formulation

Stating that the equivalant stress relation is of the ORFL-type as well, and equating the exponent of the inter-
cept logC from the ORFL relation and the LDAM yields:

N
(
Seq −S∞(µ,σ)

)m =
k∑

i=1
ni

(
Si −S∞(µ,σ)

)m

Seq = m

√√√√ k∑
i=1

ni
(
Si −S∞(µ,σ)

)m

N
+S∞(µ,σ)

(C.6)

C.1.3. GRFL and the LDAM
The third derivation is for the combination of the GRFL [74] with the Palgren-Miner model (LDAM).

S-N relation: GRFL

The 6PRFLM (or GRFL)-type S-N curve, is given by:

log(N ) = log(C )−m log(S)−ρS∞ log

(
1− S∞(µ,σ)

S

)
log(C ) = log(N )+m log(S)+ρS∞ log

(
1− S∞(µ,σ)

S

)
= log

(
N Sm

(
1− S∞(µ,σ)

S

)ρS∞)
C = N Sm

(
1− S∞(µ,σ)

S

)ρS∞

N =C S−m
(
1− S∞(µ,σ)

S

)−ρS∞

(C.7)

Damage accumulation model: LDAM

Substituting the formulation of N from the GRFL-relation (C.7):

D =
k∑

i=1

ni

Ni

1 =
k∑

i=1

ni

C S−m
i

(
1− S∞(µ,σ)

Si

)−ρS∞

C =
k∑

i=1
ni Sm

i

(
1− S∞(µ,σ)

Si

)ρS∞

(C.8)
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Equivalent stress formulation

Equating the exponent of the intercept logC from the GRFL-relation and the LDAM yields:

N Sm
eq

(
1− S∞(µ,σ)

Seq

)ρS∞
=

k∑
i=1

ni Sm
i

(
1− S∞(µ,σ)

Si

)ρS∞

Sm
eq

(
1− S∞(µ,σ)

Seq

)ρS∞
−

k∑
i=1

ni Sm
i

(
1− S∞(µ,σ)

Si

)ρS∞

N
= 0

(C.9)

Due to the nonlinear nature of the equation above, and the variable exponent ρS∞, there is no analytical so-
lution present for Seq . A numerical solution will be used (fzero in Matlab).

C.1.4. GRFL and the model by Hirt and Kunz

S-N relation: GRFL

See equation (C.7).

Damage accumulation model: Hirt and Kunz

Substituting the formulation of N from the GRFL-relation (C.7) in the damage accumulation rule by Hirt and
Kunz, a combination as implemented by Leonetti et al. [75]:

E [Ḋ] =
k∑

i=1

[
ni

Ni

ni∑
i ni

]

=
k∑

i=1

 ni

C S−m
i

(
1− S∞(µ,σ)

Si

)−ρS∞
ni∑
i ni


N =

htot∑
h=1

E [Ḋ] j =
htot∑
h=1

 k∑
i=1

 ni

C S−m
i

(
1− S∞,h

Si

)−ρS∞
ni∑
i ni


C =

htot∑
h=1

[
k∑

i=1

[
1

N
ni Sm

i

(
1− S∞,h

Si

)ρS∞ ni∑
i ni

]]
(C.10)

With:

S∞,h = S0

(
1− Dh−1

Dcr

)ζ
(C.11)

Equivalent stress formulation

Equating the exponent of the intercept logC from the GRFL relation and the Hirt and Kunz damage summa-
tion yields:

N Sm
eq

(
1− S∞(µ,σ)

Seq

)ρS∞
=

htot∑
h=1

[
k∑

i=1

[
1

N
ni Sm

i

(
1− S∞,h

Si

)ρS∞ ni∑
i ni

]]

Sm
eq

(
1− S∞(µ,σ)

Seq

)ρS∞
=

htot∑
h=1

[
k∑

i=1

[
1

N 2 ni Sm
i

(
1− S∞,h

Si

)ρS∞ ni∑
i ni

]] (C.12)

Due to the nonlinear nature of the equation above, and the variable exponent ρS∞, there is no analytical solu-
tion present for Seq . A numerical solution will be used (fzero in Matlab). The right-hand side of the equation
can be solved, as all variables are known.
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C.2. Ln or log10

N = 10
log10 C−m log10 S−ρS∞ log10

(
1− S∞

S

)

= 10
logC−m logS−ρS∞ log

(
1− S∞

S

)
log10

=
(
10

logC−m logS−ρS∞ log
(
1− S∞

S

)) 1
log10

= (10A)
1

log10

(C.13)

N = e
logC−m logS−ρS∞ log

(
1− S∞

S

)
= e A

(C.14)

Equating both:

(10A)
1

log10
?= e A

10A ?= (e A)log10

?= e A log10

?= (e log10)A

= 10A

(C.15)

Q. E. D.
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D
DNV-GL HSSSC analysis

D.1. DMO CA sample



DMO sample analysis Hot Spot Structural Stress DNVGL-CG-0129

Kp 0.9 Method A: Linear extrapolation
c 1.12 Method B: 1.12 times stress at tp/2
pw 72 mm Mesh size: 1 mm

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 286 14697 3.8578 -4.83E+01 1.47E+04 3.70E+00 1.65E+04
at 3tp/2 306 13191 -5.54E-02 -3.69E+01 1.32E+04 -1.59E-01 1.48E+04

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 228 14156 -5.9337 -3.07E+01 1.42E+04 -6.00E+00 1.59E+04
at 3tp/2 208 13200 0.14567 3.67E+01 1.32E+04 4.34E-02 1.48E+04

Method A Method B
Main weld 2.40E+02 2.56E+02
Counterweld 2.28E+02 2.47E+02

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 296 14201 4.9674 -5.07E+01 1.42E+04 4.79E+00 1.59E+04
at 3tp/2 316 12705 -8.54E-02 -3.76E+01 1.27E+04 -1.97E-01 1.42E+04

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 222 13623 -3.0204 8.54E-01 1.36E+04 -3.02E+00 1.53E+04
at 3tp/2 202 12444 7.61E-02 3.51E+01 1.24E+04 -2.28E-02 1.39E+04

Method A Method B
Main weld 2.33E+02 2.47E+02
Counterweld 2.21E+02 2.37E+02

INPUT

Boundary condition: Roller
Normal sample

FE Results
Select nodes > Nodal solution > X, Z and XZ component of stress

Hot spot structural stress [MPa]

Double sample
FE Results

Select nodes > Nodal solution > X, Z and XZ component of stress

Hot spot structural stress [MPa]



DMO sample analysis Hot Spot Structural Stress DNVGL-CG-0129

Kp 0.9 Method A: Linear extrapolation
c 1.12 Method B: 1.12 times stress at tp/2
pw 72 mm Mesh size: 1 mm

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 286 6949.6 1.5347 -4.21E+01 6.95E+03 1.28E+00 7.78E+03
at 3tp/2 306 5423.9 -1.70E-02 -3.67E+01 5.42E+03 -2.65E-01 6.07E+03

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 228 6911.6 -5.8794 -1.94E+01 6.91E+03 -5.93E+00 7.74E+03
at 3tp/2 208 5815.1 0.13072 3.70E+01 5.82E+03 -1.05E-01 6.51E+03

Method A Method B
Main weld 1.20E+02 1.21E+02
Counterweld 1.16E+02 1.20E+02

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 296 6580 2.5651 -4.44E+01 6.58E+03 2.27E+00 7.37E+03
at 3tp/2 316 5068.5 -4.16E-02 -3.71E+01 5.07E+03 -3.13E-01 5.68E+03

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 222 6741.9 2021.4 5.06E+00 6.74E+03 2.02E+03 7.55E+03
at 3tp/2 202 5454.2 1636.3 3.59E+01 5.45E+03 1.64E+03 6.11E+03

Method A Method B
Main weld 1.14E+02 1.15E+02
Counterweld 1.15E+02 1.17E+02

FE Results

Hot spot structural stress [MPa]

FE Results
Double sample

Select nodes > Nodal solution > X, Z and XZ component of stress

Select nodes > Nodal solution > X, Z and XZ component of stress

Hot spot structural stress [MPa]

INPUT

Boundary condition: Hinge
Normal sample



DMO sample analysis Hot Spot Structural Stress DNVGL-CG-0129

Kp 0.9 Method A: Linear extrapolation
c 1.12 Method B: 1.12 times stress at tp/2
pw 72 mm Mesh size: 1 mm

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 286 14799 3.8885 -4.84E+01 1.48E+04 3.73E+00 1.66E+04
at 3tp/2 306 13293 -5.62E-02 -3.69E+01 1.33E+04 -1.59E-01 1.49E+04

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 228 14252 -5.9344 -3.09E+01 1.43E+04 -6.00E+00 1.60E+04
at 3tp/2 208 13298 0.14587 3.67E+01 1.33E+04 4.44E-02 1.49E+04

Method A Method B
Main weld 2.42E+02 2.58E+02
Counterweld 2.29E+02 2.48E+02

Main weld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 296 14305 5.0002 -5.08E+01 1.43E+04 4.82E+00 1.60E+04
at 3tp/2 316 12809 -8.40E-02 -3.76E+01 1.28E+04 -1.95E-01 1.43E+04

Counterweld
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 222 13717 -3.0096 7.96E-01 1.37E+04 -3.01E+00 1.54E+04
at 3tp/2 202 12540 7.60E-02 3.51E+01 1.25E+04 -2.21E-02 1.40E+04

Method A Method B
Main weld 2.34E+02 2.49E+02
Counterweld 2.23E+02 2.39E+02

Double sample
FE Results

Select nodes > Nodal solution > X, Z and XZ component of stress

Hot spot structural stress [MPa]

INPUT

Boundary condition: 5% of the load per side
Normal sample

FE Results
Select nodes > Nodal solution > X, Z and XZ component of stress

Hot spot structural stress [MPa]
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D.2. VA database samples
This appendix shows the DNV-GL method A FE results for each of the VA specimens. The markup provides a
sketch of the readout points for the method A extrapolation. The arrow indicates the direction of the expected
crack. The thick dots indicate the DNV-GL read-out points.

Figure D.1: DS Cruciform by Klippstein and Schilling
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Figure D.2: DS Attachment by Agerskov et al.

Figure D.3: DS Half-V cruciform by Agerskov et al.
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Figure D.4: DS Butt welds by Ota et al.

Figure D.5: DS Longitudinal attachment HS Type A by Zhang and Maddox



168 D. DNV-GL HSSSC analysis

Figure D.6: DS Longitudinal attachment HS Type B by Zhang and Maddox

Figure D.7: SS Butt joint by Zhang and Maddox
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Figure D.8: DS Longitudinal attachment by Rörup and Petershagen

With the HSSSC calculated as prescribed by DNV-GL [27], see the files on the next pages.



DMO sample analysis Hot Spot Structural Stress DNVGL-CG-0129

Klippstein (1989)
Simple cruciform

Mesh size: tp/2
FE Results
Main weld

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 673 73.693 16.956 9.34E-01 7.37E+01 1.69E+01 8.25E+01

Hot spot structural stress [MPa]
Method A Method B Method A: Linear extrapolation
n.a. 9.24E+01 Method B: 1.12 times stress at tp/2

Corrected for simple Ks 1.05
cruciform joints 9.71E+01

Agerskov (1995) HS A
Longitudinal attachment

Mesh size: tp/2

FE Results
Main weld

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 1041 96.824 -5.0105 -2.82E-06 9.68E+01 -5.01E+00 1.08E+02
at 3tp/2 1263 59.952 -2.63E+00 -3.54E-07 6.00E+01 -2.63E+00 6.71E+01

Hot spot structural stress [MPa]
Method A Method B

1.29E+02 1.21E+02

Agerskov (1995)
Half-V welded cruciform

Mesh size: tp/2

FE Results
Main weld (half-V side)

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 128 3283.1 992.17 0.00E+00 3.28E+03 9.92E+02 3.68E+03
at 3tp/2 130 3122.8 9.37E+02 0.00E+00 3.12E+03 9.37E+02 3.50E+03

Counter-side
Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 38 3213.1 959 0.00E+00 3.21E+03 9.59E+02 3.60E+03
at 3tp/2 36 3125.9 9.38E+02 0.00E+00 3.13E+03 9.38E+02 3.50E+03

Hot spot structural stress [MPa]
Method A Method B

Half-V side 3.77E+03 4.12E+03
Counter-side 3.65E+03 4.03E+03

Select nodes > Nodal solution > X, Z and XZ component of stress

Select nodes > Nodal solution > X, Z and XZ component of stress

Select nodes > Nodal solution > X, Z and XZ component of stress

Select nodes > Nodal solution > X, Z and XZ component of stress
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Ota (1997)
Simple butt joint

Mesh size: tp/2
FE Results
Main weld

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 39 50.281 0.26413 -8.32E-04 5.03E+01 2.64E-01 5.63E+01

Hot spot structural stress [MPa]
Method A Method B
n.a. 6.31E+01

Corrected for simple Ks 1.13
butt joints 7.13E+01

Zhang (2009) HS A

Mesh size: tp/2

FE Results
Main weld

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 1268 25.487 -1.0185 2.72E-04 2.55E+01 -1.02E+00 2.85E+01
at 3tp/2 1378 15.9595 -5.31E-01 1.34E-04 1.60E+01 -5.31E-01 1.79E+01

Hot spot structural stress [MPa]
Method A Method B

3.39E+01 3.20E+01

Zhang (2009) HS B

Mesh size: 5mm

FE Results
Main weldSelect nodes > Nodal solution > X, Z and XZ component of stress

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at 5mm 163 29.327 0.59715 1.12E+01 3.32E+01 -3.23E+00 3.47E+01
at 15 mm 165 29.761 1.45E-01 6.79E-01 2.98E+01 1.30E-01 3.33E+01

Hot spot structural stress [MPa]
Method A Method B

3.54E+01 3.89E+01

Select nodes > Nodal solution > X, Z and XZ component of stress

Select nodes > Nodal solution > X, Z and XZ component of stress
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Zhang (2014) 
Simple butt joint

Mesh size: tp/2
FE Results
Main weld

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 47 31.301 -4.81E-02 3.44E-05 3.13E+01 -4.81E-02 3.51E+01

Hot spot structural stress [MPa]
Method A Method B
n.a. 3.93E+01

Corrected for simple Ks 1.13
butt joints 4.44E+01

Rorup (2002) HS A

Mesh size: tp/2

FE Results
Main weldSelect nodes > Nodal solution > X, Z and XZ component of stress

Node Sig x [N/mm] Sig z [N/mm] Sig xz [N/mm] Sig 1 [N/mm] Sig 2 [N/mm] S eff [N/mm]

at tp/2 1426 31.937 -1.5457 -5.63E-06 3.19E+01 -1.55E+00 3.58E+01
at 3tp/2 1659 19.75 -8.10E-01 -4.22E-06 1.98E+01 -8.10E-01 2.21E+01

Hot spot structural stress [MPa]
Method A Method B

4.26E+01 4.01E+01

Select nodes > Nodal solution > X, Z and XZ component of stress
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E
Through-thickness weld notch stress

distributions

E.1. DMO CA sample
E.1.1. Modelled with a roller boundary condition

(a) Normal weld configuration (b) Normal weld configuration

(c) Double weld configuration (d) Double weld configuration

Figure E.1: Through-thickness weld notch stress distributions based on the structural stress over the base plate thickness at the notch
location. Boundary condition: Roller.
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E.1.2. Modelled with a hinged boundary condition

(a) Normal weld configuration (b) Normal weld configuration

(c) Double weld configuration (d) Double weld configuration

Figure E.2: Through-thickness weld notch stress distributions based on the structural stress over the base plate thickness at the notch
location. Boundary condition: Hinge.
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E.1.3. Modelled with 5% of the applied force at both boundary conditions

(a) Normal weld configuration (b) Normal weld configuration

(c) Double weld configuration (d) Double weld configuration

Figure E.3: Through-thickness weld notch stress distributions based on the structural stress over the base plate thickness at the notch
location. Boundary condition: 5% of total force.
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E.2. VA database samples

(a) DS Cruciform by Klippstein and Schilling (b) DS Attachment by Agerskov et al.

(c) DS Half-V cruciform by Agerskov et al. (d) DS Butt welds by Ota et al.
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(e) DS Longitudinal attachment HS Type A by Zhang and Maddox (f) DS Longitudinal attachment HS Type B by Zhang and Maddox

(g) SS Butt joint by Zhang and Maddox (h) DS Longitudinal attachment by Rörup and Petershagen
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F
FE models for the ENSC

Figure F.1: DS Cruciform by Klippstein and Schilling
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Figure F.2: DS Attachment by Agerskov et al.

Figure F.3: DS Half-V cruciform by Agerskov et al.
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Figure F.4: DS Butt welds by Ota et al.

Figure F.5: DS Longitudinal attachment HS Type A by Zhang and Maddox
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Figure F.6: DS Longitudinal attachment HS Type B by Zhang and Maddox

Figure F.7: SS Butt joint by Zhang and Maddox
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Figure F.8: DS Longitudinal attachment by Rörup and Petershagen
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G
Results of optimisation per dataset

G.1. Comparison of predicted and experimental N
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Figure G.1: PP DS Cruciform Rayleigh by Klippstein and Schilling
Figure G.2: PP DS Longitudinal attachment type A BROAD64 by
Agerskov et al.

Figure G.3: PP DS Cruciform BROAD64 by Agerskov et al. Figure G.4: PP DS Cruciform PMMOD64 by Agerskov et al.
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Figure G.5: FP DS Butt joint Rayleigh down by Ota et al. Figure G.6: FP DS Butt joint Rayleigh up by Ota et al.

Figure G.7: PP DS Longitudinal attachment type A Linear by
Zhang and Maddox

Figure G.8: PP DS Longitudinal attachment type B Linear by
Zhang and Maddox

Figure G.9: FP SS Butt joint Log-Linear by Zhang and Maddox Figure G.10: FP DS Cruciform Rayleigh mod. by DMO



188 G. Results of optimisation per dataset

G.2. Comparison of CA and VA scatterbands

Figure G.11: PP DS Cruciform Rayleigh by Klippstein and
Schilling

Figure G.12: PP DS Longitudinal attachment type A BROAD64 by
Agerskov et al.

Figure G.13: PP DS Cruciform BROAD64 by Agerskov et al. Figure G.14: PP DS Cruciform PMMOD64 by Agerskov et al.

Figure G.15: FP DS Butt joint Rayleigh down by Ota et al. Figure G.16: FP DS Butt joint Rayleigh up by Ota et al.



Figure G.17: PP DS Longitudinal attachment type A Linear by
Zhang and Maddox

Figure G.18: PP DS Longitudinal attachment type B Linear by
Zhang and Maddox

Figure G.19: FP SS Butt joint Log-Linear by Zhang and Maddox Figure G.20: FP DS Cruciform Rayleigh mod. by DMO
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