
 
 

Delft University of Technology

The impact of coherent large-scale vortices generated by helix active wake control on the
recovery process of wind turbine wakes

Gutknecht, J.; Taschner, E.; Coquelet, M.; Viré, A.; van Wingerden, J. W.

DOI
10.1063/5.0278687
Publication date
2025
Document Version
Final published version
Published in
Physics of Fluids

Citation (APA)
Gutknecht, J., Taschner, E., Coquelet, M., Viré, A., & van Wingerden, J. W. (2025). The impact of coherent
large-scale vortices generated by helix active wake control on the recovery process of wind turbine wakes.
Physics of Fluids, 37(6), Article 067162. https://doi.org/10.1063/5.0278687

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1063/5.0278687
https://doi.org/10.1063/5.0278687



View

Online


Export
Citation

RESEARCH ARTICLE |  JUNE 30 2025

The impact of coherent large-scale vortices generated by
helix active wake control on the recovery process of wind
turbine wakes
J. Gutknecht   ; E. Taschner  ; M. Coquelet  ; A. Viré  ; J. W. van Wingerden 

Physics of Fluids 37, 067162 (2025)
https://doi.org/10.1063/5.0278687

Articles You May Be Interested In

Numerical study on the impact of structural flexibility and platform motions on the dynamic behaviors and
wake characteristics of floating offshore wind turbine

Physics of Fluids (June 2025)

On the absence of asymmetric wakes for periodically plunging finite wings

Physics of Fluids (July 2014)

A numerical investigation of wake recovery for an H- and X-shaped vertical-axis wind turbine with wake
control strategies

Physics of Fluids (December 2024)

 15 July 2025 11:46:55

https://pubs.aip.org/aip/pof/article/37/6/067162/3351034/The-impact-of-coherent-large-scale-vortices
https://pubs.aip.org/aip/pof/article/37/6/067162/3351034/The-impact-of-coherent-large-scale-vortices?pdfCoverIconEvent=cite
javascript:;
https://orcid.org/0009-0005-3786-1626
javascript:;
https://orcid.org/0000-0002-0296-8168
javascript:;
https://orcid.org/0000-0003-4986-4363
javascript:;
https://orcid.org/0000-0003-0056-8213
javascript:;
https://orcid.org/0000-0003-3061-7442
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0278687&domain=pdf&date_stamp=2025-06-30
https://doi.org/10.1063/5.0278687
https://pubs.aip.org/aip/pof/article/37/6/067153/3350865/Numerical-study-on-the-impact-of-structural
https://pubs.aip.org/aip/pof/article/26/7/071907/258599/On-the-absence-of-asymmetric-wakes-for
https://pubs.aip.org/aip/pof/article/36/12/127161/3326543/A-numerical-investigation-of-wake-recovery-for-an
https://e-11492.adzerk.net/r?e=eyJ2IjoiMS4xMyIsImF2IjozMzYxNTcyLCJhdCI6MTA0NTAsImJ0IjowLCJjbSI6NDE2NzY3NzcxLCJjaCI6NjExNDcsImNrIjp7fSwiY3IiOjYzNjkxNDQzMiwiZGkiOiI4Y2ZiZTZjMjQ5OGU0MzI3ODRjNDhmZWY4ZmVjMTA1NCIsImRqIjowLCJpaSI6IjFjMDdhYTY2YzQwODQyNTA5OTcyNzVmOGYxNWVlOWQ1IiwiZG0iOjMsImZjIjo4MTExNDQxODMsImZsIjo3NzY0MDg1MjYsImlwIjoiMjAuODEuMzQuMTc3IiwibnciOjExNDkyLCJwYyI6MCwib3AiOjAsIm1wIjowLCJlYyI6MCwiZ20iOjAsImVwIjpudWxsLCJwciI6MjQwMDM3LCJydCI6MSwicnMiOjUwMCwic2EiOiI5NyIsInNiIjoiaS0wMmI0MWQ3ZmI3ZDlmMDJiNCIsInNwIjoxNTEyOTUyLCJzdCI6MTI4ODE5MywidWsiOiJ1ZTEtM2U2MzllOTY5ZTgxNDFhNjgzMjg0NWQxMDg3MTAxMmMiLCJ6biI6MzA3MzcwLCJ0cyI6MTc1MjU4MDAxNTI5MywiZ2MiOnRydWUsImdDIjp0cnVlLCJncyI6Im5vbmUiLCJ0eiI6IkFtZXJpY2EvTmV3X1lvcmsiLCJ1ciI6Imh0dHBzOi8vcHVibGlzaGluZy5haXAub3JnL3B1YmxpY2F0aW9ucy9qb3VybmFscy9zcGVjaWFsLXRvcGljcy9waGYvP3V0bV9zb3VyY2U9cGRmLWRvd25sb2FkcyZ1dG1fbWVkaXVtPWRpc3BsYXkmdXRtX2NhbXBhaWduPXBvZl9zdF9vcGVuX3N1YnNfUERGXzIwMjUifQ&s=CGUPgMF4SLHfgjO6VPM1kpvDahI


The impact of coherent large-scale vortices
generated by helix active wake control on the
recovery process of wind turbine wakes

Cite as: Phys. Fluids 37, 067162 (2025); doi: 10.1063/5.0278687
Submitted: 1 May 2025 . Accepted: 5 May 2025 .
Published Online: 30 June 2025

J. Gutknecht,1,a) E. Taschner,1 M. Coquelet,1 A. Vir�e,2 and J. W. van Wingerden1

AFFILIATIONS
1Delft Center for Systems and Control, Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands
2Wind Energy Section, Delft University of Technology, Kluyverweg 1, 2629 HS Delft, The Netherlands

a)Author to whom correspondence should be addressed: j.gutknecht@tudelft.nl

ABSTRACT

Within a wind farm, each wind turbine extracts kinetic energy from the flow to convert it into electric energy. Unavoidably, this reduces the
downstream availability of kinetic energy, diminishing the power generation of turbines operating in the waked region. These wake-induced
power losses cumulate throughout the wind farm, posing a risk to its economic feasibility. One method that mitigates these power losses is
helix active wake control. By leveraging individual blade pitch control, it induces an uneven thrust distribution over the rotor plane, which
rotates either in clockwise (CW) or counterclockwise (CCW) direction around the rotor center. The wake deforms into a helical shape that
recovers faster than the wake of a conventionally controlled turbine and thereby increases the total generated power. Notably, the CCW helix
consistently outperforms the CW helix across all available studies. This work investigates the physical principles underlying these wake recov-
ery enhancements using large eddy simulations (LES) of a wind turbine exposed to laminar, uniform flow. We observe a spatially coherent
helical vortex structure in the wake boundary, which actively transports mean kinetic energy into the wake and, therefore, poses a fundamen-
tal contributor to the wake recovery enhancement. The opposing rotational directions of CW and CCW helixes result in distinct interactions
of the helical vortex with the hub vortex, leading to different wake recovery mechanisms. In the investigated laminar inflow, the CCW helix
has transported 44.8% more mean kinetic energy into the wake than the CW helix up to a streamwise position of 5D, explaining their differ-
ing efficacies observed in previous studies.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0278687

I. INTRODUCTION

Wind energy is considered a fundamental pillar of the transition
to a sustainable energy supply in many countries worldwide. Thereby,
several economic effects motivate the arrangement of multiple turbines
in close spatial proximity to so-called wind farms.1 Apart from logistic
effects such as the shared use of infrastructure and reduced cable
length, a strong motivation for densely spaced wind farms is the maxi-
mization of the energy density, which describes the energy harvested
within the available surface area. However, these effects cannot be
exploited indefinitely due to aerodynamic interactions between the tur-
bines.2 Each turbine extracts kinetic energy from the wind and con-
verts it to electrical energy, leaving a deficit of kinetic energy in the
flow in its downstream region, the so-called wake. This negatively
affects the power production of a turbine operating in the wake of an
upstream one since it has less kinetic energy available to convert to

electric energy. These power losses can range up to 40% compared to a
turbine operating in the free wind speed.2

To further increase the power density of a wind farm and thereby
facilitate the economic viability of wind energy, the community
devised various methodologies to mitigate wake effects in the past
years.3 One class of these methodologies aims to manipulate the wake
through control measures at the upstream turbine. A first control
approach was statically derating upstream turbines to reduce their
energy extraction from the flow to generate less pronounced wakes.4

The second approach is to misalign the upstream turbines with the
incoming wind direction to induce a force in the crossflow direction
on the flow. This causes a lateral displacement of the wake, which can
be used to steer it away from downstream turbines.5–8 A third type is
active wake control, which tries to accelerate the recovery of the wake
deficit with dynamic control actions at the upstream turbine. The first
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relevant successes in that field were achieved by the so-called pulse,
which sinusoidally varies the thrust force of the upstream turbines,
using collective pitch actuation. This accelerates the recovery of the
wake, translating to power gains of about 5% in a 4� 4 wind farm in a
turbulent flow.9,10

The power gains obtained with the pulse come with increased
variations of the generated power. This issue is addressed by a close
relative to the pulse named helix active wake control or just helix,
which was first presented by Frederik et al.11 While the pulse only per-
turbs the temporal uniformity of the energy extraction from the flow,
the helix additionally induces a spatial perturbation. Therefore, it
increases the thrust force on one half-plane of the rotor and reduces it
on the other. The spatially nonuniform thrust distribution rotates
around the rotor center, either clockwise (CW)—aligned with rotor
rotation and opposing wake swirl—or counterclockwise (CCW)—
opposing rotor rotation and aligning with wake swirl, as viewed from
upstream in streamwise direction. This perturbation is created by sinu-
soidally varying the individual blade pitch angle over the rotor plane.
As a result, the wake deforms into the name-giving helical shape as
visualized in Fig. 1 using velocity contour surfaces obtained from
large-eddy-simulation (LES) of one turbine in uniform laminar flow.
Several studies have investigated the effectiveness of both helix types in
different experimental and numerical environments. The first study in
LES presented by Frederik et al.11 reported a gain of 7.5% of the power
generated by a two-turbine wind farm in a flow with 5% turbulence
intensity using the CCWhelix. In contrast, the CW helix only achieved
power gains of 2.5%. Numerous studies, performed numerically and
experimentally, reproduced the positive effects of the helix on the total
power generated by two aligned turbines,12–14 even though with a high
variation of the absolute gains. The overall trend is that with increasing
pitch amplitude, the power losses at the actuated turbine increase.
These losses can be compensated by increasing power gains at the
downstream turbine such that the overall generated power profits
from the helix. For instance, Taschner et al.12 observed a total power
gain of 3:1% when the upstream turbine applies the helix with a pitch
amplitude of 2� compared to both turbines operating in baseline con-
trol. Further studies using LES,15 a vortex particle-mesh method16 or
wind tunnel experiments13,17,18 also confirm the superior performance
of the CCW helix compared to the CW helix.

In addition to the rotational direction, also the excitation fre-
quency, usually expressed by the Strouhal number St, and the ampli-
tude of the pitch angle actuation were found to impact the efficacy of

the helix. Throughout the available literature, the optimal St ranges
between 0.25 and 0.47 and may even differ between CW and CCW
helix.13,17,18 The wake recovery enhancement profits from larger pitch
actuation amplitudes; however, they also come at the cost of increased
damage equivalent loads (DEL) in several turbine components, in par-
ticular, the blade root flapwise loads and the pitch bearings. In particu-
lar, the actuated turbine suffers from the increased DEL, but they are
also notable at the waked turbine.12,19

The results described above motivated several studies focusing on
the underlying mechanisms that enhance the wake recovery when
applying the helix. First, explanations were searched in a manipulation
of the tip vortices. Van der Hoek et al.17 observed a variation in the tip
vortex size and strength in particle image velocimetry (PIV) measure-
ments. These variations accelerate the leapfrogging of neighboring vor-
tices, leading to an earlier destabilization of the wake than in the
baseline. The wind tunnel experiments of M€uhle et al.18 performed
with a fast-response five-hole pressure probe relate the faster wake
recovery to a radial meandering of the tip vortices, causing them to
interact faster and thus shortening their shielding effects.

However, the impact of helix active wake control goes beyond the
effect on the tip vortices. A comprehensive numerical study of the helix
is given by Korb et al.,20 which relates the increase in kinetic energy in
the wake to two effects. First, in the near wake an accelerated wake
transition increases the mixing of the wake with the surrounding flow,
and second, in the far wake, the wake gets increasingly deflected in the
lateral direction, steering the wake core away from a downstream tur-
bine. In this region, the wake cross section adapts to a kidney shape
that reminds of the wake behind a yaw-misaligned turbine.21

While Korb et al.20 relate the crossflow deflection of the wake to a
radial force in the near wake, Coquelet et al.16 quantify this force to be
about 1% of the rotor-normal thrust force. This small magnitude chal-
lenges its role as the sole driver of wake deflection, suggesting that
additional mechanisms may contribute to the observed wake behavior.
Instead, they observe two vorticity lobes in the near wake, eventually
forming a system of co-rotating vortices in the far wake, creating the
kidney-shaped wake. This was not observed with a static force pertur-
bation, implying that the dynamic nature of the helix perturbation is
crucial to trigger the wake re-energizing mechanisms. Brown et al.22

relate the increased wake recovery achieved by wake mixing strategies,
including the CCW helix, in low turbulence and high veer to increased
turbulent entrainment, highlighting the relevance of coherent
structures.

FIG. 1. Wakes of a conventionally controlled turbine (baseline) and a turbine applying helix active wake control in counterclockwise direction (CCW) as isosurfaces of the
streamwise velocity component ux .
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Similar counter-rotating vortex structures and a kidney-shaped
wake cross section in the far wake were observed by Gutknecht et al.23

in PIV experiments of a simplified helix porous disk model. This
model mimics the helix perturbation with a non-uniform porosity dis-
tribution, which is rotated at the helix-typical Strouhal numbers. These
vortex features exist despite the absence of blade-created phenomena
such as a radial force, tip vortices, hub vortex, and swirl, implying that
the governing trigger for the helix roots in the thrust force perturbation
rather than in the not-modeled blade-related phenomena.

Another perspective to explain the helix roots in the excitation of
unstable modes. Muscari et al.15 were the first to investigate spatial
coherence in helix wakes by performing a physics-informed dynamic
mode decomposition (piDMD). The dominant modes are helically
shaped and related to the excitation frequency and its harmonics.
Exploiting that coherence, Gutknecht et al.24 developed a data-driven
helix model that is capable of reconstructing the helix at different wind
speeds by scaling the dynamic modes obtained from one single LES
simulation at constant wind speed.

Later, Cheung et al.25 relate various active wake control strategies,
among others, the CW and CCW helix, to modal wake instabilities by
performing a proper orthogonal decomposition (POD) on LES data.
They observe that each wake control strategy triggers a characteristic
set of unstable modes that gain energy as they advect downstream into
the wake. In the laminar non-sheared inflow, the CCW helix was
found to trigger the most unstable mode.

Each of the aforementioned studies contributes to understanding
specific characteristics of helix active wake control, providing a well-
founded overview of the key aspects. Nevertheless, several research
questions remain unresolved. In particular, the physical mechanisms
triggered by helix active wake control to enhance the mean kinetic
energy in the wake to accelerate its recovery, and the different effective-
ness of the CW and CCW helix still lack a causal explanation. This
work contributes to closing these gaps of knowledge by the following.

(1) Identifying and quantifying a system of spatially coherent large-
scale vortices with distinct properties in CW and CCW helix.

(2) Establishing these vortex structures as a fundamental contribu-
tor to the wake recovery enhancements achieved with helix
active wake control by relating them to the transport of mean
kinetic energy into the wake.

(3) Explaining the higher efficacy of the CCW helix than the CW
helix by demonstrating that the CW helix transports less mean
kinetic energy into the wake than the CCW helix.

To that end, we isolate the effect of the helix on the wake by per-
forming LES of a single turbine in laminar, uniform inflow. This facilitates
the identification of the mechanism triggered by the helix in the wake.
We consider three configurations of turbines: one controlled convention-
ally, one applying CW, and one applying CCW helix active wake control.

The remainder of the paper presents the numerical setup and the
flow analysis in Sec. II, followed by the presentation of the observed
flow phenomena, including the system of coherent vortices and its
effect on the transport of kinetic energy into the wake in Sec. III. The
paper concludes by integrating the findings into the current state of
the art regarding the helix active wake control in Sec. IV.

II. METHODOLOGY

The first part of this section presents the helix active wake control
scheme, followed by a description of the numerical setup used to

generate the flow field data. The third part describes the post-
processing routine, designed to provide deeper insights into the wake
recovery mechanisms triggered by the helix approach.

A. Helix active wake controller

Each wind turbine blade exerts a force on the flow, with one com-
ponent in azimuthal and one in rotor-normal direction. The azimuthal
component creates the torque, which drives the generator to produce
electrical power. The rotor-normal component, often referred to as
thrust FT , is responsible for the deceleration of the flow. A convention-
ally controlled wind turbine seeks to maximize its generated power, by
extracting the same amount of energy from the flow at each azimuthal
position, assuming a uniform, laminar inflow. Therefore, the blades
exert the same force profile FBLðrÞ on the flow along their radius r at
each azimuthal position. Thus, the flow experiences a point-symmetric
energy extraction at the rotorplane, leading to a symmetric wake that
swirls in the counterclockwise direction against the clockwise rotation
of the rotor. Helix active wake control breaks that point symmetry by
amplifying the deceleration of the flow on one side of the rotor and
reducing it on the other side. Therefore, it superimposes a perturbationeFT;Helix onto the symmetric baseline thrust such that the total thrust
assembles as

FT;Helixðr;w; tÞ ¼ FT;BLðrÞ þ eFT;Helixðr;w; tÞ: (1)

This force perturbation varies in azimuthal direction w and over time t
to extract the energy from the flow in a non-uniform, unsteady man-
ner. More specifically, eFT;Helixðr;w; tÞ increases the thrust force on one
half-plane of the rotor and decreases it on the other half-plane.
Additionally, this force pattern rotates either aligned with the wake
swirl in CCW direction or against it in CW direction. The non-
dimensional Strouhal number St expresses its rotational frequency fe
as

St ¼ feD
u1

; (2)

where D is the rotor diameter, and u1 is the free wind speed. The
Strouhal number St was found to govern the efficacy of helix active
wake control, reaching optimal performance in the range of
0:25 � St � 0:47.13,18 The azimuthal force component experiences a
similar perturbation. However, this component is by orders of magni-
tude smaller than the thrust and, therefore, less relevant for generating
the helix.16

The flow reacts to this force perturbation with an uneven deceler-
ation over the rotor plane. As the perturbed flow propagates down-
stream, the perturbation grows and deforms the wake into a name-
giving helical shape that spirals either in CW or CCW direction as
shown in Fig. 1.

The unsteady force perturbation is created by leveraging individ-
ual pitch control (IPC) to excite the pitch angle b of the blades individ-
ually. As visualized in Fig. 2, the blades increase b when they swipe
through one half-plane and decrease b on the other half-plane. This
causes a sinusoidal variation of the angle of attack at the blades, which
translates to a variation of the blade forces. A CCW rotation ofeFTHelixðw; tÞ is induced by pitching the blades faster than the rotational
velocity of the rotor xr , a slower pitching than xr results in a CW

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 37, 067162 (2025); doi: 10.1063/5.0278687 37, 067162-3

VC Author(s) 2025

 15 July 2025 11:46:55

pubs.aip.org/aip/phf


rotation. Consequently, the pitch angle time-series bbðtÞ of each indi-
vidual blade b can be expressed as

CW : bbðtÞ ¼ bBL þ b̂ sin½ðxr � xeÞt þ w0;b�;
CCW : bbðtÞ ¼ bBL þ b̂ sin½ðxr þ xeÞt þ w0;b�;

(3)

with b ¼ 1; 2; 3f g for a three-bladed wind turbine, bBL being the
baseline pitch angle, b̂ being the amplitude of the pitch actuation,
xe ¼ 2pfe being the excitation angular velocity, and w0;b being the ini-
tial azimuthal position of the blade.

This IPC scheme is implemented in the turbine controller using a
multiblade coordinate transform (MBC) as described in detail in
Frederik et al.11

B. Data generation with large eddy simulations

This study aims to understand the mechanisms triggered by helix
active wake control to accelerate the wake recovery. Serving this pur-
pose, the simulation setup presented in this section is not intended to
represent real-world atmospheric conditions, including turbulence,
shear, and veer. Instead, it isolates the effect of the helix actuation on
the wake from other effects that might arise from atmospheric turbu-
lence, tower shadow, or shear. Following that intention, we simulate
the wake of a single turbine exposed to laminar inflow in three differ-
ent control scenarios: one conventional greedy control regime
(Baseline), one using the helix active wake control in CW direction

(CW), and one in CCW direction (CCW). The simulation setup is
summarized in Table I.

We expose the turbine to a laminar uniform inflow with a veloc-
ity of u1 ¼ 9 ms�1, similar to the inflow conditions used by Frederik
et al.11 This wind speed lies in controller region II, where the turbine
extracts the maximum energy from the flow by tracking the optimal
power coefficient Cp.

26 In control regions related to higher wind
speeds, the turbine switches to tracking the nominal power, which
implies a reduced energy extraction from the flow. Consequently, in
region II, active wake control methods promise the highest increases in
wind farm efficiency since the waked turbine can harvest all the addi-
tional kinetic energy. In these conditions, the turbine operates with the
optimal Tip Speed Ratio (TSR) of 7.55, which corresponds to a rota-
tional speed of 10.3 rpm.

The flow around the turbine is simulated using the wind turbine
and wind farm simulation toolbox AMR-Wind,27,28 which couples the
incompressible Navier–Stokes solver AMRreX to the multi-physics
wind turbine simulation tool OpenFAST.29 It solves the LES formula-
tion of the incompressible Navier–Stokes equations and a transport
equation for potential temperature. The governing equations in
Cartesian coordinates, using Einstein notation, are

@euj
@xj
¼ 0;

@ eui
@t
þ @eui euj

@xj
¼ � 1

q
@ep
@xi
� @sij

@xj
þ �

@2eui
@xj@xj

þ Ci þ Bi þ Fi;

@eh
@t
þ @eujeh

@xj
¼ � @shj

@xj
þ �

Pr
@2eh

@xj@xj
;

(4)

FIG. 2. Schematic representation of the pitch angle perturbation b� bBL, normal-
ized by the maximum pitch amplitude b̂ over the rotor plane induced by the helix at
one phase instance. While the rotor always rotates in the CW direction, the pertur-
bation rotates in the CW direction for the CW helix and in CCW direction for the
CCW helix, as indicated by the gray arrows. The gray dotted arrows indicate the ori-
entation of the radial direction r and the azimuthal direction w.

TABLE I. Overview of the simulation setup.

Variable Value

Turbine NREL 5MW
Rotor diameter D 126m
Inflow velocity u1 9ms�1

Inflow turbulence intensity Ti 0
Rotational speed xr 10.3 rpm

Tips Speed Ratio TSR¼xrR
u1

7.55

Domain size Lx � Ly � Lz 19� 12� 12D3

Finest grid size Dx4 1.57m
Coarsest grid size Dx0 25.6m
Number of grid cells Ncells 162� 106

Timestep Dt 0.02 s

CFL at blade tip CFL tip ¼ utip Dt

Dx4
0.88

Strouhal number St 0.3
Helix excitation period Te 46.66 s
Helix blade pitch amplitude b̂ 3�

Dynamic viscosity l 1:872� 10�5 kgðmsÞ�1

Reynolds number Re ¼ qu1D
l 74� 106
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where, following the common LES formulation,e: denotes the spatial
filtering operator. Note that, in the following sections, e: denotes the
coherent flow quantities. Furthermore, xi denotes the coordinate in direc-
tion i, eui denotes the velocity, ep denotes the pressure, eh denotes the
potential temperature, � denotes the molecular viscosity, and Pr denotes
the Prandtl number. The subgrid stresses and heat flux terms are denoted
by sij ¼guiuj � eui euj and shj ¼ fhuj � eheuj and represent the interac-
tions with the unresolved quantities. Their impact on the flow is modeled
using the standard Smagorinsky model30 with AMR-Winds default
Smagorinsky constant of Cs ¼ 0:135. The additional source term Ci rep-
resents the Coriolis forces, Bi represents the buoyancy term (both zero in
this study), and Fi represents other force terms, including those intro-
duced by the turbine via the actuator model. AMR-wind is the second-
order accurate in time and space. This is achieved with a combination of
finite-volume method and finite-element method for the spatial discreti-
zation and a Godunov method for the advection terms.28,31

The turbine is placed in a computational domain that covers a
volume of 19� 12� 12D3 as schematically presented in Fig. 3. The
turbine is centered in the lateral directions y and z with a distance of
6D to the lateral boundaries and 5D to the inlet. Based on previous
works32–35 and the grid convergence study presented in App. B, the
wake region of 0 < x=D < 10 in streamwise direction and �2 < y=D
< 2 and �2 < z=D < 2 in horizontal and vertical directions, is
resolved with 80 cells per diameter (CpD), which corresponds to a cell
size of Dx ¼ Dy ¼ Dz ¼ 1:57 m. This is achieved by successively nest-
ing four grid refinements starting from the base grid with a resolution
of 5 CpD. Each refinement is placed 1D apart from the adjacent
coarser refinement level and increases the grid resolution by a factor of
two. This results in a computational grid with approximately
162� 106 cells throughout the domain. The inlet boundary condition
at �5 x=D is defined as mass inflow with a density of q ¼ 1:225 kg
m�3, and the outlet at 14 x=D as pressure outflow boundary condition.
The side walls in both lateral directions are modeled as slip walls.

The turbine is modeled using the actuator line method (ALM) fol-
lowing the methodology presented by Sorensen et al.36 The ALM mod-
els the blades as a distribution of discrete forces along rotating straight
lines. The discrete forces are determined from the coupled wind turbine
simulation tool OpenFAST, based on the lift and drag coefficient lookup

tables corresponding to the respective airfoils along the blade and the
local relative velocity sampled from the LES grid at each actuator point.
The blades are discretized with 55 points along the blade span. The dis-
crete forces must be projected onto the surrounding points in the LES
grid by means of a Gaussian regularization kernel to avoid numerical
instabilities.33 As highlighted by Martinez et al.,32 the resulting wake is
sensitive to the width of the Gaussian kernel e. Ideally, e equals the
chord length of the blade profile at the blade tip, which is c ¼ 1:419 m
at the investigated turbine. To ensure the correct projection of the force
onto the numerical grid, it also must spread over at least two grid cells.
Balancing these two aspects, we chose e ¼ 3:2m > 2Dx. The blades
are assumed to be rigid. The helix approach is defined via the Active
Wake Control feature, included in the ROSCO37 turbine controller, cou-
pled to the ServoDyn module. We investigate the wake of a helix with
non-dimensional frequency St ¼ 0:3 and a pitch amplitude of b̂ ¼ 3�

in CW and CCW direction. These helix setpoints are selected based on
Taschner et al.12 and van der Hoek et al.13 to lay within the optimal St
range and guarantee a sufficiently strong perturbation to trigger a pro-
nounced reaction of the wake.

The time is discretized with a constant time step of Dt ¼ 0:02 s
to satisfy the Courant-Friedrichs–Lewy condition at the blade tip of
CFL tip ¼ ðutip DtÞ=Dx ¼ 0:88 < 1, where the tip speed is estimated
as utip � TSR � u1 < 70 ms�1. Each simulation is advanced for
500 seconds, corresponding to about 1.9 flow-through times of the free
flow before data are acquired to ensure that the initial transient is
excluded. Then, data are collected during ten helix periods Te, where
one period corresponds to Te ¼ 46:66 s. During the first nine periods
after the run-up phase, the flow is sampled in the region of the finest
grid refinement with grid resolution at four equidistant phase instances
per period. These data are then used for the triple decomposition
described in Sec. II C 1. During the last period, the same domain is
sampled with a sampling frequency of 10Hz to obtain a time-resolved
representation of the helix. The mean flow is calculated in an on-the-
fly procedure over the last ten periods.

C. Flow analysis

Generally, a wind turbine wake recovers by exchanging mean
kinetic energy with the surrounding flow. The observed enhancement

FIG. 3. Schematic representation of the
LES domain. The back line represents the
swept area of the turbine. The axis ticks
indicate the domain extensions and the
locations of the grid refinements. The res-
olution of the different grid regions is
quantified by the number of cells per
diameter (CpD).
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in wake recovery with helix active wake control suggests that the
mechanisms facilitating this energy exchange differ from those of con-
ventionally controlled wind turbines. This section introduces various
methods to investigate these mechanisms, seeking deeper insights into
the underlying effects of helix wake control and the impact of the
actuation-swirl alignment.

1. Triple decomposition

To investigate whether the helix enhances the energy exchange
with the surrounding flow by accelerating the generation of random
turbulence or by inducing coherent, periodic motions associated with
the excitation frequency, the flow is decomposed into mean, random,
and periodic velocity contributions using the triple decomposition as
introduced by Hussain and Reynolds.38 Accordingly, the ith compo-
nent of the velocity uiðtÞ at each point in the domain at time t consists
of

uiðtÞ ¼ ui þ euiðt þ nTeÞ þ u0iðtÞ; (5)

where ui denotes the mean flow, eui denotes the contribution of coher-
ent, periodic fluctuations, and u0i denotes the random fluctuations.
Using Einstein’s summation convention, the subscript i ¼ 1; 2; 3
denotes the three coordinate directions x, y, and z. The number of the
period is denoted by n and the excitation period of the helix Te. The
computation of eui and u0i requires phase-averaging the flow field at
one phase instance u overN samples as

huiðtÞi ¼ 1
N

XN�1
n¼0

uiðt þ nTeÞ: (6)

Then, the coherent velocity components are obtained as

euiðtÞ ¼ huiðtÞi � ui; (7)

and the random velocity components as

u0iðtÞ ¼ uiðtÞ � euiðtÞ � ui: (8)

For the sake of readability, the remainder of this paper omits the
explicit notation of the temporal dependency t. Having decomposed
the flow into its mean, coherent, and random components, also their
contributions to the kinetic energy K can be computed as

K ¼KM þ KC þ KR ¼ 1
2
uiui þ 1

2
eui eui þ 1

2
u0iu0i ; (9)

where KM denotes the kinetic energy of the mean flow, KC denotes the
kinetic energy of the coherent fluctuation, and KR denotes the kinetic
energy of the random fluctuations.

2. Fluxes of mean kinetic energy

To investigate the effect of KC and KR on the wake recovery, we
quantify the associated transport of mean kinetic energy. Therefore,
we define the wake area as the cylindrical volume V between the rotor
tips of two aligned turbines as schematically presented in Fig. 4. The
downstream turbine can only harvest energy from the streamwise
mean kinetic energy contained within that volume. Consequently,
increased transport of mean kinetic energy from the surrounding flow
across the lateral boundary of the wake control volume Scyl (rendered

in gray color) into the wake enhances the kinetic energy available for
the downstream turbine, allowing for increased power production of
both turbines together.

To validate that, we analyze the transport equation of mean
kinetic energy as derived by Reynolds & Hussain,39 which is obtained
by multiplying the momentum equation of the Navier–Stokes equa-
tions for inviscid flows and no body forces

@ui
@t
þ uj

@ui
@xj
¼ � 1

q
@p
@xi

; (10)

where q denotes the density and p denotes the pressure, with the mean
flow ui. Phase averaging yields the transport equation of kinetic energy
for one phase u0

ðuj þ eujÞ @KM

@xj
¼� 1

q
@pui

@xi
þ @epui

@xi

� �
� ui

@eui

@t
þ uj

@eui

@xj

 !

� �hu0iu0ji � euieuj

� � @ui

@xj

� @

@xj
uihu0iu0ji þ uiðeuieujÞ
h i

: (11)

The left-hand side describes the net rate of change of the mean-flow
kinetic energy, where a positive rate implies recovery of the wake defi-
cit. The right-hand side represents the governing mechanisms, namely,
the transport of mean kinetic energy due to pressure gradients in the
first term. The transport due to random and periodic fluctuations is
expressed in the last term, which contains the fluxes of mean kinetic
energy in Cartesian coordinatesUcarteUcart ¼ �uiðeui eujÞ;

U0cart ¼ �uihu0iu0ji:
(12)

The second term describes the convection of mean kinetic energy with
the mean flow, and the third term represents the reduction of mean

FIG. 4. Schematic of the four types of mean kinetic energy fluxes over the cylindri-
cal surface Scyl into the wake control volume V. Additionally, the orientation of the
Cartesian coordinate system is indicated in black, and the cylindrical coordinate sys-
tem in gray.
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kinetic energy due to the creation of random and periodic fluctuations.
Comparable analyses by Cal et al.40 and Calaf et al.41 revealed that the
power generated by wind turbines in a wind farm is of the same order
of magnitude as the transport of mean kinetic energy due to random
and periodic fluctuations into the wind turbine region. Houtin-
Mogrolle et al.42 showed that the transport of mean kinetic energy also
dominates the wake recovery of a single wind turbine. Consequently,
we focus the analysis on the last term of Eq. (11), which describes the
transport of mean kinetic energy due to random and coherent fluxes.
Lignarolo et al.43 applied a comparable methodology on PIV measure-
ments at hub height of a greedily controlled wind turbine. Later, van
der Hoek et al.17 picked up that approach to analyze PIV measure-
ments of a helix wake. Both works differ from the presented work in
the frequency of the targeted coherent structures: while they focus on
the tip-vortices with a periodicity of three times the rotor frequency,
this work focuses on the structures related to the helix excitation
frequency.

The effect of the transport fluxes on the mean kinetic energy
available in the wake is obtained by integrating the last term of Eq.
(11) over the cylindrical wake control volume V shown in Fig. 4.
Applying Gauss’s theorem, the volume integral transforms into a sum
of surface integrals over the circular inlet, outlet, and cylindrical lateral
surface Scyl. The fluxes over the lateral surface Scyl determine the addi-
tional amount of kinetic energy transported into the wake to be made
available for the downstream turbine. This kinetic energy P can be
computed as

P ¼
ð ð

Scyl

U0cart þ eUcart

� �
dScyl: (13)

A larger P indicates a higher wake recovery, making it a measure of
the efficacy of the active wake control method.

The components ofUcart with a radial component directed toward
the wake center, or in other words perpendicular to Scyl, have an integral
effect on the wake recovery. To highlight these specific fluxes, we trans-
formUcart from the Cartesian coordinate into the cylindrical coordinate
system centered around the rotor center as visualized with gray arrows
in Fig. 4. Therefore, we use the transformation matrix

T ¼
0 cosw sinw
0 �sinw cosw
1 0 0

24 35; (14)

where w ¼ tan�1ð�y=zÞ represents the azimuthal position aligned
with the rotor’s direction of rotation and the zero position at the rotor
top. Then, the fluxes in the cylindrical coordinate systems are obtained
asU ¼ T �Ucart � T. Now, the components

eUxr ¼ �uxð eux eur Þ and U0xr ¼ �uxhu0xu0ri; (15)

directly express the coherent and random transport of streamwise
mean kinetic energy in the radial direction, being the relevant compo-
nent for the wake recovery process.

3. Quadrant analysis

Wallace et al.44 provide a physical interpretation of the fluxes by
classifying the possible combinations of differently signed velocity fluc-
tuations in Eq. (15) on the wake recovery through quadrant analysis.

For the sake of brevity, we present the following theory only by means
of coherent components (e:), but it equally applies to the random com-
ponents (�0). Four combinations of signs may occur: two in which eux
and eur are signed opposite and two in which they are signed equally.
Figure 4 visualizes these combinations schematically, where the blue
arrows represent a negative fluctuation and the red arrows a positive
fluctuation. Equally signed combinations ( eux < 0 and eur < 0; or eux
> 0 and eur > 0) describe interactions where either low-momentum
air is moved toward the wake center or high-momentum air away
from the wake center. These fluxes result in a net negative transport of
mean kinetic energy and, thus, decelerating the wake recovery. A nega-
tive fluctuation in streamwise direction eux < 0 combined with a posi-
tive fluctuation toward the wake center eur > 0 describes a process
where low-momentum fluid is displaced outside the wake center,
named ejection. The other opposite signed combination, where eux > 0
and eur < 0, describes a sweep that moves high-momentum air toward
the wake center. Ejection and sweep events result in a net positive
mean kinetic energy transport into the wake; hence, they contribute to
the wake recovery. This allows us to classify the fluxes of mean kinetic
energy as eUxr;q with

q ¼
ejection; if eux < 0 and eur > 0;
sweep; if eux > 0 and eur < 0;
inward interaction; if eux < 0 and eur < 0;
outward interaction; if eux > 0 and eur > 0:

8>><>>: (16)

For the sake of readability, only the initial letters, printed in bold, will
be used to denote each flux type in the remainder of the paper. As
such, the quadrant analysis yields further insights into the dominant
wake recovery mechanisms triggered by helix active wake control.

III. RESULTS

The presentation of the results in this section follows a causal order,
starting with the thrust force perturbation that helix active wake control
induces on the flow at the rotor plane, which represents the initial trigger
for the phenomena in the wake in Sec. IIIA. This perturbation leads to
significant deformations of the wake shape and its quantities, as shown in
Sec. III B. The explanation for these deformations is given in Sec. IIIC by
identifying and quantifying a system of coherent vortices. Section IIID
shows that these vortices actively transport mean kinetic energy into the
wake and thereby accelerate the wake recovery.

A. Thrust force perturbation at the rotor plane

We start by analyzing the response of the turbine to the pitch
actuation induced by helix active wake control. Therefore, Table II

TABLE II. Change of temporal mean and standard deviation r over ten helix periods
to the baseline for effective wind speed at the rotor ueff;rotor, rotor thrust FT;total and
aerodynamic power Paero.

CW CCW

Mean rel. to BL r rel. to BL Mean rel. to BL r rel. to BL

ueff ;rotor þ0.02% þ77.7% þ0.016% þ39.1%
FT;total �0.24% þ273.3% �0.09% þ220.8%
Paero �0.82% þ789.3% �1.22% þ474.8%
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summarizes the temporal averages and standard deviations r com-
puted over ten helix periods of the effective wind speed at the rotor
ueff ;rotor obtained by averaging the velocity over the rotor disk, the rotor
thrust FT;total, and the aerodynamic power Paero.

As expected from previous studies, helix active wake control
reduces the mean aerodynamic power generated by the actuated
turbine. These losses come with a reduction of the total rotor
thrust and an increase in the effective rotor wind speed. While all
the investigated mean values experience only slight changes on the
order of one percent compared to the baseline, the cyclic pitching
of the blades leads to an order of magnitude higher increase in the
standard deviation, which is more pronounced in the CW case
than in the CCW case. This implies that standard momentum the-
ory, which assumes steady flow regimes, cannot be applied to a tur-
bine actuated with helix active wake control. Instead, it may be
noted that trends such as the correlation of rotor thrust and aero-
dynamic power do not hold anymore, since the CW helix experien-
ces a higher thrust force reduction but smaller power losses than
the CCW helix. Therefore, we proceed with an analysis that
accounts for the unsteadiness induced by the helix.

For this purpose, we first analyze the force field Fbðr;wÞu0
that

the flow experiences at the rotor plane in one phase instance u0. Given
the uniform inflow and ground-free domain, Fbðr;wÞ only varies its
azimuthal orientation over the entire helix excitation period but retains
the shape from u0. At the ith phase instance ui, the helix force field
has rotated by wHelix;i, and the blade itself has rotated by wBlade;i in the
azimuthal direction. Note that wHelix;i 	 0 for the CW helix and
wHelix;i � 0 for the CCW helix. Now, the blade and the helix force field

can be rotated by wHelix;i against the rotational direction of the helix to
match u0

wBlade;0 ¼ wBlade;i � wHelix;i: (17)

Since the rotational frequencies of helix and rotor are different also
wHelix;i and wBlade;i are unequal, hence also wBlade;i and wBlade;0 differ.
Thus, this approach successively fills up the entire rotor plane with the
blade force profiles FbðrÞui

rotated into u0 to supply the distribution
of Fbðr;wÞu0

over the rotor plane. We found that imax ¼ 240 phase
instances suffice to cover the rotor plane sufficiently.

The left column of Fig. 5 presents the streamwise and azimuthal
components, and Fx and Fw of the absolute Fb;BLðw; rÞ in the baseline
case. As expected, both components are symmetrically distributed
around the rotor center, with Fx being orders of magnitude larger
than Fw.

The middle and the right panel visualize the perturbationseFb;Helixðw; tÞCW and CCW helix active wake control superimposes
on the baseline thrust obtained as eFb;Helix ¼ Fb;Helix � Fb;BL at one
phase instance as suggested by Eq. (1). Each component is normalized
with its corresponding baseline distribution Fb;BL, which reveals that
each component experiences a perturbation of up to around 25% com-
pared to its baseline value. The shape of eFb;Helix is similar for CW and
CCW helix: both force components increase on one rotor half plane
and decrease on the other as a reaction to the pitch excitation. Thereby
Fx concentrates in the outer 25% of the blade span, while Fw achieves
its highest values between 50% and 75% of the radius. Over one helix
period, these patterns perform one rotation around the rotor center,
either in the CW or CCW direction.

In conclusion, the similarity of eFb;Helix for CW and CCW helix at
the given phase instance shows that both perturb the flow equally
strongly. The differences in the wake, presented in the following

FIG. 5. Streamwise and azimuthal force distribution Fx and Fw over the rotor plane
for the baseline case in the left panel, and the force perturbation eFb;Helix superim-
posed by the CW helix in the middle panel and the CCW helix in the right panel.

FIG. 6. Snapshots of the instantaneous streamwise velocity ux at hub height. The
red lines indicate the position of the rotor.
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sections, must consequently arise from the differing dynamics induced
by the opposite rotational directions.

B. Instantaneous and mean wake

To investigate the effect of the previously described helix force
perturbation on the wake, Fig. 6 compares the instantaneous stream-
wise velocity field ux at hub height between baseline, CW helix, and
CCW helix.

The baseline wake exhibits the expected symmetric shape, featur-
ing a stable wake until x=D � 5. In this region, a shear layer shields
the wake from the surrounding flow, thereby preventing both regimes
from mixing and recovering the wake velocity deficit. Beyond 5D, a
perturbation develops in the shear layer, which eventually causes it to
break down and initiate the turbulent mixing of the wake and the sur-
rounding flow. The missing inflow turbulence delays the onset of the
wake breakdown compared to a wake in realistic atmospheric condi-
tions. The wake breakdown point in laminar conditions is highly sensi-
tive to the numerical setup, in particular, the grid size and the order of
the numerical scheme together with the operational parameters of the
turbine and the inflow conditions, but also the LES scheme in gen-
eral.45 Considering these aspects, the wake breakdown point matches
well with the results from Troldborg et al.33 and Cheung et al.25 The
high velocity region in the wake center corresponds to the hub jet
which results from the lower energy extraction in the hub region com-
pared to the blade tips.

The wakes generated by helix active wake control exhibit distinct
characteristics. The non-uniform thrust perturbation unevenly deceler-
ates the flow over the rotor plane, which translates to regions of
enhanced and decreased velocity deficits in the near wake. These veloc-
ity perturbations first deform the hub jet and then periodically deflect
the wake in the lateral direction. In the far wake, the deflected wake
structure becomes increasingly turbulent. Even though that general
shape holds for CW and CCW helix, they differ in the secondary

features in the wake. In the CW helix wake, predominantly exposed
structures are displaced laterally, while the wake center remains cen-
tered around the rotor. In contrast, in the CCW helix, the entire wake
is displaced in the lateral direction and disperses faster into turbulent
structures. Thus, the alignment of the helix actuation with respect to
the wake swirl activates distinct mechanisms, as evident in the different
instantaneous wake shapes.

We proceed by investigating the impact of these distinct features
on the mean flow, which finally governs the energy available to be har-
vested by a waked turbine. Therefore, Fig. 7 visualizes the streamwise
mean flow component ux as a fraction of the free wind speed u1 at
hub height for all the three investigated cases.

The trends observed in the instantaneous flow are also reflected
in the mean flow fields. Both helix cases induce significant deforma-
tions in the mean wake structure compared to the baseline case. While
the baseline wake remains stable until x=D � 5, the helix moves the
onset of the wake recovery upstream. Moreover, CW and CCW helix
generate distinct structures inside the wake. The CW helix shortens
the hub jet more than the CCW helix but creates a concentrated mean
kinetic energy deficit in the wake center between 3:5� x=D� 6. In
contrast, the CCW helix primarily disperses the wake in the region of
2� x=D� 4, resulting in a more diffused wake further downstream.
To further quantify the wake recovery, the right panel of Fig. 7 integra-
tes over the area shadowed by the rotor Srotor in the streamwise direc-
tion into the wake as

KM;x ¼ 1
Srotor

ð ð
Srotor

KM;x

KM;1
dSrotor: (18)

This serves as a measure of the kinetic energy available for a fully
waked downstream turbine. In general, both helix cases move the
onset of the wake recovery further upstream compared to the baseline
in the investigated flow regimes. CW and CCW helix are congruent in
the near wake area until they start diverging from x=D ¼ 2 onward.

FIG. 7. Left panel shows the temporal average of the streamwise velocity ux normalized with the free wind speed at hub height for baseline, CW helix, and CW helix. The red
lines indicate the rotor position. The right panel integrates the mean kinetic energy over a circular surface of diameter D centered around the hub. This serves as a measure of
the energy available to a fully waked downstream turbine. The gray dashed lines indicate the initial wake recovery rate of the baseline case.
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This suggests that the mechanisms causing that divergence require a
certain distance to establish. Then, the CCWhelix wake constantly fea-
tures higher levels of mean kinetic energy than the CW helix wake,
which is consistent with previous studies.11,16,17

In addition to the absolute values of the available mean kinetic
energy, the wake recovery rate, as indicated by the slope ofKM;x , is of
interest. The recovery rate of the baseline immediately after the onset
of the wake recovery is represented by the gray dashed lines. It appears
that the baseline wake only maintains its high initial recovery rate over
the first 2D before it diverges to lower rates. Even though the CW
helix moves the onset of the wake recovery upstream, it never reaches
the recovery rates of the baseline. In contrast, the CCW helix outper-
forms the recovery rates of the baseline directly after the wake recovery
onset and maintains comparable levels until x=D ¼ 6 before it
diverges to lower levels. Thus, CW and CCW helix not only accelerate
the onset of the wake recovery but also impact the wake recovery rate.

In summary, helix active wake control manipulates the shape of
the wake, the mean flow, and the available mean kinetic energy com-
pared to the baseline case. Consistent with previous studies, the CCW
helix accelerates the wake recovery more than the CW helix.

C. Coherent vortex structures

To further understand the unequal deformation of the wake
shape and the enhancement of the wake recovery between CW and
CCW helix, observed in the previous section, we investigate the coher-
ent vortex structures in the wake. For this purpose, we first identify the
vortices using the Q-criterion and. Then, we quantify the radial vortex
core position and the vortex strength in terms of the circulation C.

1. Vortex identification

To identify the coherent vortex structures in wakes we use the
normalized Q-criterion,46,47 computed as

Q ¼ u21
D2

1
2
ðXijXij � SijSijÞ ¼ � u21

D2

1
2
@ui
@uj

@uj
@ui

> 0; (19)

where Xij denotes the symmetric and Sij denotes the antisymmetric
part of ru. The Q-criterion is a widely used method to identify and
visualize vortices. In wind turbine research, it has mostly been applied
to identify tip and hub vortices in wind tunnel experiments17,48 and
numerical simulations.49

Figure 8 visualizes the spatially coherent vortex structures in
the wake at one time instance through isosurfaces of
Q ¼ 2� 10�4. This value of Q has been tuned manually to repre-
sent the dominant vortex structures clearly. The isosurfaces are
colored by the streamwise vorticity component xx to indicate the
rotational direction of the vortex. A vortex with xx < 0 (blue)
rotates in the CCW direction, and a vortex with xx > 0 (red)
rotates in the CW direction, viewing from upstream the turbine in
the direction of the free flow.

The baseline wake shows the typical structures of a wind turbine
wake. In the wake center resides the straight hub vortex rotating in
CCW direction against the rotational direction of the rotor. Each blade
tip sheds a tip vortex that propagates helically into the wake until it dif-
fuses. Classic tip-vortex breakdown mechanisms such as vortex pairing
and leapfrogging are not resolved due to the numerical diffusion of the
applied second-order scheme on the chosen grid resolution and the

regularization of the ALM. The wake breakdown process initiates at
x=D � 4, with the creation of larger vortices in the wake boundary.
Due to the absence of ambient turbulence and turbulence-triggering
components such as tower, nacelle, and ground, as well as the resolu-
tion of the spatial discretization, the onset of the wake breakdown is
delayed compared to a turbine exposed to realistic atmospheric flow
conditions.

The near rotor wake of both helix types features tip and hub vor-
tices until x=D � 1:5. In this region, the hub vortex already experien-
ces a helical distortion. Further downstream, both helix cases give rise
to a coherent vortex of the dimension of the hub vortex that emerges
in the shear layer of the wake. It follows the rotation of the respective
helix type, adopting a helical shape. As it propagates downstream, sec-
ondary turbulent vortex structures establish around it that eventually
dominate the wake.

To distinguish between features related to the helix excitation fre-
quency and features living on turbulent random time scales, we per-
form a triple decomposition of the wake as described in Sec. II C 1.
The classic triple decomposition requires averaging the flow field at
one phase instance over N samples, where a higher N yields a higher
convergence of the averaged quantity. To increase the number of sam-
ples, we exploit the point symmetry of the computational setup, where
the phases only differ in their azimuthal orientation. Consequently, the
number of samples N can be increased by averaging over four phase
instances p=2 apart after rotating each instance by w ¼ 6np=2 (þ for
CW helix, � for CCW helix) around the domain center into the same
phase. Accordingly, the phase-averaging procedure expressed in Eq.
(6) adapts to

huiðtÞi ¼ 1
N

XN�1
n¼0

Rx 6n
p
2

� �
ui t þ n

Te

4

� �
; (20)

where RðwÞ is the rotational matrix around the streamwise oriented
axis

RxðwÞ ¼
1 0 0
0 cosw �sinw
0 sinw cosw

24 35: (21)

We apply that methodology over ten helix cycles, using four samples
per cycle. Hence, the phase averages consider 40 samples. The remain-
ing procedure of the triple decomposition remains the same as
described in Sec. IIC 1. The so-obtained phase averaged coherent
structures related to the helix excitation Strouhal number of the helix
are visualized in Fig. 9 in terms of the phase averaged Q-criterion hQi.
Compared to the instantaneous structures shown in Fig. 8, the small-
scale turbulent structures in the far wake are filtered out, revealing the
full extension of the outer helical vortex. In both helix wakes, it extends
until the end of the domain; however, in the CCW helix, the outer vor-
tex appears more diffused toward the end of the domain than in the
CW case.

Furthermore, the phase-averaging reveals the creation of smaller-
scaled vortices related to the excitation St oriented opposite to the
direction of rotation of the outer vortex. These structures establish at
x=D � 3 in the CCW helix and x=D � 4 in the CW helix in the wake
center and then bend around the outer vortex toward the wake bound-
ary. Further downstream, these vortices decompose as they transition
into random turbulence.
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FIG. 8. Dominant vortex structures in instantaneous flow fields visualized as isosurfaces of the Q-criterion at Q ¼ 2� 10�4. The isosurfaces are colored by the streamwise
vorticity component xx , such that xx > 0 indicates a CW direction of rotation and a xx < 0 indicates a CCW direction of rotation.

FIG. 9. Coherent vortex structures phase averaged at the excitation Strouhal number using isosurfaces of the Q-criterion at hQi ¼ 2 � 10�4. The isosurfaces are colored by
the streamwise vorticity component hxxi, such that hxxi > 0 indicates a CW direction of rotation and a hxxi < 0 indicates a CCW direction of rotation.
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Although CW and CCW helix exhibit similar vortex features,
they differ in certain characteristics. The first difference is the
opposite direction of rotation of the outer vortex as indicated by
the sign of hxxi. For the CW helix, the outer vortex rotates in CW
direction, while it is in CCW direction for the CCW helix. In both
wakes, the hub vortex rotates in the CCW direction. As a result, the
outer vortex and hub vortex together form a system of co-rotating
vortices in the CCW wake, whereas in the CW wake, it establishes
a system of counter-rotating vortices in the near wake up to x=D �
3 until the hub vortex dissipates. From other fluid dynamic phe-
nomena co- and counter-rotating vortex pairs are known to feature
distinct interaction dynamics. While co-rotating vortices tend to
merge and form one large vortex, counter-rotating vortices rather
interact in distinct instability patterns.50–55 Even though, to the
best of the author’s knowledge, no comparable system of helical co-
and counter-rotating vortices, as observed in this work, has ever
been presented in the literature before, also in the helix wakes, the
opposite aligned vortex pairs appear to reflect differing interaction
mechanisms. Differences in the downstream wake evolution—such
as the earlier formation of the outer vortex, delayed secondary vor-
tex generation in the CW helix, accelerated outer vortex decay, and
faster wake recovery in the CCW helix—may be influenced by the
distinct vortex pairs in the near wake. The remainder of this paper
focuses on the interaction of these vortices and their impact on the
wake recovery.

2. Unwinding the coherent vortex structures

The intricate structure of the vortices presented in Figs.
8 and 9 makes it challenging to interpret their interaction mecha-
nisms. This section facilitates their interpretation by unwinding
the helix, as schematically represented in Fig. 10. In the global
coordinate system, the outer vortex is helically shaped as pre-
sented in the previous section. The unwinded coordinate system
U follows its helical shape by adapting its azimuthal orientation
at each downstream position. Then, in the unwinded coordinate
system, the outer vortex appears as a straight-line vortex, allowing
for the extraction of a two-dimensional plane that contains the
outer vortex and the wake centerline.

On this plane, features aligned with the primary helical structure
appear as large, coherent regions, while secondary-scale features mani-
fest as recurring small-scale patterns.

Procedurally, the unwinding is achieved by first determining the
position of the outer vortex core xvort; cart ¼ ðx; y; zÞjvort; cart with the
algorithm described in Appendix A. Then, xvort; cart is transformed into
a cylindrical coordinate system C centered around the rotor center

xvort;C ¼
x
r
w

24 35
vort;C

¼
xffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y2 þ z2
p
tan �1

�y
z

� �
26664

37775
vort; cart

: (22)

The same coordinate transform is used to transform any variable of
interest described on the Cartesian computational grid into the cylin-
drical perspective. Now, we can unwind the helix by subtracting the
azimuthal position of the outer vortex core wvort;C from the azimuthal
coordinate vector

xU ¼
x
r
w

24 35
U

¼
x
r

w� wvort

24 35
C

: (23)

This approach applies equally to CW and CCW helix and potentially
also to varying excitation frequencies without specific adaptations.
However, it is susceptible to the accuracy of the vortex core identification.

Following this approach, the outer vortex is, by definition, located
at the origin of the azimuthal coordinate of the unwound coordinate
system wU ¼ 0. Figure 11 shows the streamwise vorticity component
xx on that plane through the hub vortex core. Note that the dominant
direction of the flow is no longer normal or parallel to that unwound
slice.

In the unwound slice, the outer vortex appears as a continuous
region of positive xx (red) in the CW helix and as negative xx (blue)
in the CCW helix. Within that region, the black dashed line indicates
the position of the vortex core, as obtained from the vortex tracing
algorithm described in Appendix A.

As visible in the near wake region, up to x=D � 1, the outer vor-
tex of the CW helix emerges directly from the natural wake shear layer

FIG. 10. Schematic representation of the unwinding process for the CCW helix. The global coordinate system is visualized in black, and the unwinded coordinate system U in
gray at three exemplary downstream positions xi . The blue area indicates the outer vortex. The gray surface represents the plane that contains the outer vortex and the wake
center, which is plotted in Fig. 11.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 37, 067162 (2025); doi: 10.1063/5.0278687 37, 067162-12

VC Author(s) 2025

 15 July 2025 11:46:55

pubs.aip.org/aip/phf


marked by positive xx . The shear layer gets strengthened and thickens
up to grow into the outer vortex. On its further trajectory throughout
the wake, it first increases its radial displacement away from the wake
center to reach its maximum displacement between x=D ¼ 3 and 4.
Then, it contracts again to maintain a constant distance to the wake
center from x=D � 6 onward. Thereby, it maintains its coherence
throughout the wake. In contrast, in the CCW helix case, the shear
layer vorticity first switches signs to negative xx , which then gives rise
to the outer vortex. Also, the trajectory of the CCW helix outer vortex
throughout the wake differs from the CW helix. After its creation, it
first contracts toward the wake center, reaching its minimal distance to
the wake center at x=D � 3:5. From that point onward, it decays into
turbulent structures, while increasing its radial position until the end
of the domain.

The decay process of the outer vortex itself is, in both helix cases,
characterized by the creation of secondary instabilities on the side fac-
ing the free flow. These satellite vortex structures are oriented opposite
to the rotational direction of the outer vortex and have already been
observed in Fig. 9. They appear weaker and smaller in the CW helix
than in the CCW helix.

Of similar interest are the dynamics induced in the wake center.
In the near wake region, the hub vortex experiences distinct types of
distortions in CW and CCW helix. In the CW helix, it is displaced in
lateral direction away from the wake center toward the outer vortex, as
also visible in the isosurfaces shown in Figs. 8 and 9. Then, it rolls out
of the visualized unwounded plane around the outer vortex to intersect
with it again at x=D ¼ 4. In contrast, in the CCW helix, the hub vortex
remains straight in the wake center before it decays at x=D � 1:5.

After the decay of the hub vortex, turbulent structures are gener-
ated in the wake center. In both cases, these structures rotate opposite
to the outer vortex, forming a counter-rotating vortex pair as it has
been observed by Coquelet et al.16 and Korb et al.20 Despite their pres-
ence in both helix cases, they differ in structure and intensity. In the
CCW helix, they appear as detached coherent patches of positive xx

that develop shortly after the decay of the hub vortex at x=D � 3.
Their initial intensity gradually disperses into larger, weaker structures
as they propagate downstream. Thereby, they maintain a periodic

spacing between each other. In the CW helix wake, the turbulent pat-
terns in the wake center are created further downstream than in the
CCW helix at x=D � 6. Compared to the CCW helix, the center vor-
ticity appears less intense and smaller.

In essence, the unwinding procedure showcases the discrepancies
between the vortex systems in CW and CCW helix. Beyond opposite
rotational direction, the outer vortex follows a distinct trajectory and
decays faster in the CCW helix than in the CW helix. In both cases,
vorticity oriented opposite to the outer vortex is created in both helix
wakes, forming a counter-rotating vortex pair, but in the CCW helix,
this center vorticity emerges further upstream.

3. Circulation of vortex system

Having described the vortex dynamics generated by helix active
wake control in the previous Sections, we proceed with a quantitative
analysis. For this purpose, we compute the streamwise circulation as a
measure of the vortex strength of the outer vortex Cx;outer and the
wake center vorticity Cx;inner. The circulation Cx is obtained by inte-
grating vorticity xx over a surface SC that encloses the vortex and is
oriented perpendicular to the vortex core. Thus, the streamwise circu-
lation can be computed as

Cx ¼
ð ð

SC

xx dSC; (24)

with SC being a surface on a yz-plane. To measure Cx;outer and Cx;inner,
we define two control surfaces SC;outer and SC;inner, such that they con-
tain the respective vortex structures. Both surfaces are schematically
visualized in the left panel of Fig. 12.

We use a circular surface centered around the hub with diameter
of 0.76, D as the control surface for the inner vortex SC;inner. The
smaller diameter than the rotor diameter is to ensure that SC;outer and
SC;inner do not overlap. While SC;inner is equal at each streamwise loca-
tion in the wake, the control surface for the outer vortex SC;outer follows
the outer vortex as it circulates around the wake center. To accomplish
this, we first identify the vortex core using the tracing algorithm
described in Appendix A. Then, SC;outer is defined at each streamwise

FIG. 11. Unwound slice through the outer vortex showing the streamwise vorticity xx. The helix is unwounded by rotating the outer vortex core at each streamwise position
around the wake center into one plane. The outer vortex appears as a continuous region of positive or negative xx . The black dashed line indicates the position of the outer
vortex core.
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position as the area encircled by the Q-criterion isoline of Q ¼ 2 �10�4
around the vortex core. The so-obtained circulations of the inner and
outer vortex between CW and CCW helix are compared in the right
panel of Fig. 12. The wake center circulation of the baseline indicates
the strength of the hub vortex and serves as a reference to compare the
helix cases.

Both helix wakes exhibit comparable evolutions of the vortex cir-
culation through the wake, which suggests a subdivision into three sec-
tions as indicated by the waved brackets above the plot. In region 1,
from 0< x/D< 1, the force perturbation induced at the rotor plane is
recognizable in the flow as a velocity perturbation. In the second
region 2, from 1< x/D< 3.4, the near wake perturbation triggers
the growth of the outer vortex, which then forms together with
the hub vortex a co-rotating vortex pair in the CCW helix and a
counter-rotating vortex pair in the CW helix. The last region 3, from
3.4< x/D< 10, contains the creation and decay of vorticity oriented
opposite to the outer vortex in the wake center to form a counter-
rotating vortex pair in both wakes. A detailed description of each sec-
tion is given hereafter.

a. Region 1: Near wake perturbation. The low levels of Cx;outer

imply that the outer vortex has not yet developed. However, Cx;inner

reflects the force perturbation induced at the rotor plane, as indicated
by the deviations from the baseline Cx;inner. The CW helix enhances
the negative circulation of the hub vortex and the CCWhelix decreases
it. The crossflow slices at x=D ¼ 0:35 given in Fig. 13 highlight the dif-
ferences of these perturbations.

Note that the color bar limits have been adjusted to enhance the
visibility of the weaker wake center structures, which makes the hub
vortex and shear layer appear oversaturated. The velocity field of the
baseline wake is symmetrically distributed around the wake center,
with the hub jet in the wake center and a pronounced velocity deficit
around it. As indicated by the white quiver plot, the wake features a
swirling motion in CCW direction. This velocity field translates to a

vorticity field that features the hub vortex in the wake center and the
wake shear layer characterized by positive xx at the wake boundary.

Both helix types disturb the point symmetric velocity field
observed in the baseline by increasing the velocity deficit on one side
of the wake and decreasing it on the other side. Interestingly, the CW
helix reduces the CW-oriented swirl motion in the enhanced wake def-
icit region, whereas the CCW helix increases it in that region. Thus,
the impact of the alignment of the helix actuation with the wake swirl
may already be noted within a short distance behind the rotor. These
differences are also recognizable in the vorticity fields. In contrast to
the baseline, both helix types create a lobe of positive vorticity within
the rotor plane, which appears more concentrated in the CW helix
than in the CCW helix. This also affects the wake shear layer, which
decreases its thickness close to that generated positive vorticity spot.
On the other side of the rotor, the swirl motion is enhanced compared
to the baseline case, notable by the regions of negative vorticity.

b. Region 2: Generation of vortex pairs. The second region is char-
acterized by the generation of the outer vortex and the creation of
oppositely oriented vorticity in the wake center. As visible in Fig. 12,
the circulation of the outer vortex Cx;outer grows for both helix cases in
opposite directions until it saturates. This process initiates further
upstream in the CW helix than the CCW helix, potentially due to the
CW helix outer vortex profiting from the equally signed vorticity in
the shear layer. In contrast, the CCW helix outer vortex must first
invert the shear layer vorticity, which also causes the CW helix outer
vortex to reach its peak intensity further upstream at x=D � 2:2 than
the CCW helix, which saturates at x=D � 3. In absolute values, the
outer vortex of the CW helix peaks at a stronger circulation than the
outer vortex of the CCW helix.

Simultaneously with the growth of the outer vortex, the hub vor-
tex decays in both helix types, as indicated by the decrease in the nega-
tive center circulation Cx;inner toward zero. Again, this process
initializes further upstream in the CW helix than in the CCW helix.

FIG. 12. Schematic visualization of the control surfaces SC;outer (solid line) and SC;inner (dashed line) used to compute the circulation of the vortices in the wake center Cx;inner
and of the outer vortex Cx;outer in the left panel. The right panel quantitatively compares the vortex systems of CW and CCW helix using Cx;inner and Cx;outer . The waved brack-
ets indicate the subdivision of the wake into three streamwise sections: (1) near wake perturbation, (2) generation of the vortex pairs, and (3) decay of the outer vortex.
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Before its decay, the hub vortex forms together with the outer vortex a
co-rotating vortex pair in the CCW helix as indicated by Cx;inner and
Cx;outer being equally signed. In contrast, in the CW helix, Cx;inner and
Cx;outer are signed opposite, indicating a counter-rotating vortex sys-
tem. These distinct vortex pairs have already been observed in Figs.
8 and 9.

The effect of the co-rotating or, respectively, counter-rotating
vortex systems on the near wake, is highlighted in the ux andxx cross-
flow slices at x=D ¼ 2 in Fig. 13. The position of the vortices is indi-
cated by the black contour lines of Q ¼ 2 � 10�4, which is the same
iso-value as shown in Fig. 8. In addition to the sign of xx inside the Q-
contourlines, red and blue arrows indicate the rotational direction of
the vortices to enhance the comprehensiveness of the vortex systems.
The quiver plot indicates the induced crossflow motions. The baseline
wake is still point symmetrically distributed around the wake center.

The xx slices reveal that both helix types locally enhance the
shear layer on one side and reduce it up to a sign flip on the other side.
In the CW helix, the outer vortex emerges in the enhanced shear layer
with a CW rotation direction. In contrast, in the CCW helix wake, the
outer vortex is generated in the reduced shear layer, resulting in its
rotation in CCW direction.

These distinct vortex pairs cause different dynamics in the wake.
In the CW helix, the velocities induced between hub vortex and the
outer vortex align, intensifying the crossflow motions in that region. In

contrast, the velocities induced between the co-rotating vortices in the
CCW helix are oriented against each other. They counteract and the
crossflow motions in that intermediate region remain low. However,
the motions on the opposite side of the hub vortex are enhanced com-
pared to the baseline. The induced crossflow motions cause both helix
wakes to shift in the lateral direction, as evidenced by the position of
the velocity deficit relative to the rotor area.

c. Region 3: Counter-rotating vortices in far wake. After the decay
of the hub vortex at the end of region 2, at the beginning of region
3Cx;inner returns to grow into a new peak signed opposite to Cx;outer,
implying the creation of the counter-rotating vortex pair that has
already been observed in Sec. III C 2. This process includes a switch of
sign of the center circulation of the CCW helix. Compared to the CW
helix, Cx;inner of the CCW helix grows faster and peaks further
upstream. In the remainder of region 3, the counter-rotating vortex
system decays as implied by Cx;inner and Cx;outer trending toward zero.
At the end of the domain, the vortex pair of the CW helix has higher
levels of circulation than the CCW helix.

Both vortex pairs are identifiable as diffuse regions of positive
and negative vorticity in the xx-crossflow slices at x ¼ 7D shown in
Fig. 13. The blue and red arrows highlight their position and direction
of rotation. As apparent in the crossflow slices of ux, the crossflow
motions are governed by the presence of the two counter-rotating

FIG. 13. Crossflow slices of streamwise vorticity xx in the left panel and streamwise velocity ux in the right panel. Each slice corresponds to one of the three sections indicated
in Fig. 12. The circular arrows indicate the rotational direction of dominant vortex structures, where blue represents a CCW rotation, and red represents a CW rotation.
Additionally, the black contour lines plotted in the x ¼ 2D slices represent Q ¼ 2� 10�4 to highlight the position of the vortex pair. The quiver plots indicate motions in the
crossflow direction. The red dashed line indicates the rotor-swept area.
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vorticity fields. Similar to the counter-rotating vortices in region 2 of
the CW helix, the two counter-rotating vortices induce equally ori-
ented velocities between them, generating motions in crossflow direc-
tion in their intermediate region in both helix types. This pushes the
wake radially away from the wake center, deforming the wake into a
kidney shape. The same phenomena were observed by Coquelet
et al.16 and Korb et al.20 in LES of helix wakes. Comparable counter-
rotating vortices, generating a kidney-shaped wake, are also known to
be the driver for the lateral displacement of the wake of yaw-
misaligned turbines.21,56,57 In contrast to the static vortex pair in the
yaw-misaligned wake, the vortex pair in the helix wake rotates around
the wake center following the rotation of the helix force perturbation.
Consequently, the displaced wake also rotates around the wake center
at a constant radial position, giving it its name-giving helical shape.

In conclusion, Fig. 12 gives an overview of the phenomena
described in the previous sections, beginning with the near wake per-
turbation in region 1, followed by the development of the outer vortex
in region 2. The initially asymmetric configurations—comprising a
counter-rotating vortex system in the CW helix and a co-rotating vor-
tex system in the CCW helix—evolve into counter-rotating vorticity
structures in region 3.

Furthermore, the observations presented in Sec. III C convey
several indications for the interaction modes of the co- and counter-
rotating vortex pairs in region 2. As already mentioned previously,
co-rotating pairs of straight line vortices are known to merge into one
vortex, while counter-rotating pairs break down following instability
patterns.50–55 Despite the additional complexity added by the helical
outer vortex, several parallels to the well-known line vortices can be
identified, as for instance the crossflow motions induced by the vortex
pairs at x=D ¼ 2, represented by the quivers in Fig. 13. Similar to a
pair of counter-rotating line vortices, the counter-rotating vortex pair
in the CW helix induces strong crossflow motions between them. In
the case of line vortices, these induced motions result at a later stage in
a cooperative elliptic instability.55 Vice versa, the crossflow motions
between the two co-rotating vortices in the CCW helix wake cancel
out, as known from the early stages of the merging process of co-
rotating line vortices.53 Further implication is given by the radial posi-
tion of the outer vortex visible in the unwound slices in Fig. 11. In the
CW helix, the outer vortex is first pushed away from the wake center,
followed by the hub vortex, which suggests mutual interactions of both
vortex structures. Instead, the outer vortex of the CCW helix gets
pulled toward the wake center, indicating a merging with the hub vor-
tex. The interaction of both vortices in the CW helix is visible in Fig. 9,
where the hub vortex follows the shape of the outer vortex until
x=D � 5, whereas in the CCW helix the hub vortex already dissolves
between x=D ¼ 2 and x=D ¼ 3. Despite these implications for the
interaction mechanisms of the co- and counter-rotating vortices, an
in-depth study focusing exclusively on the helical configuration of two
vortices is still required to explain the vortex interaction modes fully.

D. Impact of coherent vortices on fluxes of mean
kinetic energy

Having described and quantified the vortex dynamics generated
by CW and CCW helix in the wake, we now investigate their effect on
the wake recovery process. For this purpose, we quantify the fluxes of
mean kinetic energy induced by the coherent vortices and their effect
on the mean kinetic energy contained in the wake.

1. Kinetic energy in coherent and random structures

We first compare the kinetic energy contained in coherent struc-
tures KC to the kinetic energy in random fluctuations KR obtained
with Eq. (9) using the triple decomposition described in Sec. IIC 1.
Both components are normalized with the free stream mean kinetic
energy KM;1 ¼ 1

2 u1u1 and integrated in the lateral direction as

KC ¼ 1
D2

ð1:5D
�1:5D

ð1:5D
�1:5D

KC

KM;1
dydz; (25a)

KR ¼ 1
D2

ð1:5D
�1:5D

ð1:5D
�1:5D

KR

KM;1
dydz: (25b)

Note that in contrast to Eq. (18), we now integrate over the entire
crossflow plane from �1:5D till �1:5D in both lateral directions
instead of only the area shadowed by the rotor. This is to capture the
entire wake and not only the part that affects an aligned turbine.

The so-obtained distributions of KC and KR throughout the
wake are compared in Fig. 14 for both helix cases with the baseline. In
the baseline, the kinetic energy is exclusively contained in the random
fluctuations, which are established from x=D � 4 onward. The coher-
ent kinetic energy associated with the helix excitation frequency
remains negligible due to the absence of a corresponding periodic forc-
ing. Thus, the baseline reflects the transition from a laminar to a turbu-
lent wake by generating turbulent kinetic energy at random timescales
and timescales that differ from those of the helix actuation. Helix active
wake control changes the distribution of kinetic energy between coher-
ent and random structures. For CW and CCW helix, the random
kinetic energy establishes further upstream than in the baseline at
x=D � 3 but remains below the baseline throughout the rest of the
domain. In contrast, the kinetic energy in coherent structures is
enhanced throughout the wake. From the rotor plane onward, it
steeply increases until it peaks at x=D � 3, orders of magnitude higher
than the baseline or the random kinetic energy in the helix cases. The
CCW helix reaches higher levels than the CW helix before both
steadily decrease throughout the rest of the domain. The periodic
spikes overlaying that decay are due to a lateral displacement of the
wake beyond the integration bounds.

FIG. 14. Total kinetic energy contained in coherent structures KC and in random
fluctuationKR throughout the streamwise extension of the wake.
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Conclusively, Fig. 14 implies that in the laminar inflow condi-
tions, the kinetic energy contained in the coherent vortex structures
surpasses the kinetic energy contained in the random turbulence devel-
oping around them. This suggests that these coherent structures also
have a higher impact on the wake recovery than turbulent fluctuations.
Consequently, the following sections will focus on the influence of
coherent structures on the wake recovery.

2. Coherent fluxes of mean kinetic energy

To study the effect of the coherent structures on the wake recov-
ery, we investigate the associated fluxes of mean kinetic energy, as
introduced in Sec. IIC 2. Figure 15 visualizes the coherent mean kinetic
energy fluxes in radial direction eUxr at hub height as obtained from
Eq. (15). Positive fluxes are oriented toward the wake center, contribut-
ing to the wake recovery. Additionally, isocontours of the phase-
averaged and spatially smoothened hQifiltered ¼ 1:3� 10�3 indicate
the position of coherent vortex structures in the wake. To focus on the
fluxes and associated dynamics at the wake boundary, contours are
not plotted in the wake center for r � 0:4D.

In both helix cases, the fluxes eUxr are located in the vicinity of
the coherent vortices. However, the patterns differ between CW
and CCW helix. In the CCW helix, eUxr is more diffusely distrib-
uted over a larger area, whereas in the CW helix, it remains con-
centrated around the vortices. In both cases, eUxr exhibits a
characteristic quadrupole structure in the vicinity of the coherent
vortices, as highlighted in the zooms into the relevant region. The
quadrupole structure is particularly pronounced in the CW wake,
whereas in the CCW wake, it appears weaker and less distinct from
the turbulent structures around it.

The blue and red arrows in the zooms in Fig. 15 indicate the
orientation of the periodic velocity fluctuations eux and eur induced
around the vortex and considered for the computation of eUxr as
outlined in Eq. (15). Note that the zoomed vortices reside on the
lower half of the hub height plane (y < 0); thus, the positive direc-
tion of the r-axis points downward away from the wake center. On
the upper half of the plane, the positive r-axis is oriented upward;

hence, the pattern around the vortices is mirrored along the x-axis.
Blue arrows indicate a negative fluctuation and red arrows indicate
a positive fluctuation.

Based on the different combinations of signs, the fluxes can in
each quadrant be classified using the quadrant analysis described in
Sec. II C 3. This reveals that each quadrant relates to a different type of
flux. Starting in the upper left quadrant of the zoom, following the
counterclockwise rotation of the vortex, the fluxes can be classified as
an ejection eUxr;e, followed by an outward-directed interaction eUxr;o, a
sweep eUxr;s, and an inward-directed interaction eUxr;i. In the CW helix,
ejection and inward-oriented interaction appear stronger than the
sweep and outward-oriented interaction. This relative trend holds for
each vortex in the CW wake, however, with varying absolute strengths.
On the contrary, in the CCW helix, the ejection is significantly
enhanced compared to the other three events around the highlighted
vortex.

Comparable quadrupole structures were observed by Lignarolo
et al.43 around the tip vortices in a wind turbine wake and similarly
explained with the different signs of the velocity fluctuations eux and eur
around a vortex.

In short, the distinct vortex systems in the CW and CCW helix
wakes distribute the fluxes of mean kinetic energy differently through-
out the wake. The CW helix generates concentrated quadrupole struc-
tures around the outer vortex, while the CCW helix distributes them
over larger regions throughout the wake.

3. Coherent contributions to wake recovery

As shown in Fig. 15, CW and CCW helix distribute the mean
kinetic energy fluxes differently throughout the wake. However, only
those fluxes that transport mean kinetic energy across the wake bound-
ary into the wake affect the wake recovery. To examine the contribu-
tion of each flux type eUxr;q to the wake recovery, we integrate eUxr;q

over the lateral surface Scyl of the cylindrical wake control volume
shown in Fig. 4 as described in Sec. IIC 2.

Figure 16 visualizes the fluxes of mean kinetic energy over Scyl
into the wake at one phase instance. Additionally, Fig. 16 specifies the

FIG. 15. Fluxes of coherent mean kinetic
energy directed toward the wake centereUxr at hub height. A positive value is ori-
ented toward the wake center, represent-
ing a contribution to the re-energization of
the wake. The black iso-contours repre-
sent hQifiltered ¼ 1:3� 10�3 to visualize
coherent vortex structures. For clarity,
the Q-criterion iso-contours are only
plotted in the wake boundary forffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ z2

p
	 0:4D. Within the zooms

into the fluxes around one vortex, the gray
arrow indicates the direction of rotation of
the vortex. The straight arrows indicate
the orientation of the coherent fluctuationseux and eur additionally highlighted by the
color (red indicates eui > 0, blue indicateseui < 0.
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regions where sweep or ejection events trigger the positive fluxes of
mean kinetic energy.

In both helix wakes, the fluxes of mean kinetic energy over Scyl
into the wake are concentrated along diagonal structures. These struc-
tures reflect the helical shape of the wake, such that the direction of
rotation of the helix explains the opposite-oriented inclinations of the
structures. In the CW helix, the re-energizing fluxes are concentrated in
coherent regions, whereas in the CCW helix they are more dispersed
over larger areas. These regions follow the same recurring pattern
throughout the wake in both helix types: along the streamwise direction,
an ejection is followed by an interaction, then a sweep, and again an
interaction. Further downstream, the boundaries between the regions,
as well as the internal structures, become increasingly turbulent.

Even though the overall pattern is the same for CW and CCW
helix, they differ in the details. First, the re-energizing fluxes are more
intense and cover a larger region in the CCW helix than in the CW
helix. Vice versa, the regions of negative fluxes that separate sweeps
and ejections are less dominant and compact in the CCW helix.
Second, the highest intensities are achieved by the ejections in the CW
helix but by the sweeps in the CCW helix. Furthermore, the transition
into turbulently blurred regions establishes further upstream such that
the regions are incoherently scattered in the far wake.

To quantify the effect of each of the four types of fluxes on wake
recovery, the right panel of Fig. 16 integrates eUxr;q individually over
the azimuth w at r ¼ D=2

ePqðxÞ ¼ 1
u31

ð2p
0

eUxr;qðr;w; xÞr dw; (26)

in the upper panel. The lower panel additionally cumulates them in
streamwise direction as

ePq;cumðxÞ ¼ 1
Du31

ðx
0

ð2p
0

eUxr;qðr;w; xÞr dwdx; (27)

as a measure for the total coherent mean kinetic energy transported by
each flux type into the wake up to a certain streamwise position.

Both helix types take up to x=D � 1:5 until mean kinetic energy
starts being transported into the wake. Then, the highest peak is
achieved by the ejection in the CW helix and the sweep for the CCW
helix, both between x=D ¼ 2 and x=D ¼ 3. Thereby, the ejection in
the CW wake reaches higher levels than the sweeps in the CCW helix.
Further downstream, the ejections, being the second-strongest flux
type of the CCW helix, gain dominant levels between 5 < x=D < 6,
while the second-strongest fluxes of the CW helix (sweeps) remain
low. Furthermore, the outward-oriented interactions, which have neg-
ative effects on the wake recovery, peak in the CW helix between
x=D ¼ 2 and x=D ¼ 3. On the contrary, the CCW helix does not fea-
ture significant peaks of the inward- or outward-oriented interactions
throughout the wake.

The peak transport of mean kinetic energy occurs in region 2 fol-
lowing the subdivision of the helix wakes introduced in Sec. IIIC 3.
This region is characterized by the formation of the outer vortex, sug-
gesting that the co- and counter-rotating vortex pairs in the CCW and
CW helix, respectively, cause a major part of the mean kinetic energy
transport into the wake, serving as a kick-start for the wake recovery.

Those trends are also reflected in the cumulated fluxes in the
lower right panel of Fig. 16. The CCW helix experiences the strongest
re-energization due to the sweeps, and the CW helix due to ejections.
At x=D ¼ 6 the ejections of the CCW helix even overtake the ejections
of the CW helix. The sweeps of the CW helix represent the smallest
contribution to the wake recovery. In both helix cases, the outward-
oriented interaction dominates the negative impacts on the wake

FIG. 16. Left panel visualizes the fluxes of mean kinetic energy eUxr over the lateral surface of the wake control volume Scyl defined in Fig. 4 into the wake at one phase instance. The azi-
muthal positions w ¼ 0p ¼ 2p are defined as aligned with the vertical direction pointing upward. Additionally, sweeps are marked with �, and ejections with �. The right panel integrates
each type of mean kinetic energy fluxes over the azimuth ePq in the upper panel and cumulates in streamwise direction ePq;cum in the lower panel. The types of mean kinetic energy flux
q are ejection, sweep, outward oriented interaction or inward oriented interaction. The bold letters represent the abbreviation used in the legend.
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recovery, which is stronger in the CW wake than in the CCW wake.
The inward-oriented interactions remain on negligible levels through-
out the domain. These observations confirm that the wake recovery
enhancements generated by CW and CCW helix are caused by distinct
vortex interaction principles. Namely, the counter-rotating vortex pair
in the CW helix primarily enhances the mean kinetic energy in the
wake by displacing lower energetic flow out of the wake region,
whereas the co-rotating vortex pair of the CCW helix transports high
energetic flow from the surrounding flow into the wake.

The total effect of all the types of mean kinetic energy fluxes
together is obtained by summing over all of them

ePðxÞ ¼XePqðxÞ; (28a)ePcumðxÞ ¼
X ePq;cumðxÞ; (28b)

as a measure for the total additional mean kinetic energy made avail-
able for a fully waked turbine by helix active wake control.

The upper panel of Fig. 17 reveals that the intense sweep and
ejection in the CCW helix, combined with low levels of negative fluxes,
result in a larger amount of mean kinetic energy being transported
into the wake than in the CW wake between x=D ¼ 2 and x=D ¼ 8.
The high peak of ejections in the CW wake observed in Fig. 16 is bal-
anced by the negative impact of the outward-oriented interaction. As
expected, the baseline shows no relevant fluxes related to the helix exci-
tation frequency.

Cummulating eP in streamwise direction as shown in the lower
panel of Fig. 17, indicates that from x=D � 3 onward the mean kinetic
energy transported by the coherent vortices of the CCW helix sur-
passes that of the CW helix. In other words, a fully waked turbine
could harvest energy from a more energetic inflow when the upstream
turbine applies the CCW helix instead of the CW helix. For instance,
up to x=D ¼ 5, a distance is used in many studies as the spacing
between two aligned turbines, the CCW helix has transported 44:8%
more kinetic energy into the wake than the CW helix in the

investigated laminar conditions. Thus, the fluxes of mean kinetic
energy induced by coherent vortex structures contribute to the differ-
ing efficacy of CCW and CW helix observed in Sec. III B and in previ-
ous studies.11,16–18 A comparison with Fig. 12 further suggests that the
wake recovery is governed primarily by the vortex structure rather
than the circulation strength. This is evidenced by the outer vortex of
the CW helix, which, despite exhibiting stronger circulation, contrib-
utes less mean kinetic energy to the wake.

IV. DISCUSSION

The findings presented previously complement the general
understanding of the wake recovery mechanisms triggered by helix
active wake control. Accordingly, the overall driver is the excitation of
an unstable mode in the wake of the force perturbation at the rotor, as
stated by Cheung et al.25 The coherent vortices identified in this paper
may be understood as a manifestation of that instability, which addi-
tionally explains the difference between CW and CCW helix. The tip
vortices may interact with the coherent vortex structures, potentially
affecting the tip vortex pairing as observed by van der Hoek et al.17 or
M€uhle et al.18 The relevance of the tip vortex manipulation for the
overall wake recovery, compared to the energy entrained by the coher-
ent structures throughout the extension of the wake, may be subject to
future studies.

Future work may focus on the effect of more realistic inflow con-
ditions on the coherent vortex structures. In a realistic boundary layer
flow, including turbulence, veer, and shear, it is anticipated that the
influence of coherent vortices on wake recovery decreases, and turbu-
lent mixing processes gain relevance. The increased inflow complexity
may reduce the spatial coherence of the vortex systems, accelerate their
decay, and distort their shape, making their identification increasingly
challenging. Nevertheless, their induced dynamics are still expected to
impact the wake. Supporting that assumption, the phase-resolvable
entrainment patterns created by coherent structures have already been
identified in realistic offshore inflow conditions.22 Furthermore, the
counter-rotating vortices in the far wake,16,20 and the differences
between CW and CCW helix have already been observed in turbulent
inflow16–18 and in more realistic boundary layer flows.11 Turbulence,
veer, and shear likely influence the vortex dynamics and, consequently,
the wake recovery differently. Understanding these effects could help
identify optimal flow conditions for applying helix active wake control.
Furthermore, the effect of different excitation Strouhal numbers is of
similar interest.

The complemented understanding of the helix supplied in this
paper might serve to reassess more advanced helix application scenar-
ios. For instance, Korb et al.20 and van Vondelen et al.58 observe addi-
tional power gains when the downstream turbines synchronize their
helix with an optimal phase alignment to the incoming helix of an
upstream turbine. Another example is the combination of helix with
dynamic yaw motions, as investigated by van den Berg et al.59 and
Gutknecht et al.60 Both observe a strong dependency of the synergistic
effects of both strategies on the phase alignment between helix and
yaw motion. The reason for these phase dependencies has not yet been
identified in both application cases. It is likely that the orientation of
the vortex systems relates to the favorable phase alignments and could,
therefore, contribute to their understanding and further optimization.

Apart from its phenomenological value, the coherent vortices
give a promising ansatz for a physics-based helix wake model in the
fashion of the curled wake model, presented by Martínez-Tossas

FIG. 17. Total mean kinetic energy transported over the cylindrical control surface
Scyl into the wake. The upper panel only integrates over the azimuth; the lower
panel cumulates in a streamwise direction to quantify the additional energy available
for a fully waked turbine.
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et al.61 This model leverages the counter-rotating vortices behind a
yaw-misaligned turbine to model the laterally displaced wake.
Differently from the helix wake, in the yawed wake, the counter-
rotating vortices remain statically at the wake top and bottom, displac-
ing the wake only in the lateral direction. Obviously, a helix model
would have to consider the rotation of the helix vortices, but the simi-
larities between yaw-misaligned wake and helix wake observed in Sec.
IIIC 3 promise the feasibility of a comparable model.

V. CONCLUSIONS

This work analyzes the wake recovery mechanisms induced by
helix active wake control. The key findings are, first, that helix active
wake control generates a system of coherent vortices in the wind tur-
bine wake that actively transports mean kinetic energy from the free
flow into the wake and thereby contributes to the wake recovery.
Second, the properties of these vortices differ between clockwise (CW)
and counterclockwise (CCW) helix due to the opposite alignment of
the helix actuation with the wake swirl. Finally, the vortex system gen-
erated in the CCW helix entrains a larger amount of mean kinetic
energy into the wake, which contributes to the better performance of
the CCW helix compared to the CW helix observed in previous
studies.
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APPENDIX A: VORTEX TRACING ALGORITHM

The vortex core of the helical outer vortex is traced using the
following algorithm.

APPENDIX B: GRID CONVERGENCE STUDY

A grid convergence study has been conducted based on simula-
tions with resolutions of 25, 50, and 80 CpD. Figure 18 presents the
mean kinetic energy in the wake area shadowed by the rotor KM;x

according to Eq. (18) obtained with the three different resolutions.
The following considerations imply that the resolution of 80

CpD sufficiently resolves the relevant phenomena in the flow for
this study.

(1) Onset point of wake recovery of helix cases constant for different
resolutions: In the helix cases, the point where the near wake
breaks down and the wake recovery initiates is located at
x ¼ 2D for all the investigated resolutions. As shown in Figs. 8,
9, 12, and 16, this is where the outer vortex achieves a relevant
strength to initiate the transport of mean kinetic energy into the

Require: three-dimensional fields of Q
1: Exclude Hub Vortex:
2: Set values within r < 0:4D to NaN
3: Initialize output array:
4: outerVortexPos zero arrays
5: create circularKernel
6: xIdx 0
7: for each crossflowPlane in Q field do
8: convolute crossflowPlane with circularKernel
9: if xIdx ¼¼ 0 then
10: Identify vortex core as maximum of Q:
11: outerVortexPos½xIdx�  max(crossflowPlane)
12: else
13: search vortex core around previous vortex core
location:
14: Define circular search region with radius rsearch ¼ 0:1D
around outerVortexPos½xIdx � 1�
15: Mask crossflowPlane outside search region with NaN
16: outerVortexPos½xIdx�  max(crossflowPlane)
17: end if
18: xIdx xIdx þ 1
19: end for
20: return outerVortexPos
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wake and kick-start its transition. The fact that this point does
not move with higher resolution implies that the 25 CpD reso-
lution already suffices to resolve the physics involved in that
phenomena.

(2) Far wake behavior converges with higher resolution: The impact of
finer resolutions becomes evident in the far wake of the helix cases,
where the mean kinetic energies follow different trajectories for the
different grid resolutions. With increasing resolution, their trajecto-
ries converge to the same trajectory. The finer grids also resolve the
smaller structures, so less energy must be modeled with the sub-
grid model. The most interesting phenomena occur in regions 1
and 2 up to around x ¼ 3� 4D, following the subdivision intro-
duced in Fig. 12. The close trajectories of 50 and 80 CpD cases in
this region and even further confirm that the relevant phenomena
are sufficiently resolved.

(3) In the baseline case, the onset of the wake recovery moves
upstream for higher resolutions: The baseline case behaves dif-
ferently from the helix cases, where the dominant driver for the
transition from near wake to far wake is the breakdown of the
tip vortices. In atmospheric flows, an initial perturbation
induced by the inflow turbulence grows to trigger mutual insta-
bilities between neighboring tip-vortices, causing them to pair
and break down. Laminar inflow lacks that initial trigger for the
tip-vortex instabilities; hence, the tip vortices remain stable over
a long streamwise distance. For instance, Ivanell et al.62 and
Sarmast et al.63 studied a wind turbine in laminar inflow using
the fourth-order spectral Navier–Stokes solver in a one-third
rotor domain resolved with 140 CpD without observing a tip
vortex breakdown until x¼ 9.25 D. Only by introducing a low-
amplitude body force excitation at the blades the tip vortex
instability was triggered.

The lower-order scheme and the necessity of a full rotor
domain and the lack of an initial perturbation imply that we cannot
expect to resolve the classic tip-vortex breakdown in our baseline

simulations. Instead, the tip vortices vanish into a shear layer due to
the numerical diffusion, which then breaks down in a Kelvin–
Helmholtz-like shear layer instability as visible in Fig. 6. The grid
convergence study reveals that the onset of that stability and the
subsequent wake transition is not captured in the domain for the 25
CpD case and moves from x¼ 8.5D in the 50 CpD case to x¼ 5.5D
in the 80 CpD resolution. It is assumed that the transition point of
the baseline would move even further upstream with higher grid
resolutions.

This implies that the baseline does not serve for quantitative
performance comparisons with the helix cases in the far wake. The
main focus of this work is to clarify the mechanisms in the helix
wakes, particularly their differences in CW and CCW helix. The
main reason for adding the baseline was to analyze the initial helix
perturbation at the rotor in Sec. III A. and its qualitative effect on
the near wake in Fig. 13. These comparisons can be made given the
above-mentioned considerations.
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