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A B S T R A C T

Agent-based models have been extensively used to simulate the behavior of travelers in
transportation systems because they allow for realistic and versatile modeling of interactions.
However, traditional agent-based models suffer from high computational costs and rely on
tracking physical locations, raising privacy concerns. This paper proposes an efficient formu-
lation for the agent-based bathtub model (AB2M) in the relative space, where each agent’s
trajectory is represented by a time series of the remaining distance to its destination. The AB2M
can be understood as a microscopic model that tracks individual trips’ initiation, progression,
and completion and is an exact numerical solution of the bathtub model for generic (time-
dependent) trip distance distributions. The model can be solved for a deterministic set of trips
with a given demand pattern (defined by the start time of each trip and its distance), or it
can be used to run Monte Carlo simulations to capture the average behavior and variations of
stochastic demand patterns. To enhance the computational efficiency, we introduce a priority
queue formulation for AB2M, eliminating the need to update trip positions at each time step
and allowing us to run large-scale scenarios with millions of individual trips in seconds. We
systematically explore the scaling properties of AB2M and discuss the introduction of biases and
numerical errors. Finally, we analyze the upper bound of the computational complexity of the
AB2M and the benefits of the priority queue formulation and downscaling on the computational
cost. The systematic exploration of scaling properties of the modeling of individual agents in
the relative space with the AB2M further enhances its applicability to large-scale transportation
systems and opens up opportunities for studying travel time reliability, scheduling, and mode
choices.

1. Introduction

Transportation systems are defined by complex interactions between system supply and demand for goods and travelers. The
heterogeneous behavior of travelers navigating dynamic environments results in complex dynamics of collective systems. To simulate
this, agent-based modeling tools (originally developed for the field of computing) are suitable (Crooks et al., 2018). This approach
decomposes complex systems into individual agents with specific rules like activity constraints and travel preferences (Bonabeau,
2002). Each agent is a unique, autonomous entity that adapts to changes. Agent-based models (ABM) effectively represent various
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interactions, such as between vehicles and passengers, and their adaptable nature allows for easy modification of assumptions and
requirements.

In the transportation domain, ABMs have been traditionally used for microscopic traffic and macroparticles simulations, e.g., with
ATSim (Balmer et al., 2008) or POLARIS (Auld et al., 2016), and have been used to study the system dynamics and to evaluate the

mpact of management strategies. The readers are referred to a recent review by Bastarianto et al. (2023). However, ABMs also come
ith some challenges, including data collection and accuracy and very high computational cost (Kagho et al., 2020). To reduce the

omputational cost of simulations, traditional ABM relies on downscaling methodologies (Nicolai, 2012; Ben-Dor et al., 2021). For
xample, the downscaling approach in MATSim software relies on a method that scales the network characteristics based on the
educed number of agents modeled. Although this methodology has been used for years, there is limited systematic understanding
s to whether a downsized model can reproduce the same exact results as a full-scale model. Recent studies show that downscaling
‘too much’’ might introduce bias into the results (Llorca and Moeckel, 2019; Ben-Dor et al., 2021). Furthermore, even relying on
ownscaling, the computational complexity of traditional ABM is still high; for example, a MATSim simulation for the city of Paris
with 10% of the population) takes 5 hours to run on a modern cluster (Hörl et al., 2019).

Traditionally, ABMs (as well as other traditional traffic flow simulation software) require the generation of a network with
ndividual links that compose the physical configuration. We refer to this traditional perspective as the absolute space. This approach
nvolves significant computational efforts, both for calibration and simulation. Moreover, using ABM to track the movement of
eople in the absolute space leads to personally identifiable location information being traced, which can lead to privacy concerns.
n contrast, one can take the relative space approach, where the network is an undifferentiated unit, and disregard the physical
ocations of vehicle-trips inside the network. In this relative space dimension, the trip flow dynamics are modeled based on their
emaining trip distances to their respective destinations, preserving personally identifiable location information.

The bathtub model (a.k.a. reservoir model) is an aggregated model used to describe the trip flow dynamics in the relative space
nd has been garnering interest among the transportation research community (Vickrey, 2020; Small and Chu, 2003; Arnott, 2013;
ohari et al., 2021). It can be viewed as a network queuing system, and it relies on three main assumptions1: (A1) the network is

treated as an undifferentiated unit, where links and individual trips’ origins, destinations, and routes are implicit; (A2) the demand
is described by the trip distance and the trip initiation rate; and (A3) there exists a network-level speed-density relation, which is
nowadays commonly referred to as network fundamental diagram (NFD) or (speed) macroscopic fundamental diagram (MFD). This
network-wide relation between speed and density was proposed and calibrated by Godfrey (1969). Later, the NFD was also studied
by Mahmassani et al. (1987) and Daganzo (2007) and gained significant interest in the research community. The existence of such
relation at the network level with a large-scale loop detector data collection was first verified in downtown Yokohama by Geroliminis
and Daganzo (2008) and, since then, NFDs have been experimentally calibrated for multiple cities (Johari et al., 2021). These models,
applicable to various transportation modes, essentially function as network queues in a relative space dimension. Note that bathtub
models can also be viewed as compartmental models (Jin et al., 2021), where all the trips in the same network are lumped together
in a bathtub.

Most of the bathtub models in the literature assume continuum travelers, similar to water in a bathtub, and are thus called
continuum bathtub models. In the last decade, there has been interest in using agent-based approaches to model trip flow dynamics
at the network level (Arnott, 2013; Daganzo and Lehe, 2015; Mariotte et al., 2017; Lamotte et al., 2018). Mariotte et al. (2017)
introduced the so-called trip-based model (TBM) to numerically track individual trips. However, existing formulations do not fully
take advantage of the characteristics of the relative space for an efficient algorithm and often consider some restricting assumptions
about the demand, e.g., time-independent trip distances and/or deterministic demand. Consequently, there is a need to develop
an efficient model in the relative space that accurately and efficiently captures the individual agents’ trajectories for any demand
assumption.

In this paper, we propose a highly efficient (simulation) model to capture the agent’s dynamics in the relative space. We refer
o the proposed model as agent-based bathtub model (AB2M) for two reasons. First, to highlight that the travelers are people with
ecision capabilities and can be modeled as independent agents with corresponding socio-economic characteristics. A single agent
ould perform multiple trips (trip-chain) or use multiple modes in a single trip. Second, to highlight that the model is based on the
ame three assumptions of relative space as the bathtub model. Unlike continuum bathtub models that rely on aggregated variables,
he agent-based formulation provides detailed information on individuals, including travel times. This enables the introduction of
eterogeneity and studying higher order moments such as travel time variation to assess travel time reliability and investigate
cheduling (Noland and Polak, 2002) and route choices (Lam and Small, 2001). The proposed AB2M is an exact numerical solution
hat extends the TBM (Arnott, 2013; Fosgerau, 2015; Mariotte et al., 2017) by accommodating agents with heterogeneous trip
istances and time-dependent trip distance distributions. Moreover, the AB2M can model stochastic demands through Monte Carlo
imulations. To enhance the efficiency of AB2M, we propose a priority queue formulation, which eliminates the need to update
he position of trips at each time step, resulting in significant computational performance improvements. For instance, simulations
nvolving one million individual trips over a one-hour period can be processed in less than two seconds. Further, we explore its
caling properties systematically, similar to the downscaling strategies used in traditional ABM models.

The rest of the paper is structured as follows. Section 2 reviews existing models in the literature and proposes the AB2M, which
racks the trajectories of agents in the relative space. Then, Section 3 presents a new formulation that is computationally more
fficient. Section 4 discusses the scalability property of the bathtub model, and Section 5 reviews the numerical complexity of the
roposed models. Then, some numerical results are presented in Section 6. Finally, Section 7 concludes the paper and discusses
uture directions. For the readers’ convenience Table 1 presents a list of variables.

1 Read the foreword of Vickrey (2020) for details.
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Table 1
List of notations.

Variable Description

�̃�(𝑡) Average trip distance of entering trips at time 𝑡
𝐸(𝑡) Cumulative number of starting trips at time 𝑡
𝐺(𝑡) Cumulative number of finished trips at time 𝑡
𝐼 Total number of trips
𝐾(𝑡, 𝑥) Number of active trips at time 𝑡 with remaining distance not smaller than 𝑥
𝐿𝑁 Total network length
𝑁(𝑡, 𝑖) Position (order) of trip 𝑖 at time 𝑡 regarding its characteristic trip distance.
𝑇 (𝑖) Trip 𝑖 start time on simulation
�̂� (𝑖) Time when trip 𝑖 exits the network
𝑉 (𝜌) Network level speed-density relation
𝑋(𝑖) Trip distance of trip 𝑖

𝑒(𝑡) Trip initiation rate at time 𝑡
𝑔(𝑡) Completion rate of trips at time 𝑡
𝑖 Trip ID, which refers to the trip position regarding its initiation time
𝑚(𝑡) Total remaining distance to be traveled by active trips
𝑡𝑓 Total simulation time
𝑢𝑓 Free-flow speed
𝑣(𝑡) Average travel speed in the system at time 𝑡
𝑤 Shock wave speed
𝑥(𝑡, 𝑖) Remaining distance of trip 𝑖 at time 𝑡
𝑦(𝑡, 𝑛) Remaining distance of 𝑛-shortest trip at time 𝑡 (ordered remaining trip distance)
𝑧(𝑡) Characteristic network traveled distance

𝛥𝑡 Time interval or time step of the simulation. Note that it is not necessarily fixed.
𝛥𝑣 Speed variation in a time-step considered.
𝛩(𝑡, 𝑛) Ordered characteristic trip distance of active trips at time 𝑡

𝛿(𝑡) Number of active trips at time 𝑡
𝛾(𝑖) Travel time of trip 𝑖.
𝜌(𝑡) Per-lane density in the system at time 𝑡
𝜌𝑗 Per-lane jam density
𝜃(𝑖) Characteristic trip distance of trip 𝑖
𝜑(𝑡, 𝑥) Distribution of remaining trip distances 𝑥 at time 𝑡 for active trips.
�̃�(𝑡, 𝑥) Joint distribution of trip distance, 𝑥, and departure times, 𝑡

2. Model formulation

2.1. Demand definition in the relative space

In the relative space, the demand is defined with the joint distribution of trip distance and departure time (Jin, 2020), which is
escribed by �̃�(𝑡, 𝑥) and is defined for 𝑥 ≥ 0 and 𝑡 ≥ 0. This joint distribution can be continuous or discrete; and deterministic
r probabilistic, both in time 𝑡 and trip distance 𝑥. Therefore, there are eight possible types of demand in the relative space.

If the demand is stochastic, the joint distribution �̃�(𝑡, 𝑥) becomes a probabilistic function. By definition of joint probability, the
joint distribution can be written as the probability of departure time multiplied by the conditional distribution of trip distances,
̃ (𝑡, 𝑥) = �̃�(𝑡) ⋅ �̃�(𝑥|𝑡) where �̃�(𝑡) is the marginal probability density (or mass) function (Martínez and Jin, 2021). The conditional
distribution �̃�(𝑥|𝑡) is the most generic expression for capturing trip distance distributions as a function of time. If the trip distance
distribution is a continuous variable, the trip initiation rate is defined by

𝑒(𝑡) = 𝐼 ∫

∞

0
�̃�(𝑡, 𝑥)𝑑𝑥, (1)

where 𝐼 is the total number of trips in the study period. The completion rate of trips, 𝑔(𝑡), is determined by the interaction of supply
and demand. The supply is defined by the fundamental relation of speed and density, 𝑉 (𝜌), at the network level, i.e., the NFD.
Several modeling formulations have been proposed in the literature and described in the next subsection.

2.2. Review of existing models

The existence of a uni-modal, low-scatter speed density relationship between the speed and average density of the region (God-
frey, 1969; Geroliminis and Daganzo, 2008; Johari et al., 2021), has allowed the development of continuum bathtub models. These
aggregated models capture the network traffic dynamics in an urban region by modeling the inflow and outflow of trips in a system
(or region).

The continuum bathtub models generally describe the rate of change of active trips �̇�(𝑡). The first derivation was built on a
particular case of assumption A2, i.e., that trip distances follow a time-independent negative exponential (NE) distribution, leading
to an ordinary differential equation (ODE) (Vickrey, 1991, 2020). We will refer to this version as Vickrey’s bathtub model (VBM).
Similar ODEs were derived independently in the early 2000s by other authors (Small and Chu, 2003; Daganzo, 2007) but without
3 
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Table 2
Characteristics of demand assumption in the relative space based on model formulations.

Characteristic BBM VBM/ PL GBM TBM M-model AB2M

Travelers C C C D C D
Time-dependent TDD No No Yes (Generally) No No Yes
Trip distance D C D or C D or C D or C D or C

TDD: Trip distance distribution, C: Continuous, D: Discrete.

uilding on the assumption of NE trip distance distribution. For example, Daganzo (2007) assumed uniform average trip lengths,
.e., ‘‘the average trip length is the same for all origins, d’’. This ODE formulation became widely accepted in the literature (Johari
t al., 2021), and is also known as accumulation-based model (Mariotte et al., 2017) or PL model (Sirmatel et al., 2021). In the
010s’ researchers proposed the basic bathtub model (BBM), which assumes that all travelers have the same (homogeneous) trip
istance (Arnott, 2013; Arnott et al., 2016; Arnott and Buli, 2018). Several authors noted that using the VBM to model the dynamics
f a system with homogeneous trip distances would lead to inconsistencies, such as an instantaneous increase in the completion
ate of trips with an increased inflow to the system (Arnott et al., 1993; Mariotte et al., 2017; Johari et al., 2021).

Later developments include the generalized bathtub model (GBM) by Jin (2020), which introduced the (relative) spatial
imension explicitly and used partial differential equations (PDEs) to model more generic demand patterns through

𝜕𝐾(𝑡, 𝑥)
𝜕𝑡

− 𝑉
(

𝐾(𝑡, 0)
𝐿𝑁

)

𝜕𝐾(𝑡, 𝑥)
𝜕𝑥

= 𝑒(𝑡)�̃�(𝑡, 𝑥), (2)

where 𝐾(𝑡, 𝑥) is the number of active trips at time 𝑡 with remaining distance not smaller than 𝑥, 𝐾(𝑡, 0) = 𝛿(𝑡), and �̃�(𝑡, 𝑥) =
∫ ∞
𝑥 �̃�(𝑡, 𝑦)𝑑𝑦 is the cumulative density function of entering trips with distances not smaller than 𝑥. The M-model, proposed by Sirmatel

et al. (2021) and based on Lamotte et al. (2018), uses the conservation of trip distance, i.e.,

�̇�(𝑡) = 𝑒(𝑡)�̃�(𝑡) − 𝛿(𝑡)𝑉
(

𝛿(𝑡)
𝐿𝑁

)

, (3)

and propose to use the total remaining distance to be traveled 𝑚(𝑡) to approximate the completion rate of trips outside steady-state
conditions. Note that the M-model during steady states is simplified to VBM.

Instead of relying on continuum models, an alternative is to use agents (discrete travelers) to model the trip flow dynamics.
Daganzo and Lehe (2015) were the first to do so. They indirectly considered the relative space, claiming that ‘‘since there are no
routes in the macroscopic theory [. . . ] a network governed by an MFD [. . . ] may be modeled as a simple, aspatial queuing system
[. . . ]’’. In other words, they abstracted the network into a queuing system and explicitly disregarded the (traditional) absolute
space dimension. They outlined the idea that the trip dynamics can be modeled as a non- first-in-first-out (non-FIFO), multi-channel
queuing system, where the trip distance is the customers’ workloads, and the servers process the customers at a common rate
(the speed determined by the NFD). They considered the departure time and trip distance, which they assumed follow a uniform
distribution, to be input to the simulation. Another well-established formulation is the TBM by Mariotte et al. (2017), where they
proposed two numerical resolutions. First, a formulation where the trips are also considered a continuum variable and the cumulative
curves of trip initiation and trip completion are calculated. To do so, they estimate the time difference between the exit time of
vehicle 𝑛 and vehicle 𝑛+𝛥𝑛. They proposed a resolution of the method at higher orders and concluded that a first-order approximation
is accurate enough. Second, an event-based formulation inspired by an unpublished work by Lamotte and Geroliminis (2016), where
the progression of each trip towards the destination is updated every event, i.e., when a vehicle enters or exists the system. The
algorithm proposed updates the traveled distance for all the circulating vehicles during each event. Later, Lamotte et al. (2018)
proposed a complete agent-based simulation, and to limit the computational complexity they did not consider that each agent may
have a different trip distance but considered 1000 deterministic trip distances associated each to 1000 batches of agents. Lamotte
et al. (2018) also consider multiple trip distance distributions, including uniform and mixtures of uniform distributions by varying
the standard deviation and all their trip distance distributions had the same (time-independent) average trip distance. On top of
the discrete formulation, Lamotte et al. (2018) presented a continuum function to calculate the trip completion rate (a.k.a. outflow
function) to capture more generic time-independent trip distance distributions. This continuum formulation has also been referred
to as TBM (Sirmatel et al., 2021). A more general formulation the trip completion rate was recently proposed by Laval (2023),
where the trip distance distribution is explicitly considered time dependent. Note that all the above formulations disregard the
space dimension (Johari et al., 2021) with the exception of the GBM (Jin, 2020).

The reviewed models categorize travelers as either continuous or discrete entities and have different assumptions about the
demand, characterized by the trip distance distribution. This trip distance can be either time-dependent or independent, as well as
continuous or discrete. These assumptions are summarized in Table 2.

Some researchers have concluded that the VBM, GBM, and TBM formulations are equivalent when the trip distance distributions
follow a time-independent NE distribution or under steady states (Lamotte et al., 2018; Jin, 2020; Laval, 2023). However, the
definition of steady (or stationary) state is not consistent in the literature. It can be generally interpreted as vehicle inflow equals
vehicle outflow, i.e., �̇�(𝑡) = 0. Laval (2023) defines the steady state as ‘‘[. . . ] the circulating flow over the total network distance,
has to match the incoming production [of trip distance]’’, i.e., �̇�(𝑡) = 0, while (Jin, 2020) defines stationary states when the number

f active trips with remaining distance not smaller than 𝑥 is time independent for any 𝑥.

4 
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Fig. 1. Overview of the main steps of the AB2M.

Many of these models have been used to study multiple transportation research questions. For example, to study the departure
time problem different researchers have used the TBM (Lamotte and Geroliminis, 2018), the BBM (Arnott and Buli, 2018) or the
GBM (Ameli et al., 2022). Moreover, the VBM has been extensively used to propose management strategies at the network level,
such as gating strategies (Keyvan-Ekbatani et al., 2012) or pricing (Zheng et al., 2012; Zheng and Geroliminis, 2016).

2.3. Naive formulation of AB2M

Most of the models reviewed in Section 2.2 consider continuum travelers, and we refer to them as continuum bathtub models.
Instead, in this paper, we are interested in proposing a new formulation to efficiently model the agent-based version of the bathtub
model, i.e., considering discrete travelers. To the best of our knowledge, only three of the aforementioned studies proposed such
a discrete formulation and study the model characteristics (Daganzo and Lehe, 2015; Mariotte et al., 2017; Lamotte et al., 2018).
Daganzo and Lehe (2015) proposed a discrete time step simulation and both Mariotte et al. (2017) and Lamotte et al. (2018)
proposed event-based simulations. In all three studies, the authors track the commuters’ traveled distance and the trips completed
when the traveled distance equals or exceeds their trip distance. In this section, we will present a formalized agent-based bathtub
algorithm with a fixed time step that is conceptually equivalent to existing models in the literature.

First, we introduce the characteristic network traveled distance as

𝑧(𝑡) = ∫

𝑡

0
𝑣(𝑠)𝑑𝑠, (4)

which as defined by Lamotte et al. (2018) as ‘‘cumulative distance traveled’’ and by Jin (2020) as the ‘‘characteristic travel distance’’.
This characteristic network traveled distance is useful to simplify the notation of the remaining trip distance. From the agent-based
perspective, one can interpret the characteristic network traveled distance as the cumulative traveled distance by a reference vehicle
trip that initiates its trip at 𝑡 = 0 and never exits the system (Lamotte et al., 2018).

In the AB2M, the number of active agents in the system are not tracked by differential or integral equations as presented in
ection 2.2. Instead, the trip progression of each individual agent 𝑖 (towards their destination) is tracked by reducing her remaining
rip distance over time. Each vehicle trip represents an agent moving in the relative space, and the coordinates will be Lagrangian
oordinates. Conceptually, the AB2M is similar to a traditional microscopic simulation model, but (i) the trajectory is in the relative
pace, and the personally identifiable location information is preserved, and (ii) the speed is determined by a global speed-density
elation (NFD) instead of a local speed-density relation.
5 
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Fig. 2. Example with 10 agents in 200 s, NFD as 𝑉 (𝜌) = 50(1 − 𝜌∕10)2, 𝐿𝑁 = 1 km, 𝛥𝑡 = 25 s, simulation stopped at 𝑡 = 150 s.

The AB2M consists of three main parts (see Fig. 1): Part 1 is the setup, where the agents are generated with their characteristics;
art 2 is the simulation process updating the speed of the system and the positions of the agents (i.e., the discrete trajectories of
he agents in the 𝑥 − 𝑡 plane, see Fig. 2(b)); and Part 3 is the post-process, used to determine the travel times of the agents. As in
ny dynamic system, the AB2M needs boundary conditions and initial conditions. The boundary conditions are characterized by a
ample of 𝐼 agents, that is generated by the joint distribution. The travel time experience of each agent may influence the demand,
ndicated with a dashed arrow in Fig. 1 and should be studied as departure time choice (Lamotte and Geroliminis, 2018; Ameli
t al., 2022). However, the influence of the travel time on the demand (e.g., departure time choice) is out of the scope of this paper,
nd we assume that the population size and joint distribution are exogenous and given.

For Part 1, we consider simple agents that only have two characteristics: the trip distance, 𝑋(𝑖), and the trip start time, 𝑇 (𝑖).
hus, the model demand input can be a joint trip distance and departure time distribution, �̃�(𝑡, 𝑥), (Jin, 2020; Martínez and Jin,
021). In the case that this joint distribution is a probability distribution, the demand of the AB2M can be obtained as a sample of
agents from the joint probability distribution. In the AB2M, the demand can be defined by agents (dots) in the 𝑋 − 𝑇 plane. In

he future, the socio-economic characteristics or trip purpose could be added to the agents’ characteristics to endogenously capture
he departure time and the mode choice, for example. In Part 1, the agents are sorted by departure time as a fixed priority queue
nd are given an index 𝑖 = 1,… , 𝐼 , which can be interpreted as the trip ID, based on their start time, i.e., 𝑇 (𝑖) ≤ 𝑇 (𝑖 + 1).

In Part 2, the actual trip flow dynamics are modeled. If the study period starts at 𝑡 = 0, w.l.o.g., we will assume that no agents
ave entered the system before that time, i.e., 𝐸(𝑡 < 0), 𝑧(0) = 0. For all time steps considered (𝑗 = 1,… , 𝐽 ) the step size is fixed,
.e., 𝛥𝑡𝑗 = 𝛥𝑡 and we divide the total simulation period 𝑡𝑓 into 𝐽 intervals of 𝛥𝑡 = 𝑡𝑓

𝐽 . The positions of the agents and the speed of the
system are updated for each time step following the six steps as shown in Fig. 1, and presented in Fig. 2 for a numerical example.
The AB2M can be easily extended to be an event-based simulation.

First, 𝐸(𝑡) is obtained from calculating the number of agents that have already started 𝑇 (𝑖) < 𝑡. A new discrete variable 𝑥(𝑡, 𝑖)
tores the remaining trip distance to the destination for 𝑖’s agent, which is updated. For each new trip 𝑥(𝑡, 𝑖) = 𝑋(𝑖), and for agents
hat were already in the system their remaining trip distance is 𝑥(𝑡, 𝑖) = 𝑋(𝑖) − ∫ 𝑡

𝑇𝑖
𝑣(𝜏)𝑑𝜏. From Eq. (4) we have

𝑥(𝑡, 𝑖) = 𝑋(𝑖) + 𝑧(𝑇 (𝑖)) − 𝑧(𝑡). (5)

he trip 𝑖 is completed when 𝑥(𝑡, 𝑖) = 0. Then, the total number of trips completed is

𝐺(𝑡) =
𝐸(𝑡)
∑

𝛽𝑥(𝑡,𝑖), (6a)

𝑖=1
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where 𝛽𝑥(𝑡,𝑖) is defined as

𝛽𝑥(𝑡,𝑖) =

{

1 if 𝑥(𝑡, 𝑖) ≤ 0
0 if 𝑥(𝑡, 𝑖) > 0.

(6b)

y conservation of vehicles, we have 𝛿(𝑡) = 𝐸(𝑡) −𝐺(𝑡), and the speed is obtained from the NFD, i.e., 𝑣(𝑡) = 𝑉 (𝜌(𝑡)), where 𝜌(𝑡) = 𝛿(𝑡)
𝐿𝑁

is the density. Finally, one updates the characteristic network traveled distance as

𝑧(𝑡 + 𝛥𝑡) = 𝑧(𝑡) + 𝑣(𝑡)𝛥𝑡.

In Part 3 (the post-process), the completion time of the agents (�̂� (𝑖)) is calculated by solving

𝑋(𝑖) = 𝑧(�̂� (𝑖)) − 𝑧(𝑇 (𝑖)). (7)

hen, the travel time of each user is determined as

𝛾(𝑖) = �̂� (𝑖) − 𝑇 (𝑖).

The native formulation presented does not take advantage of the fact that once a trip has been completed, we do not need to
tore its information anymore. A way to reduce the computational cost of the summation in Eq. (6), would be to use a new variable
�̂�(𝑡, 𝑗), where only the active trips are sorted. Thus, the size of the variable is time-dependent, i.e., 𝐸(𝑡) −𝐺(𝑡). However, this is still
omputationally expensive because all the remaining trip distances need to be updated at each time step.

The AB2M can capture the dynamics in an exact way for a deterministic set of trips by running the simulation once. Further,
t can be used to study a probabilistic joint distribution, �̃�(𝑡, 𝑥), including the assumption of a stochastic exogenous trip initiation
ate and/or stochastic trip distance distribution. In that case, the expected behavior of the system and the standard deviation of the
ain variables should be studied through Monte Carlo simulations. This allows for accounting for and studying the variability of

hose variables, such as travel time. To perform Monte Carlo simulations, it is important to ensure a low computational complexity
f the AB2M. In the following, we will discuss how the AB2M can become computationally efficient by treating the active agents
s a priority queue (Section 3) and through its scalability property (Section 4).

. Priority queue formulation of AB𝟐M

Updating and tracking the remaining trip distance of circulating trips requires high memory storage and computational cost. In
esponse, we propose a new formulation of the AB2M, designed for greater efficiency. We define the sorted remaining trip distance
s 𝑦(𝑡, 𝑛), where 𝑛 = {1,… , 𝐸(𝑡)} represents the trips ordered by their remaining trip distance at time 𝑡. We refer to 𝑛 = 𝑁(𝑡, 𝑖) to the
osition of trip 𝑖 at time 𝑡 in this ordered list. Note that 𝑦(𝑡, 𝑛) increases with 𝑛 and is only guaranteed to decrease in 𝑡 for 𝑛 ≤ 𝐺(𝑡),
ince active trips could change position in the ordered list when new trips are added to the system. Then, Eq. (6a) is adapted to
ount only the active trips

𝑔(𝑡) =
𝐸(𝑡)
∑

𝑛=𝐺(𝑡)
𝛽𝑦(𝑡,𝑛),

here 𝛽𝑦(𝑡,𝑖) is defined as

𝛽𝑦(𝑡,𝑖) =

{

1 if 𝑦(𝑡, 𝑛) ≤ 0
0 if 𝑦(𝑡, 𝑛) > 0.

However, FIFO does not hold for bathtub models in general.2 Thus, sorting the whole set of agents every time step becomes com-
utationally very expensive. In the following, we show how the ‘‘shorter-(characteristic)-distance-first-out’’ (SCDFO) principle (Jin,
020) enables an efficient sorting of trips.

.1. Shorter-characteristic-distance-first-out principle

We extend the concept of the characteristic distance proposed by Jin (2020) for individual agents explicitly, and we define the
‘characteristic trip distance’’ for each agent 𝑖 as

𝜃(𝑖) = 𝑋(𝑖) + 𝑧(𝑇 (𝑖)), (8)

hich is a time-independent characteristic of the agent. From Eqs. (5) and (8), the remaining trip distance at each time instant
> 𝑇 (𝑖), is related to the characteristic trip distance as 𝑥(𝑡, 𝑖) = 𝜃(𝑖) − 𝑧(𝑡). Although FIFO does not hold for bathtub models in
eneral, trips with shorter 𝜃(𝑖) will exit the network earlier, i.e., trip 𝑖 will be completed earlier than trip 𝑗 if 𝜃(𝑖) < 𝜃(𝑗), which is
eferred to as the SCDFO principle (Jin, 2020). In other words, ordering trips based on their remaining trip distance is equivalent to
rdering trips by their characteristic trip distance, 𝜃(𝑖). Using this property, which is the counterpart of FIFO in the absolute space,

ne is not required to update the remaining trip distance at each time step. Instead, the characteristic trip distance is calculated
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Fig. 3. Representation of characteristic trip distance 𝜃(𝑖) from the trajectories in relative space.

only once (when the agent enters the network) by tracing back in the relative space, see the dashed lines in Fig. 3, where the solid
lines in Fig. 3 represent the trajectories of the agents in the relative space.

As mentioned earlier, the AB2M formulation is equivalent to a microscopic model (in Lagrangian coordinates) of the trip flow
ynamics in the relative space. However, the vertical distance between the trajectories has no physical meaning. Because the speed
f all agents is the same, the trajectories will not cross. However, two agents can have overlapping trajectories if they have the same
(𝑖) = 𝜃(𝑗) even if they start at different times 𝑇 (𝑖) ≠ 𝑇 (𝑗) and have different trip distances 𝑋(𝑖) ≠ 𝑋(𝑗).

The advantage of SCDFO is that the agents can be sorted by increasing 𝜃(𝑖) to facilitate the calculation of 𝐺(𝑡). Moreover, from
qs. (7) and (8) the post-process can be simplified to solve 𝜃(𝑖) = 𝑧(�̂� (𝑖)).

.2. Priority queue definition and efficient algorithm

To take advantage of the SCDFO principle, we propose a new main variable, which is an ordered list of characteristic trip
istances of the circulating agents 𝛩(𝑡, 𝑛). This vector satisfies 𝛩(𝑡,𝑁(𝑡, 𝑖)) = 𝜃(𝑖), where 𝑁(𝑡, 𝑖) is the position in this ordered list of
he trip 𝑖 at time 𝑡. Thus, 𝛩(𝑡,𝑁(𝑡, 𝑖) = 1) is the active trip at time 𝑡 with the shortest characteristic trip distance. In contrast, 𝛩(𝑡, 𝛿(𝑡))
s the active trip with the longest characteristic trip distance.

In this efficient formulation, Steps 2 and 3 of Part 2 (Fig. 1) are modified. Instead of updating the agents’ remaining trip distance,
e update 𝛩(𝑡, 𝑛) in Step 2. Since the characteristic trip distance is a time-invariant feature of each agent, the modeler only needs to

ort the new arriving trips into an already existing ordered list, which represents a significant computational complexity reduction.
hen, the completion of trips, 𝑔(𝑡), corresponds to the sum of all agents with 𝛩(𝑡, 𝑛) ≤ 𝑧(𝑡), i.e.,

𝑔(𝑡) = max
𝑛

{𝛩(𝑡, 𝑛) ≤ 𝑧(𝑡)} . (9)

The position of trip 𝑖 in the ordered list by characteristic trip distance may change with time, since trips with start time 𝑇 (𝑗) > 𝑡
might have shorter characteristic trip distance than existing trips, i.e., 𝜃(𝑗) < 𝛩(𝑡, 𝛿(𝑡)). Thus, 𝑁(𝑡, 𝑖) is time-dependent for a given
ctive trip 𝑖.

By definition of an ordered list, 𝛩(𝑡, 𝑛) is monotonically non-decreasing with 𝑛. Moreover, 𝛩(𝑡, 𝑛) is also monotonically increasing
n time for a given 𝑛, since the characteristic trip distance on a given position in the priority queue is only replaced by a longer
ne. The discrete interpretation is presented in Fig. 4, which shows the agents that initiate their trip between 𝑡 and 𝑡 + 𝛥𝑡 in blue,
nd the agents that have completed their trip outlined.

In the following, we discuss the details of the fixed time-step leveraging the priority queue formulation, i.e., Algorithm 1. Since
(𝑡, 𝑛) is a priority queue, we propose to use an ordered list using min-heaps to store 𝛩(𝑡, 𝑛) in the algorithm. Heaps are a type of data

tructure, and a min-heap is a binary tree where the root parent node is smaller than the children. Heaps are usually implemented
o handle priority queues and are common in shortest path algorithms (Johnson, 1975). Min-heaps also allow an easy restructure
hen new elements are added or when certain elements are removed from the list. Min-heaps are defined by two characteristics:

2 For the BBM, i.e., when all trips have the same distance, FIFO holds for the bathtub models.
8 
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Fig. 4. Evolution of 𝛩(𝑡, 𝑛). When the characteristic trip distance of the new trips is the largest of all the current circulating agents, it is added at the end of
the queue. If a new trip 𝜃(𝑖) is not the longest, it is added between active trips.

(i) only elements on the top (i.e., shorter characteristic trip distance) are removed, and (ii) new trips can be inserted in any place
since they can have a shorter or longer effective distance than active trips in the network.

Algorithm 1: Pseudo-code of the proposed algorithm with fixed time step.
% Initialization of variables
𝑡 = 0, 𝐸(𝑡) = 0, 𝑧(𝑡) = 0;
% Simulation
for 𝑡 = 0 to 𝑡 = 𝑡𝑓 do

Obtain 𝐸(𝑡) from 𝑇 (𝑖);
if 𝐸(𝑡) > 𝐸(𝑡 − 𝛥𝑡) then

for 𝑗 = 1 to 𝑗= 𝐸(𝑡) − 𝐸(𝑡 − 𝛥𝑡) do
𝑧(𝑇 (𝑗)) = 𝑧(𝑡) − 𝑣(𝑡 − 𝛥𝑡)(𝑡 − 𝑇 (𝑗)); % Characteristic network travel distance at trip start time
𝜃(𝐸(𝑡) + 𝑗) = 𝑋(𝐸(𝑡) + 𝑗) + 𝑧(𝑇 (𝑗)); % Eq. (8)
Insert 𝜃(𝐸(𝑡) + 𝑗) in an ordered way in heap 𝛩(𝑛); % Cost (log 𝑛)

end
end
𝑔(𝑡) = 0;
while 𝛩(𝑛 = 1) ≤ 𝑧(𝑡) do

Drop 𝛩(𝑛 = 1) from the heap; % Cost (log 𝑛)
𝑔(𝑡) = 𝑔(𝑡) + 1;

end
𝐺(𝑡) = 𝐺(𝑡 − 𝛥𝑡) + 𝑔(𝑡); % Calculate cumulative outflow
𝑣(𝑡) = 𝑉 ((𝐸(𝑡) − 𝐺(𝑡))∕𝐿𝑁 ); % Update of speed
𝑧(𝑡 + 𝛥𝑡) = 𝑧(𝑡) + 𝛥𝑡𝑣(𝑡);
𝑡 = 𝑡 + 𝛥𝑡

end

In Algorithm 1, in each time step the cumulative inflow is calculated. If 𝐸(𝑡) > 𝐸(𝑡 − 𝛥𝑡), new trips are entering the system,
nd their characteristic trip distance should be calculated from Eq. (8). Then, the entering trips’ 𝜃(𝑖) are introduced into 𝛩(𝑡, 𝑛). The
ompletion rate of trips Eq. (9) can be determined by comparing the first element of 𝛩(𝑡, 𝑛) with the characteristic network traveled
istance. If 𝛩(𝑡, 1) ≤ 𝑧(𝑡), the trip is removed and 𝛩(𝑡, 𝑛) is updated. This process is iterated until all active trips have a characteristic
rip distance larger than 𝑧(𝑡), i.e., 𝛩(𝑡, 1) > 𝑧(𝑡). This is only efficient if there are very few active trips. Otherwise, it would be worth
o use a bisection method to find the 𝛩(𝑡, 𝑛) closest to 𝑧(𝑡).

. Scalability property of the bathtub models

A promising direction to make AB2M more efficient is to explore the concept of ‘‘downscaling’’ already used to reduce the
omputational cost in traditional ABM in the absolute space (Nicolai, 2012). There are two approaches to downscaling: (i) use so-
alled ‘‘super-agents’’ (SA) that represent several agents, although it requires a re-programming of the agents and their behaviors,
nd (ii) the so-called ‘‘one-represents-several’’ (ORS) methods, where the network characteristics (such as capacity and jam density)
re reduced based on scaling ratios (usually proportional to the reduction of the number of agents). The downscaling of agents
n MATSim has been widely implemented, using the ORS method by downscaling linearly the capacity of the links as 𝐶𝑟 = 𝐶𝑟
nd nonlinearly the jam density of the links as 𝜌𝑗,𝑟 = 𝜌𝑗𝑟0.75, see details in Nicolai (2012). The scaling factor, 𝑟, ranges from 1%
n Munich; see Kickhöfer and Kern (2015) to 25% in Dublin; see Mcardle et al. (2014). Despite the long-term implementation
f this approach, there are recent studies that conclude that such downscaling might introduce bias into the results (Llorca and

oeckel, 2019; Ben-Dor et al., 2021). Llorca and Moeckel (2019) performed simulations on the Munich network and showed how
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the average travel time is highly dependent on the scaling factor. Further, Ben-Dor et al. (2021) analyzed the effect of downscaling
on the accuracy of the results at a simple network (Sioux Falls). Both studies concluded that downscaling below 𝑟 = 0.1 might
introduce bias into the results. Moreover, there is a physical limit for downscaling ABM in absolute space. Since the characteristics
of the individual links are scaled, the links cannot be reduced to fit less than one vehicle. The theoretical lowest jam density that
can be considered is 𝜌𝑗,𝑟 = 1 veh/km/lane, which limits the scaling factor 𝑟.

The downscaling for bathtub models is a natural idea that has been used by several researchers but not systematically discussed
in the literature. For example, Lamotte et al. (2018) propose to use weights for trips with different characteristics and then calculate
the speed as 𝑣 = 𝑉

(∑

𝑖 𝜔𝑖𝛿𝑖
𝐿𝑁

)

. Note that their approach does not involve downscaling the system (supply), and the network lane miles
re not modified.

This section fills this gap by methodically studying the scalability (including both downscaling and up-scaling) in the relative
pace. First, identify two types of scaling strategies for bathtub models in 4.1 and later discuss the numerical errors that can be
ntroduced by downscaling in Section 4.2.

.1. Scaling of bathtub models

When considering the GBM Eq. (2), we can observe that the dynamic system can be scaled by 𝑟 as

𝜕𝐾(𝑡, 𝑥) ⋅ 𝑟
𝜕𝑡

− 𝑉
(

𝐾(𝑡, 0) ⋅ 𝑟
𝐿𝑁 ⋅ 𝑟

)

𝜕𝐾(𝑡, 𝑥) ⋅ 𝑟
𝜕𝑥

= 𝑒(𝑡)�̃�(𝑡, 𝑥) ⋅ 𝑟,

where 𝑟 is the scaling factor. If 𝑟 < 1, the system is down-scaled, and if 𝑟 > 1, the system is up-scaled. In the scaled system, the
time and speed are invariant. Since the speed depends on the density through the NFD, the density in the scaled system should be
invariant too. Therefore, a good way to look at the GBM to assess its scalability is to look at the density evolution, which in turn
defines the speed evolution. From Eq. (1) the GBM (Jin, 2020) can be written as

�̇�(𝑡) = 𝐼
𝐿𝑁 ∫

∞

0
�̃�(𝑡, 𝑥)𝑑𝑥 − 𝜌(𝑡)𝜑(𝑡, 0)𝑉 (𝜌(𝑡)), (10)

where 𝜑(𝑡, 𝑥) is the distribution of remaining trip distances 𝑥 at time 𝑡. In particular, 𝜑(𝑡, 0) represents the proportion of active trips
that are completed at time 𝑡 since their remaining distance 𝑥(𝑡, 𝑖) = 0.

A first and natural way to downscaling is to consider that the scaling factor 𝑟 is used to modify the trip initiation rate 𝑒(𝑡), the
length of the network, 𝐿𝑁 , and the number of active trips with remaining distance not smaller than 𝑥, i.e., 𝐾(𝑡, 𝑥). We refer to this
strategy as flow-based scaling. Clearly, the traffic dynamics described by Eq. (10) on multiple neighborhoods or cities will be the
same as long these have the same NFD, �̃�(𝑡, 𝑥), and ratio 𝐼

𝐿𝑁
. Therefore, the flow-based scaling modifies the supply and demand

ithout introducing biases. On one hand, the demand is scaled through the number of agents 𝑟𝐼 , without changing �̃�(𝑡, 𝑥). On the
other hand, the supply is scaled by changing the total network lane distance, i.e., 𝑟𝐿𝑁 , without changing the parameters of the

FD. Note that in this flow-based scaling, the trip distances and the characteristic trip distances are not modified. Therefore, the
omparison of 𝑧(𝑡) with 𝛩(𝑛) is consistent in the scaled system, which ensures that 𝛿(𝑡) is invariant to the scaling. This, in turn,
uarantees that the speed and 𝑧(𝑡) are also invariant to the scaling.

Since the demand is defined by total vehicle-distance units, it may be interesting to explore another (not so natural) type of
caling, by modifying the distance traveled instead of the number of vehicles. In this case, the supply is scaled in the same way,
.e., modifying the network length, 𝐿𝑁,𝑟 = 𝑟𝐿𝑁 . However, the demand is scaled, maintaining the number of agents and modifying
he average distance of those agents, as �̃�𝑟(𝑡) = 𝑟�̃�(𝑡). This will be referred as distance-based scaling, and may introduce some
ias because the comparison of 𝑧(𝑡) to the characteristic trip distances (which are scaled as 𝑟𝜃) will lead to different outflows
nd, subsequently, different speeds. The bias introduced by distance-based scaling cannot be mathematically quantified but will be
xplored through numerical simulations in Section 6.2.

Although the impact of distance-based scaling cannot be neatly represented in Eq. (10), it can be shown that during steady
tates,3 the systems are equivalent, with both flow-based and distance-based scalings. From Eq. (3) and �̇�(𝑡) = 0 we have

𝑒(𝑡)�̃�(𝑡)
𝐿𝑁

= 𝜌(𝑡)𝑉
(

𝛿(𝑡)
𝐿𝑁

)

.

Whether the same steady state is stable, reachable, etc. for different demand patterns is a relevant research question out of the scope
of this paper. In Section 6.2, the numerical results will show that large values of 𝑟 modify the trip flow dynamics in a way where
the steady state is not reached.

As discussed earlier, there is a physical limit to downscaling the model in the absolute space. In contrast, in relative space, there
is no such limit, and one can simulate 1.25 million agents on a network of 𝐿𝑁 = 1000 km (computational cost 2.2 s) with 1250
agents on a network of 𝐿𝑁,𝑟 = 1 km (0.12 s), which represents a downscaling of 0.1% in the number of agents and a computational
cost reduction to ∼5%. A detailed discussion on the computational complexity of the algorithm and the benefits of downscaling will
be presented in Section 5. However, the scaling in the relative space demand should be done carefully, since there is a risk that
downscaling the network too much introduces numerical errors, as will be discussed in Section 4.2.

3 In this case we refer to the definition by Laval (2023): ‘‘In steady-state [. . . ] the circulating flow over the total network distance, has to match the incoming

roduction [of trip distance]’’, i.e., �̇�(𝑡) = 0.
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Fig. 5. Downscaling of demand: (a) For continuous 𝐸(𝑡). (b) For piece-wise constant 𝐸(𝑡).

This unbiased flow-scaling property of the bathtub model allows the modeler to study the traffic dynamics of a large system
ith a lower number of agents and a smaller network with 𝑟 < 1. For example, the modeler can create a normalized twin city with
𝑁,𝑟 = 1 and total demand 𝐼𝑟 =

𝐼
𝐿𝑁

to study traffic patterns. This scalable property of the bathtub model will allow modelers to use
non-dimensional analysis to study the traffic congestion patterns in very large cities. Alternatively, if the modeler has information
on the characteristics of a reduced number of agents in the system, 𝐼𝑟, instead of the total number of trips during a study period in
a study network and mode (𝐼) on a network of 𝐿𝑁 lane-distance, the traffic dynamics in the system can be modeled with agents 𝐼𝑟
in an equivalent city setting the network lane distance to 𝐼𝑟

𝐼 ⋅ 𝐿𝑁 .

4.2. Numerical errors induced by flow-based scaling in the AB2M

From Eq. (1), the scaling of the total number of agents influences the inflow of trips as 𝑒𝑟(𝑡) = 𝐼𝑟�̃�(𝑡). For continuous demand, the
umulative trip initiation rate is 𝐸𝑟(𝑡) = 𝑟𝐸(𝑡). However, since the AB2M is by nature discrete, the modeler should first approximate
he piecewise constant 𝐸(𝑡) to a piecewise linear function, scale the approximation down, and discretize it again as a piecewise
onstant function; see Fig. 5.

There are two different types of error that can arise when downscaling the AB2M: First, the downscaling can lead to a non-integer
umber of agents in a discrete demand, as discussed in Section 4.2.1. Second, the downscaling can reduce the network in a way
here a single agent starting or finishing their trip leads to large speed variations (and non-representative results of the original

ystem), as will be discussed in Section 4.2.2.

.2.1. Discrete and deterministic demands
In the case of a discrete demand, where 𝐼�̃�(𝑡, 𝑥) is defined by an integer number of agents that start their trip at certain discrete

imes, 𝑇 (𝑖), with certain trip distances 𝑋(𝑖), the downscaling can introduce numerical errors if 𝑟 is not chosen carefully. The reason
s that not all agents might be represented if downscaling requires rounding. Let us consider a discrete demand, where 𝑛𝑘𝑚 is the
umber of agents with departure times 𝑇𝑘 and trip distances 𝑋𝑚. In that case, the lowest scaling ratio 𝑟𝑚𝑖𝑛, needs to guarantee that
𝑚𝑖𝑛 ⋅𝑛𝑘𝑚 are integers ∀𝑚, 𝑘. Therefore, the lowest scaling ratio can be obtained from 1

𝑟𝑚𝑖𝑛
= 𝐺𝐶𝐷, where 𝐺𝐶𝐷 is the highest common

divisor of all 𝑛𝑘𝑚. For example, a network with two trip distances �̃�1 and �̃�2 and two departure times 𝑇1 and 𝑇2 > 𝑇1. As depicted
n Fig. 6(a), the demand is defined as follows: at time 𝑇1, 550 agents start their trip, with 250 agents having �̃�1, and 300 having
̃ 2. Then, 180 agents with �̃�1 and 50 agents with �̃�2 depart at 𝑇2. Choosing 𝑟 = 1∕50 leads to a non-integer number of agents, see

Fig. 6(b). Therefore, choosing 3 or 4 agents with trip distance �̃�1 departing at 𝑇2 would lead to numerical errors. Instead, the lowest
caling ratio should be 𝑟𝑚𝑖𝑛 = 1∕10, because 10 is 𝐺𝐶𝐷 of 𝑛𝑘𝑚, see Fig. 6(c).

Note that when the GCD value is significantly small, e.g., 2, the reduction in computational complexity achieved through scaling
ay be marginal, e.g., only halving the computational time. In those cases, choosing a smaller scaling ratio than 𝑟𝑚𝑖𝑛 requires careful

valuation of possible numerical errors.
In contrast, when the demand is stochastic the scaling ratio 𝑟 will influence the sample size of agents obtained from the stochastic

oint distribution of the demand. If the trip distance distribution is a continuous stochastic function, e.g., a NE distribution, a large
ample size will represent the distribution well, but a very small sample size may not. Thus, the accuracy of the model may be
ompromised. To solve this, multiple Monte Carlo simulations can be performed. In theory, the scaling ratio 𝑟 does not influence
he expected behavior as long as the reduced number of agents does not induce numerical errors through excessive speed variation

s we will discuss in the next section.
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Fig. 6. Example of ensuring integer number of agents with deterministic discrete demands. (a) Original sample of agents, (b) Scaled demand with 𝑟 = 1∕50, (c)
caled demand with 𝑟 = 1∕10.

Fig. 7. Numerical examples with free-flow speed of 𝑢𝑓 = 50 km/h and per lane jam density of 𝜌𝑗 = 140 veh/km/lane. (a) Speed density relation for the trapezoidal
NFD with 𝐶 = 1050 veh/h and shock wave speed 𝑤 = 15 km/h, and the exponential NFD. (b) Speed variation for the two NFDs at different densities corresponds
to a network with 𝐿𝑁 = 1 and a single vehicle entering or leaving the system, i.e., 𝛥𝛿 = 𝛥𝜌 = 1.

4.2.2. Speed variation
If 𝑟 is too small, a single vehicle entering or leaving the system could cause significant changes in density and speed, introducing

numerical errors. For example, modeling a network as a non-dimensional system with 𝑟 = 1
𝐿𝑁

might not allow capturing a smooth
change in the speed over time even if the time step is very small and ensures a low number of entering agents each time step. This is
because a single vehicle entering or leaving the network can substantially modify speed. In fact, the rate of change in speed depends
on the change in the accumulation of active trips 𝛿(𝑡) as

d𝑉 (𝛿)
d𝛿 =

d𝑉 (𝜌)
d𝜌

1
𝑟𝐿𝑁

, (11)

which is inversely proportional to the total network length for a given density.
As an example, let us consider two different NFDs presented in Fig. 7(a) with the same free-flow speed and per lane jam density:

the trapezoidal NFD 𝑉 (𝜌) = min{𝑢𝑓 ;
𝐶
𝜌 };𝑤( 𝜌𝑗𝜌 − 1); and the exponential NFD 𝑉 (𝜌) = 𝑢𝑓 (1 − 𝜌

𝜌𝑗
)2. The derivative of the speed with

espect to the density is depicted in Fig. 7(b) for the NFDs considered. For trapezoidal NFD, the largest |

d𝑉
d𝜌 | is observed at the

critical density; while in exponential NFD the largest variation is for 𝜌 = 0. From Eq. (11) a downscaled city with 𝐿𝑁,𝑟 < 1 will lead
to higher speed variations than those presented in Fig. 7(b). Therefore, if the modeler wants to guarantee a smooth speed (low 𝛥𝑣),
she can determine the minimum reduced network lane distance from Fig. 7 as 𝑟𝑚𝑖𝑛𝐿𝑁 = 1

𝛥𝑣 max𝜌{
d𝑉 (𝜌)

d𝜌 }. For example, for the above
FDs with 𝛥𝑣 = 0.1 we would have 𝑟𝑚𝑖𝑛𝐿𝑁 = 10 km for the exponential NFD, and 𝑟𝑚𝑖𝑛𝐿𝑁 = 25 km for the Trapezoidal NFD.

In summary, although there are significant computational benefits in reducing 𝑟, this also leads to an increase in maximum speed
variation for each unit vehicle that enters or exits the system Eq. (11). Therefore, the modeler needs to evaluate this type of trade-off
to choose 𝑟 to obtain accurate results in a computationally efficient manner. This trade-off analysis is presented in Section 6 with
numerical results.

5. Complexity analysis

In this section, we compare the computational complexity of the algorithms proposed and analyze the impact of downscaling.
e are interested in analyzing the complexity of a system with a certain simulation period of 𝑡𝑓 with fixed time step 𝛥𝑡. To do so,

we define the average inflow rate per unit distance during the simulation period as

𝑒 = 𝐼 . (12)

𝐿𝑁 𝑡𝑓

12 
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As discussed earlier, Part 1 and Part 3 of Fig. 1 are the same for the naive AB2M formulation and the efficient priority queue
formulation proposed in Section 3. In the setup, sorting all the agents by departure time can be done with efficient algorithms relying
on tree-sorting, where the cost is 𝑛 log(𝑛) for a list of 𝑛 elements (Hetland, 2010). The post-process, i.e., finding the completion time
for each trip, can be done numerically with any zero of functions algorithm search Eq. (7). For example, a binary search algorithm
can be used, where the cost is logarithmic with the number of time steps (Hetland, 2010).

Lemma 1. The upper bound complexity of Part 1 and Part 3 of the algorithms to model AB2M are  (𝐼 log(𝐼)) for Part 1, and
(

𝐼 log( 𝐼
𝑒𝛥𝑡𝐿𝑁

)
)

for Part 3, where 𝑒 is the average inflow.

roof. The generation of 𝐼 agents has cost 𝐼 and sorting the agents by departure time can be done in  (𝐼 log(𝐼)), with the most
fficient algorithms relying on tree-sorting (Hetland, 2010). Thus, overall, the complexity of Part 1 is  (𝐼 log(𝐼)). For Part 3, the
ime of completion for each trip has computational upper bound complexity of (log 𝑡𝑓

𝛥𝑡 ), if the time step is fixed 𝛥𝑡. Then, the total
post-process cost is (𝐼 log 𝑡𝑓

𝛥𝑡 ). From Eq. (12), we have the upper bound complexity for Part 3 is 
(

𝐼 log( 𝐼
𝑒𝛥𝑡𝐿𝑁

)
)

. □

From Lemma 1, the computational cost increases log-linearly with increasing the number of agents. Instead, it decreases
logarithmically with larger 𝛥𝑡, 𝑒, and networks’ lane distance, 𝐿𝑁 . Although the last two seem counter-intuitive, with a fixed number
of agents 𝐼 lowering the average trip initiation rate will lead to a longer simulation period and thus will increase the computational
cost.

In the following, we discuss the computational complexity for the simulation dynamics (i.e., Part 2 in Fig. 1).

Theorem 1. The naive algorithm proposed in Fig. 1 has the following upper bound complexity for Part 2 of 
(

𝐼2

𝑒𝛥𝑡𝐿𝑁

)

. This quadratic
complexity from Part 2 dominates the overall complexity of the naive algorithm.

Proof. The simulation runs for 𝑡𝑓
𝛥𝑡 time steps. In each time step, the cumulative inflow 𝐸(𝑡) is obtained from a binary search among

all the sorted agents, i.e.,  (log(𝐼)). In each time step, there is an update of the remaining trip distance as well as a search over all
agents that have left their origin, 𝐸(𝑡), see Eq. (6). Thus, the total cost is 

( 𝑡𝑓
𝛥𝑡 (log(𝐼) + 𝐼)

)

, and from Eq. (12), the upper bound is


(

𝐼2

𝑒𝛥𝑡𝐿𝑁

)

. □

heorem 2. The priority queue Algorithm 1 upper bound complexity for Part 2 is 
(

𝐼
𝛥𝑡𝑒𝐿𝑁

log(𝐼) + 𝐼 ⋅ log(𝜌𝑗𝐿𝑁 )
)

. Thus, the Algorithm

s dominated by Part 1 computational complexity unless 𝛥𝑡 ≪ 1
𝑒𝐿𝑁

, which would make 
(

𝐼 log(𝐼)
𝛥𝑡𝑒𝐿𝑁

)

dominate the algorithm.

Proof. Similar to in the naive formulation, there is a cost of defining 𝐸(𝑡) for all time steps, i.e., from Eq. (6) 
(

𝐼
𝛥𝑡𝑒𝐿𝑁

(log(𝐼))
)

. The
complexity from inserting an agent to and removing it from the priority queue of size 𝛿(𝑡) is  (log(𝛿(𝑡))) for a heap structure (Hetland,
2010). Thus, the computational cost of incorporating 𝑒(𝑡) elements into a sorted heap is

𝑒(𝑡)−1
∑

𝑘=0
 (log(𝛿(𝑡 − 𝛥𝑡) + 𝑘)) .

f 𝑒(𝑡) < 𝛿(𝑡−𝛥𝑡), it can be approximated by 
(

𝑒(𝑡) log(𝛿(𝑡 − 𝛥𝑡) + 𝑒(𝑡)
2 )

)

, which is dominated by  (𝑒(𝑡) log(𝛿(𝑡 − 𝛥𝑡))). Since the number
f active trips is always 𝛿(𝑡) ≤ 𝜌𝑗𝐿𝑁 , the upper bound complexity of inserting and removing all agents is 

(

𝐼 ⋅ log(𝜌𝑗𝐿𝑁 )
)

. □

Corollary 2.1. Adding and removing agents to the priority queue is dominated by defining 𝐸(𝑡), when 𝐼 ≫ 𝜌𝑗𝐿𝑁 , e.g., for longer periods
f time or high 𝑒. Note that if 𝑒 is very small or the time step is very large, i.e., 𝛥𝑡 ≫ 1

𝑒𝐿𝑁
, adding and removing agents will dominate.

From Theorems 1 and 2, the computational complexity of Algorithm 1 is significantly lower than a naive algorithm without
xploiting the SCDFO principle of the bathtub model. The main difference is caused due to the method of calculating the completion
ate fo trips. In the naive algorithm, Eq. (6) is used each time step to compare 𝐸(𝑡) times whether 𝑥(𝑡, 𝑖) < 𝑧(𝑡). Fig. 8 presents a
omparison of computational costs. For example, for 10 million agents, Part 1 is less than 5 s, Algorithm 1 has a cost of 20 s, and
he Naive formulation is more than 200 s.

As discussed in Section 4.2.2, when using a fixed time-step algorithm, one wants to ensure that the 𝛥𝑡 is small enough to eliminate
umerical errors and captures adequately the changes in density in the system. Note that there is no requirement on the time step
𝑡 for the AB2M to be well defined. 𝛥𝑡 should be only small enough to eliminate numerical errors. From Theorem 2, it is clear that
hoosing a very small 𝛥𝑡 can increase the computational complexity of Part 2 of the algorithm. A first rough estimate for a time
tep can be obtained from 𝛥𝑡 ≤ 𝑡𝑓

𝐼 , which aims to capture on average the start of an agent. From Eq. (12), we have

𝛥𝑡 ≤ 1
𝑒𝐿𝑁

, (13)

Thus, scenarios with (or periods of) higher average inflow will require smaller 𝛥𝑡. In fact, for a fixed simulation period 𝑡𝑓 , it is
easonable to decrease hyperbolically 𝛥𝑡 with an increasing number of agents, 𝐼 , to maintain the same accuracy. However, from
13 
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Fig. 8. Comparing Naive (N) and Priority Queue (PQ) formulations for 30 min of simulation, with 𝛥𝑡 = 20 s.

Fig. 9. Comparison for three different models. Example with 1 953 125 agents in 2h with trip distance �̃� = 2 km. (a) Convergence of 𝑧(𝑡 = 70 min) for
decreasing 𝛥𝑡. (b) The computational cost for decreasing 𝛥𝑡.

Section 4.2.2, larger networks can allow more agents to enter or leave the system by maintaining the same accuracy (when using
𝛥𝑣 as a proxy). In all, there is a non-trivial relation on how to set up 𝛥𝑡 given the demand and supply characteristics. This complex
relation goes beyond a trade-off between accuracy and computational cost when considering multiple parameters, such as the
network length. Note that a reasonable lowest threshold of 𝛥𝑡 would be in the order of seconds. The exact selection of 𝛥𝑡 should be
established after performing a convergence analysis for each scenario.

The flow-based scaling can further is expected to further reduce the computational cost. From Theorem 1, the algorithm for
a single simulation run in the scaled system has the complexity ( 𝐼 log(𝑟𝐼)𝑒𝛥𝑡𝐿𝑁

).4 Moreover, scaling the system can have implications
or the time step that should be chosen. In particular, downscaling the system allows one to have a larger time step and still
apture accurately the inflow of each individual vehicle following Eq. (13). Thus, considering 𝛥𝑡𝑟 = 1

𝑒𝐿𝑁 𝑟 , can further reduce the
computational complexity as (𝑟𝐼 log(𝑟𝐼)). Thus, a downscaled network 𝑟 < 1 can have a significant computational benefit.

6. Numerical results

6.1. Comparison to existing models

In this section, we aim to compare the trip flow dynamics by using different models and under different demand patterns. We also
compare the computational cost of the priority-queue formulation of AB2M with other existing models, such as the GBM,5 discretized

ith the finite difference method (see Section 3.3 in Jin, 2020) and the VBM, also called accumulation-based model (Mariotte et al.,
017) or PL model (Sirmatel et al., 2021). In this section, the speed-density relation assumed is the exponential NFD with the
ree-flow speed of 50 km/h and per lane jam density of 140 veh/km/lane, as in Fig. 7.

First, a convergence analysis for the selection of 𝛥𝑡 is required. To do so, we compare the value of 𝑧(𝑡) at a given time for multiple
odels, see Fig. 9(a). In this case, a constant trip distance for all trips is assumed with constant inflow over 2 h of simulation, and
e observe that the error converges with smaller 𝛥𝑡 for all models. While VBM and AB2M errors are not sensitive to 𝛥𝑡, GBM

4 Note that some of the scaling effects are canceled out ( 𝑟𝐼 log(𝑟𝐼)
𝑒𝑟𝐿𝑁𝛥𝑡

).
5 Comparing the AB2M to the GBM allows us to compare it to the TBM since they are equivalent for time-independent trip distance distributions.
14 
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Fig. 10. Dynamics in a city of 𝐿𝑁 = 25 km with time step 𝛥𝑡 = 0.1 s. The upper figures present the speed dynamics, and the lower figures present the total
remaining trip distance dynamics. (a, d) Constant inflow over 2 hours and trip distance of �̃� = 2 km. Total number of agents 𝐼 = 20000. (b,e) Trapezoidal inflow
over 1.5 hours and constant trip distance of �̃� = 2 km. Total number of agents 𝐼 = 11250. (d, f) Trapezoidal inflow over 1.5 hours and constant trip distance of
̃ = 2.7 km. Total number of agents 𝐼 = 11250.

requires very small 𝛥𝑡 to converge. Moreover, AB2M and GBM converge to the same value of 𝑧(𝑡) ∼ 29 km, while VBM converges to
different value. This is expected, since the underlying assumption of VBM is a NE distribution of trip distances instead of constant

rip distances. The results suggest that VBM underestimates congestion since it leads to higher 𝑧(𝑡). In Fig. 9(b) the computational
osts of the three models are compared. For 𝛥𝑡 = 0.2 s the cost for the AB2M is around 6 min, while the VBM is below 1 s, and the
BM is above 25 min.

Although the impact of scaled systems for constant, deterministic trip distances6 will be discussed in detail in Section 6.2, we
bserve in Fig. 9 that the AB2M with natural scaling of 𝑟 = 0.01% (equivalent to using 1953 agents) still leads to the same results
ith a cost below 1 s. However, an excessive downscaling to 19 agents causes the AB2M to deviate from accurate convergence,
nderscoring the importance of selecting the scaling factor 𝑟.

In the following, we will consider the traffic dynamics under three different demand scenarios, with constant trip distance for
ll agents. In two out of three scenarios, a steady state is reached, and both the GBM and ABM lead to the same results, exact
raffic dynamics in Fig. 10. Instead, the VBM leads to some errors in the transition period due to the underlying assumption of NE
istribution of trip distances. Moreover, these numerical simulations validate the conclusion that the speed for GBM and VBM are
quivalent during steady states (i.e., �̇�(𝑡) = 0), already suggested by Mariotte et al. (2017), Lamotte et al. (2018) and Laval (2023).
owever, we show that the 𝑚(𝑡) dynamics are clearly different between VBM and the other two models, where 𝑚𝑉 𝐵𝑀 (𝑡) ≫ 𝑚𝐴𝐵2𝑀 (𝑡)
uring the steady state. In the third scenario, where the trip distance �̃� is significantly larger, the demand is larger than the supply
ntil the end of the peak period. Thus, no steady state is observed. In this case, the VBM significantly underestimates the congestion
evel.

6 The impact of scaling for stochastic demands would require the study of Monte Carlo simulations, which is out of the scope of this paper.
15 
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Fig. 11. Constant trip distances and trapezoidal inflow. Flow-based scaling modifying 𝐼 and 𝐿𝑁 with 𝛥𝑡 = 10 s.

Fig. 12. Constant trip distances and trapezoidal inflow. Distance-based scaling modifying �̃� and 𝐿𝑁 with 𝛥𝑡 = 10 s.

6.2. Comparison of scaled systems

In this section, we want to compare the impact of scaling on the trip flow dynamics and the computational cost. The basic scenario
that we consider is a network with 𝐿𝑁 = 25 km and 5 000 agents traveling a distance of 2 km. We will consider two down-scaled
and two up-scaled scenarios, with 𝑟 = [6.25%, 25%, 400%, 1600%]. Taking into account an exponential NFD and a trapezoidal demand
over 90 min with a peak duration of 45 min, we evaluate the congestion pattern (i.e., speed evolution) for different 𝑟.

Considering the (natural) flow-based scaling that modifies the network lane distance and the number of agents, the results are
presented in Fig. 11. Clearly, the results in the speed profile are the same for all systems, and only the total number of circulating
trips changes. As predicted from the analysis in Section 4.1 no biases are introduced with flow-based scaling. However, downscaling
too much introduces some numerical errors.

In Fig. 12, we present the simulation results of the distance-based scaling. As explained in our analytical discussion, the steady
state remains consistent across scaling factors between 25% to 400%, and the transition period varies more for the up-scaled system.
In larger cities characterized by greater trip distances, the simulations show extended transition phases. This is particularly evident
in the case of 𝐿𝑁 = 400, where our model predicts that the system fails to reach a steady state with the assumed trapezoidal inflow.
Moreover, downscaling too much seems to also lead to another steady state but the difference is small and could be attributed
to numerical errors. These findings validate our earlier hypotheses and offer new insights into the scalability of bathtub models,

suggesting that only flow-based scaling should be used.

16 
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Fig. 13. (a) Evaluation of computational cost, (b) Evaluation of maximum speed variation.

Table 3
Six cases considered. Note that the parameters of the log-normal (LN) distribution
for case 1c are 𝜇 ∼ 0.648 and 𝜎 = 0.3, and for case 2c are 𝜇 ∼ 0.871 and 𝜎 = 0.3.

Constant NE distribution LN distribution

�̃� = 2 km Case 1a Case 1b Case 1c
�̃� = 2.5 km Case 2a Case 2b Case 2c

Choosing 𝑟 to ensure low computational cost but high accuracy might not be a trivial task. Fig. 13 presents a numerical analysis
f the computational cost and the maximum speed variation measured in a time step (used as a proxy of the numerical error). The
umerical error is eliminated by reducing 𝛥𝑡 for several 𝑟. In contrast, for 𝑟 = 0.08, the same speed variation is observed for all time
teps. Thus, only for certain 𝑟𝐼 convergence can be achieved with smaller 𝛥𝑡, emphasising the importance of carefully choosing 𝑟.

.3. Trip travel time distribution

In this section, we will discuss the trip travel time distribution (TTTD). The TTTD is one of the higher-order moments that can be
nalyzed with the AB2M but cannot be obtained with aggregated continuum models. To study the TTTD, we will consider different
emand assumptions. Under stochastic demand patterns, i.e., when the assumption of the trip distance distributions is a distribution,
he AB2M results will depend on the sample of trips from the trip distance distributions. Studying the expected behavior of systems
ith stochastic demand requires the implementation of Monte Carlo simulations. Because this is out of the scope of this paper, we
ill consider a single sample of trips with different assumptions of trip distance distributions. The traffic dynamics under the three
ssumptions of trip distance distributions for the same trip initiation rate 𝑒(𝑡) will be compared. All cases considered here correspond
o a peak period of one hour with trapezoidal trip initiation rate. We will consider six demand cases, with the same total number of
gents (𝐼 = 10 000) and same network length (𝐿𝑁 = 30 km) but different trip distance distributions. In particular, two mean trip
istances and three different assumptions will be considered: (i) A deterministic, discrete demand through the BBM with constant
rip distance �̃�, (ii) a sample of trips from a stochastic time-independent NE distribution, with a mean trip distance of �̃�, and (iii) a
ample of trips from a stochastic time-independent log-normal (LN) distribution with mean trip distance �̃�, since several empirical
tudies suggest that is a better assumption (Colak et al., 2016; Yang et al., 2018; Martínez and Jin, 2021). The six cases analyzed
re summarized in Table 3.

First, we will have a look at the aggregated information. The average speed of the system, as well as the cumulative departure
nd arrival curves, are presented in Fig. 14. Note that these results could be obtained through continuum bathtub models. The
verage speed of the system presented in Fig. 14(a, b) shows that in all cases 1a-c, the system will reach the same steady state
or a certain period of time. In contrast, cases 2a-c with �̃� = 2.5 km will experience increasing congestion until the demand is
educed again. Clearly, the mean aggregated behavior for low demand (cases 1a-c) is not significantly different for the constant
rip distances and the LN distribution. However, with the assumption of NE, the steady state is reached about 10 min later and is
horter. The congestion period is slightly longer overall for the NE assumption than in the other two cases. The differences in the
ongestion dynamics caused by different demand patterns are more evident under high demand (cases 2a-c), where the case with
E leads to significantly less severe congestion, even if the congestion lasts longer. This can be explained by the fact that under the
E distribution, most trips have very short trip distances, which stay less time in the system and are completed faster. However, the
robability of having very long trips is larger than the LN distribution, and these few and very long trips stay longer in the network.

In the following, we take advantage of the information on the microscopic level, which is enabled through the proposed AB2M
ormulation. We can look at the trip initiation and completion times of each individual trip and the agent’s travel time. The results

re presented in Fig. 15, where the differences in the trip distance distribution assumptions are much more evident. For the case
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Fig. 14. Comparison of macroscopic information under six different demand scenarios described in Table 3. (a, b) Speed profiles and (c, d) Cumulative curves
(inflow 𝐸(𝑡) and outflow 𝐺(𝑡)).

Fig. 15. Comparison of microscopic information for simulation cases presented in Table 3. (a) Trip travel time distribution for �̃� = 2.0 km, (b) Trip travel time
istribution for �̃� = 2.5 km.

Fig. 16. Departure (𝑇 (𝑖)) and arrival (�̂� (𝑖)) for 10 000 individual trips, where the width of each black bar is the agent’s travel time; each figure corresponds to
a different trip distance distribution assumption.
18 
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with constant trip distances (i.e., equivalent to the BBM), the distribution of travel times has a maximum travel time, which is the
most likely. While the NE assumption clearly has the shortest travel times, and the LN distribution has a bell-shaped travel time
distribution. Further, the AB2M information on individual trips allows us to visually present the travel time of individuals with an
nalogous diagram to the cumulative curves, where the horizontal black lines represent the travel time for each individual. For
his example, we present in Fig. 16 an analogous diagram to the cumulative curves, where 𝐸(𝑡) is effectively the same, but 𝐺(𝑡) is
eplaced by the departure times of individuals. These diagrams show the nature of the bathtub model queuing system, where the
orizontal distance represents the travel time for each agent 𝑖 but the vertical distance between the curves is not the number of
ctive trips in general. Note that the BBM follows FIFO. Thus, 𝛩(𝑡, 𝑛) does not require sorting, and the height of the black area at
ny given time represents 𝛿(𝑡). On the other hand, both NE and LN assumptions lead to FIFO violations. That means that a shorter
rip that enters the network at 𝑡 may exit earlier than a longer trip that entered earlier than 𝑡. This evidences the importance of

sorting 𝛩(𝑡, 𝑛) for trip distance distributions different from the constant trip distance for all users.

7. Conclusion

The use of bathtub models, a.k.a. reservoir models, is becoming increasingly popular among researchers. The main difference
rom the traditional transportation models is that the bathtub model does not require setting up the physical network or tracking the
gents’ location within the network. Instead, the bathtub models capture the network flow dynamics in a relative space with respect
o the trips’ destinations. These bathtub models simplify the calibration and improve computational efficiency by eliminating vehicle
osition tracking and utilizing a global speed assumption. Additionally, bathtub models preserve privacy by avoiding the collection
f personally identifiable location information. In this study, we presented the agent-based bathtub model (AB2M), which can be

understood as a microscopic model that tracks individual trips’ initiation, progression, and completion in Lagrangian coordinates
on relative space. This discrete version of the bathtub model has been overlooked in the literature because it is claimed to have a
high computational cost, similar to traditional agent-based models in the absolute space (Kagho et al., 2020). However, using an
agent-based formulation to describe the bathtub model traffic dynamics has the advantage that agent heterogeneity can be easily
incorporated. Based on the higher-order moments obtained from Monte Carlo simulations, one could study the travel time reliability
and other variables.

We made two contributions to enhance the efficiency of the AB2M: First, in Section 3, we leverage the ‘‘shorter-(characteristic)-
distance-first-out’’ (SCDFO) principle (Jin, 2020) to introduce 𝛩(𝑡, 𝑛) as a sorted collection of active trips based on their characteristic
trip distance. This variable plays a vital role in proposing an efficient algorithm that uses 𝛩(𝑡, 𝑛) as a priority queue with binary
rees. Secondly, in Section 4, we examine the scalability of bathtub models and propose two downsizing approaches: the flow-based
ownscaling, which reduces the number of agents without introducing biases into the trip flow dynamics, and the distance-based
ownscaling, which is proven to be equivalent to the original system only in steady states. Numerical results show that if the
istance-based downscaling scaling ratio is very low or very large, the dynamics will differ significantly. Therefore, we conclude
hat only the flow-based scaling should be used to reduce computational complexity without introducing biases in non-stationary
ituations. Then, a systematic discussion on the computation complexity of the algorithms is presented in Section 5. Finally, through
umerical simulations, we discussed the differences between the AB2M and two of the most established continuum bathtub models,
.e., the Vickrey’s bathtub model (VBM) (Vickrey, 2020), sometimes referred to as accumulation-based model (Mariotte et al.,
017) or PL model (Sirmatel et al., 2021), and the Generalized bathtub model (Jin, 2020). Through numerical examples, we also
tudy the higher-order moments, such as trip travel time distribution, for three different common assumptions on the trip distance
istribution, i.e., the negative exponential distribution (Vickrey, 2020), the constant trip distance (Arnott et al., 1993; Arnott and
uli, 2018), the log-normal distribution (Martínez and Jin, 2021). We showed that for the same average trip distance, the negative
xponential distribution leads to less severe congestion and shorter travel times than systems with constant trip distance or a log-
ormal distribution. This highlights the importance of not relying on VBM to develop management strategies at the network level
ince they could underestimate the travel time of users. Further, the numerical simulations also shed some light on the criteria to
elect 𝛥𝑡 and 𝑟 for a down-scaled city.

An AB2M has several advantages over traditional ABM in the absolute space: First, it is computationally more efficient because
ne does not need to track the position of vehicle trips in the real network, which ensures the preservation of personally identifiable
ocation information, addressing privacy concerns associated with individual data collection in ABM in absolute space. Secondly,
he speed of all vehicles is the same (global speed), determined by a single equation based on the NFD assumption. In contrast, in
he absolute space, the speed is local, usually determined at the link level. Thirdly, the flow-based downscaling employed in AB2M
ntroduces no biases and exhibits no physical limitations on the extent of downsizing the system.

In summary, the main contributions of this paper are threefold:

1. A methodological/modeling contribution through the definition of 𝛩(𝑡, 𝑛) as a priority queue (as binary trees) of active agents
sorted by characteristic trip distance, based on the SCDFO principle.

2. Although the downscaling of agents is a natural idea and has been implemented in the past, this paper thoroughly discusses two
scaling implementations as well as their impacts both analytically and numerically. We show that the flow-based downscaling
of AB2M allows us to reduce the computational cost without introducing biases. Conversely, our analysis demonstrates that
distance-based scaling is not desirable due to its tendency to introduce bias into traffic states. This bias is especially notable
in non-stationary states.

3. We rigorously established the upper bound of the computational complexity of the two fixed time step formulations of the
2
AB M, and the benefits of downscaling.
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This study is the first step towards a better understanding of agent-based modeling in the relative space, the impacts of
ownscaling, and time-step discretization on the computational efficiency and numerical errors. From the insights gained in this
aper, an event-based formulation of the AB2M, as the ones proposed by Mariotte et al. (2017) and Lamotte et al. (2018), may
onsider longer event periods than the start or end time of each trip and still eliminate the numerical errors. In the future, we are
nterested in a detailed comparison of accuracy and computational complexity between a discrete time step and an event-based
ormulation of the AB2M.

The numerical examples in this study are based on deterministic demand patterns. The insights provided in this paper on selecting
he scaling factor may not apply to stochastic demands. Understanding how the scaling factor and the choice of the number of agents
an accurately reflect stochastic demand and traffic congestion patterns is crucial. In the future, we will use the AB2M to model
tochastic demands through Monte Carlo simulations. Ongoing preliminary research indicates that trip distance distributions with
maller standard deviations are less sensitive to downscaling. A higher standard deviation is associated with more violations on
irst-in-first-out (FIFO) for a given sample size. Thus, the relation between the FIFO violations and the impact of flow-based scaling
hould be studied in the future.

The proposed AB2M considered a single bathtub and single transportation mode (and thus a single speed for the whole set of
rips at a given time). In the future, the AB2M should also be extended to study multi-region transportation systems with multiple
onnected bathtubs. To model several connected bathtubs, e.g., modeling the downtown and periphery of a city with different
athtubs, the extension of the AB2M should define how to handle the trip moving between the connected bathtubs.

Moreover, due to its computational efficiency, the AB2M has the potential to be extended to model multi-modal transportation
ystems and incorporate the decision making of independent agents based on behavioral rules. Due to the nature of agent-based
odeling, AB2M can be extended to systems where the person trips and vehicle-trips are not the same. While the number of vehicles

n the system determines the speed (i.e., rate of trip progression), the passenger trips could differ from the vehicle trips. For example,
onsidering transit services where vehicles generally have high occupancy and users’ trips are also composed of access and waiting
ime. In this case, the agents’ trips can be modeled as a chain of trips, i.e., the trip consists of several stages or ‘‘states’’. These agents’
tates can be defined as a set or subset of attributes (e.g., the agent can be at her origin/destination, walking to the bus station,
aiting for a bus, or traveling inside the bus). Each state of its trip has a different speed progression. The possible agent states should
e defined depending on the transportation system to be modeled. An example of these states is presented in the compartmental
odel, where trips are planned, traveling, or completed for privately owned vehicle trips or can be planned, waiting, traveling, and

ompleted for users of a shared mobility system (Jin et al., 2021). The trip chains can be modeled as different compartments or
athtubs.

Note that even if the downscaling (or up-scaling) in the relative space framework has been shown to be mathematically rigorous
ith a single-mode and single bathtub, the introduction of other modes and multiple bathtubs may require more discussions and
xtensions of the scaling properties. How this multi-modal system should be downscaled has not been systematically studied yet;
either in the absolute (Ben-Dor et al., 2021) nor relative spaces. In fact, multi-modal ABM presents a significant problem for
ownscaling in the absolute space. Future studies on downscaling should try to address these issues.
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