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Abstract
Despite the fact that climate change is becoming
increasingly dangerous and prevalent, there is
still a lack of public engagement. This can be
explained by the fact that the media portrays
climate change as an abstract concept. The
message can be more effectively communicated
through visual art because it is more likely
to invoke emotional responses in individuals.
By including human perception and rating
data, the generative adversarial neural network
(GAN) produces better image output. There-
fore, this paper explores methods for using
the human perception of beauty in order to
improve StyleGAN2 outputs. In GANAesthetic,
UI sliders allow users to explore satellite images
interactively, that is, visually appealing satel-
lite images generated from StyleGAN2. The
GANAesthetic was determined to be the most
appropriate methodology for the study. The
choice of GANAesthetic over other approaches
will be explained in this paper, as well as its
implementation. The paper will also describe
an experiment to discover aesthetic latent
dimensions.

1 Introduction
Art has been known for ages as a means of communication
and expressiveness in emotions [1]. The famous painting by
Pablo Picasso called Guernica was used to convey the mes-
sage about the horrors of wars, which emotionally influenced
people back then and are still relevant today [2]. Visual art
can be an effective way to convey a message about the threat
of climate change due to the fact that most of the informa-
tion heard in the media about this matter is perceived as an
abstract issue and not as a direct experience [3].

In current times, the discussion about climate change has
been more prevalent due to the fact that it is affecting our
planet. The increase in carbon dioxide concentrations inten-
sifies the greenhouse effect, raising sea levels by 0.24 to 0.32
meters by 2050 [4]. Biodiversity and climate are inextrica-
bly linked, implying that the warming climate of Earth has

Figure 1: Satellite images from the project Landshapes

an effect on the wildlife and ecosystem by introducing phe-
nological shifts and extinctions of species [5]. Despite all the
warnings, there is still a lack of active engagement from the
public about this topic. This phenomenon is happening due to
the fact that people often do not experience an emotional re-
sponse to ordinary climate communications [3]. To solve this,
the project Landshapes by Frederik Ueberschar aims to show
the impact of climate change by showing the aesthetically
pleasing satellite landscape images generated by StyleGAN2-
ADA [6]. The satellite images generated by the model can be
seen in Figure 1.

In recent years, there has been major development in AI,
specifically in generative models such as generative adversar-
ial neural networks (GAN), variational autoencoders (VAE)
or TransGAN, where two transformers are used [7]. These
models enable us to generate synthetic data with different
variaties of features, from creating deepfakes, where the tech-
nique is to put the faces of public figures such as politicians
or celebrities onto other people’s faces, resulting in a high
potential for deception, [8] to generating singing voices[9].

With the rise of GAN, the field of computational creativity
has witnessed rapid progress. The system of generating art
called Creative Adversarial Networks (CAN) is able to gen-
erate artistic paintings that would be creative rather than only
emulating the images. That means generating images from
the same distribution as the training set [10]. Studies have
shown that moderately novel art attracts people more than art
that is habitual since it reduces the arousal potential and desir-
ability of that art [11]. The CAN attempts to generate artistic
images that ”do not have too little arousal potential and also



do not have too much because it activates the aversion sys-
tem.” [10].This is done by increasing stylistic ambiguity and
deviating from style norms while not moving too far from
what is accepted as an art.

After establishing and creating CAN, the same researchers
conducted human subject experiments, taking human artists
to evaluate AI-generated art and human-made art. The result
of these experiments was that human artists could not distin-
guish the art generated by the CAN from the art created by
contemporary artists based on likeness, novelty, complexity,
ambiguity, and surprise.

Another study has created a survey experiment where they
had 288 participants rate artworks by humans or an AI-based
on variables such as originality, successful communication
of ideas, etc. Human-created artworks received significantly
higher ratings in composition, degree of expression, and aes-
thetic value. [12].This result indicates that there are objective
differences in the art produced by humans and AI. This con-
tradicts the study conducted by Elgammal et al. [10] where
the number of participants was only 18 people. Therefore,
they do not have enough statistical power to imply that the
outcomes of the study are generalizable.

In the same experiment by Hong et al. [12] also discovered
that participants that had negative bias towards AI gave lower
artistic ratings to artworks created by AI compared to human-
created artworks. To discover and explain the perceptual bias
towards AI systems, one study conducted an experiment with
565 participants where the technique of priming effect was
used [13]. Before starting the survey, it is indicated by whom
the paintings were created. In this case, it was either an AI
system or a human artist. For each painting, they were evalu-
ated based on their likeness, beauty, novelty, and meaning. At
the end of the survey, the manipulation check was introduced,
where they asked the participants whether they remembered
the identity of the painters. The origins of the paintings have
been manipulated, and they had to guess the origins of the
4 paintings. The result of this study was that the artworks
generated by the AI system were less well evaluated and sig-
nificantly less liked than the paintings made by humans.

From these findings, it is evident that the idea of incorpo-
rating human rating data into the GAN training is to converge
closer to the human perceptual beauty distribution. Thus, for
example, AI systems by using human rating data will gener-
ate artistic images with higher composition, degree of expres-
sion, and aesthetic value ratings where these variables score
higher for human-created artworks [12].

The overall goal is to make use of human rating data
or human perception in order to improve the output of
the GAN/Transformer so that it is aesthetically pleasing to
the eye. This research specifically delved into finding the
methodologies that could help GAN models generate more
beautiful images by incorporating human perception. To ac-
complish such goals, there are a few research questions that
need to be investigated:

1. What existing methodologies could be used ?

2. How such methodologies could be useful for this partic-
ular research ?

3. What methodology is the best and most relevant for this

research ?
4. Then why such methodology is the most preferable ?

And how feasible is constructing such methodology ?

Three exact methodologies have been found from the liter-
ature studies. The first one is to use humans as discriminators
during adversarial training, the second is using deep learning
models to assess whether the images are aesthetic or not; and
lastly, creating an interactive aesthetic image editor with the
interpretability learning of GANs, namely GANAesthetic.

Some methodologies that incorporate human perception of
beauty have already been discovered, such as retraining GAN
models multiple times on curated images by crowdworkers
[14] or making use of visual and contextual features in order
to create automatic aesthetic measures [15]. The two method-
ologies could be integrated into the GANAesthetic.

The contribution of this research is: (textiti) The explo-
ration and analysis of other existing methodologies, such as
using human-based discriminators during adversarial train-
ing, deep learning approaches for determining whether the
images are aesthetically pleasing, and the interactive image
editor with interpretability learning of GANs. (ii) The study
on interactive image editing with GAN uses known UI com-
ponents such as sliders to create the interface where users can
edit synthesized images by modifying the sliders; perform an
experiment where participants manipulate sliders with the se-
mantics unknown and determine which ones contribute to the
aesthetic the most.

This paper is structured as follows: Section 2 covers related
work, in Section 3 individual methodologies and existing ap-
plications will be analyzed. The overview of the GANAes-
thetic pipeline and its implementation will be explained in
Section 4. The experimental setup and the results will ap-
pear in Section 5. Section 6 reflects on the reproducibility
and ethical considerations of this research. The discussion of
the results from the experiments will be discussed in Section
7. The conclusion of the research and the future work are ad-
dressed in Section 8. StyleGAN2 training images are shown
in Appendix A, while PCA latent dimensions are shown in
Appendix B.

2 Related work
GAN has been a hot topic in the research since the first pub-
lished paper by Ian Goodfellow et. al. in 2014 [16]. It con-
tains two components, namely the generator and the discrim-
inator. The generator synthesizes the fake data and the dis-
criminator determines whether the data created by the gen-
erator belongs to the real data distribution. Both of these
components are playing min-max adversarial game where the
generator tries to fool the discriminator meanwhile the dis-
criminator decides whether the data is real or fake.

Ex∼pdata(x)[logD(x)]

+ Ez∼pz(z)[log(1−D(G(z)))]
(1)

The above equation (1) denotes the loss function that equals
to min

G
max
D

V (D,G). During training we want for discrimi-

nator to maximize logD(x), in other words we want to maxi-
mize the probability for the discriminator to determine correct



class for real samples and generated samples. Conversely, the
generator should minimize log(1 − D(G(Z))). The train-
ing ends whenever the generator’s probability distribution is
equal to the discriminator’s probability distribution that is
pdata = pgenerated. This means that the discriminative prob-
ability distribution is equal to 1

2 since it cannot longer distin-
guish between real and generated data.

If the desire is to generate the images of specific features,
it is not possible with the normal GAN. One way to tackle
this problem is to train the generator and discriminator to be
conditioned on modalities like class label [17]. These type of
GANs are known as Conditional GANs (CGAN).

To perform a conditioning, the y serves as an additional
information that is fed into both networks. The y is concate-
nated with the vector z from the random noise distribution
pz(z) into the generator. For the discriminator, it receives
two inputs from the real training data and y.

A. PG-GAN

The Progressively-Growing GAN (PG-GAN) is using new
training methodology where instead of training all the lay-
ers of the discriminator and generator at once, it starts from
low resolution and progressively grow to higher resolutions
by adding new layers during the training [18].

In the starting phase, the generator (G) and the discrimina-
tor (D) have low resolution of 4 × 4 images. As the training
advances, the new layers are added to upsample the resolution
to 8 × 8 in G and to downsample the resolution in D. This is
repeated until the resolution of 1024× 1024 is reached.

The result is that ”it speeds the training up and greatly
stabilizes it, allowing us to produce images of unprecedented
quality” [18].

B. StyleGAN2-ADA

PG-GAN provides high-resolution images with high image
quality, however it lacks control over the synthesized images.
Therefore, NVIDIA created the new improved extension of
the PG-GAN called StyleGAN [19].

The focus of the StyleGAN is on introducing the style-
based generator which offers ”unsupervised separation of
high-level attributes from stochastic variation in the gener-
ated images, and enables intuitive scale-specific mixing and
interpolation operations” [19]. The important new feature to
know is that instead of directly feeding the vector z from the
latent space Z into the synthesis network, it goes through the
mapping network f : Z → W where the dimensionality of
both latent spaces is 512. The network consists of 8 layers
of multi-layer perceptron and generates style vector w, later
fed into the synthesis network. This intermediate latent space
allows us to have factors of variation more disentangled and
will be relevant in Section 4.

The issue with the StyleGAN is that its generated images
contained blob-like artifacts, this phenomena occurs at 64 ×
64 resolution and get worse in higher resolution. The cause
has been spotted in the instance normalization used in AdaIN.
Thus the new StyleGAN2 was introduced and it solves the
problem with weight modulation [20].

The project Landshapes was trained on StyleGAN2-ADA
with roughly 4040 high quality RGB images in 1024 ×
1024 resolution. The satellite images were gathered through
Google’s Earth Engine1 at random locations with using
QGIS2.

The reason of choosing StyleGAN to begin with is that it
provides generation of high quality images in high resolu-
tion. The StyleGAN2-ADA provides training with limited
data while avoiding discriminator overfitting by incorporat-
ing adaptive discriminator augmentation (ADA) [21].

3 Other Relevant Existing Approaches
In this section, the theoretical analysis and the description of
both approaches will be conducted. The motivation behind
on why using the approaches could be potentially useful on
improving the beauty of the images outputted by GAN will
be discussed here.

3.1 Human-based discriminator
Instead of using neural networks as discriminators we could
use humans instead, the idea is that while determining
whether the data generated from the generator is real or fake,
humans can add an additional assessment such as how beau-
tiful the images are.

The experiment of using this approach was conducted by
Japanese researchers where crowdworkers evaluate the gener-
ated samples of how natural and human-like the synthesized
speech is [22]. The difference between training a basic GAN
and HumanGAN is that the HumanGAN is able to capture
the human perception distribution which in theory is wider
than the real-data distribution with training computer-based
discriminators.

The human-based discriminator outputs a posterior proba-
bility about ”to what degree is the input perceptually accept-
able” where the value ranges from 0 to 1. The function during
training can be seen in (2).

V (G,D) =

N∑
n=1

D(G(zn)) (2)

For training the generator, the gradient-based iterative
method is used. However, the problem is that the discrim-
inator function is not differentiable since it is replaced by
humans. To solve the issue, the natural evolution strategies
(NES) fix the problem by computing the approximate gradi-
ents by using data perturbations [23].

The result of the experiment can be seen in Figure 2, the
darker area denotes lower probability range and vice versa.
With using vanilla GAN, the generator is trained on the cer-
tain set of real data which implies it only covers the trained
data distribution. The HumanGAN demonstrated that it rep-
resents the human’s perception distribution which is much
wider than the real data distribution. This can be applied to
the case of discovering human’s perceptual aesthetic distribu-
tion.

1https://earthengine.google.com/
2https://www.qgis.org/en/site/

https://earthengine.google.com/
https://www.qgis.org/en/site/ 


Figure 2: Color map representing posterior probabilities in speech
naturalness [22]

3.2 Deep learning approach for human rating data
prediction

There was an annual image recognition software contest
called ILSVRC where it contained roughly around 1.2 mil-
lion images for training the machine learning model [24].
Few neural networks have shown significant improvement in
performance such as AlexNet, VGG-19 and resnets [25; 26;
27]. With using these neural nets, we can create models that
could predict human ratings on the set of images.

There are already some existing research and develop-
ments on this topic. Most of these neural networks are binary
classifiers that predict whether the image is aesthetic or not.

A. Datasets

The AVA [28], which stands for Aesthetic visual analysis, is
the largest set of images that are rated, from 0 to 10, based
on the aesthetic quality of the images. This dataset contains
around 250 000 images and there are two approaches of divid-
ing this dataset into higher and lower aesthetic quality images
for training and testing, namely AVA1 and AVA2.

1. With AVA1, the score of 5 is the threshold that distin-
guishes the low and high aesthetic quality of the images.
Meaning that the images rated from 0 to 4 are consid-
ered low quality and from 6 to 10 are considered high
quality. The images that are rated as 5 are omitted from
the training and testing the model.

2. The other technique of splitting the images into training
and testing set called AVA2 is to sort the images accord-
ing to their mean aesthetic quality score. The way of
dividing the images into high aesthetic quality and low
aesthetic quality is by taking top 10% of the mean score
and label them as high quality and likewise for the low
aesthetic quality by taking bottom 10%.

Some researcher also used CUHKPQ [29] for training
which is the dataset of images that are assessed by pro-
fessional photographers that take into account composition
lighting, color arrangement. camera setting and topic empha-
sis.

B. Deep learning models

Performances of the models on certain datasets
Models AVA1 AVA2 CUHKPQ
VGG-16Composite[30] - 85.40% -
Resnet-
50Composite[30]

- 90.01% 94.1%

FCNCroppings+Skips
[31]

- 91.01% -

TCN [32] 82.3% - -
ILGNet [33] 79.25% 85.62% -

Table 1: Evaluation and comparison of models

Couple of classifiers with state-of-art performances on the
aesthetic assessment can be seen in Table 1. The mod-
els were evaluated on the testing set from the AVA1, AVA2
and CUHKPQ datasets and evaluted with an accuracy metric
which measures the ratio of correct predictions over the total
number of instances evaluated.

With Triple Column Network (TCN), it works with 3 chan-
nels that perform an transformations on the images such as
cropping images or using saliency maps and then later con-
catenated and inputted into the network [32]. The ILGNet
uses multiple inception modules with directly connecting the
layers of local features to the layer of global features [33].
Both were evaluated on the AVA1 dataset and it is evident
that TCN performs better with an accuract of 82.3%.

Both Resnet-50Composite and FCN achieved the highest ac-
curacies with 90.01% and 91.01%, respectively. The Fully-
Connected network uses VGG16 architecture with added skip
connections and accepting a triple of image croppins as input
[31]. Residual neural networks are notorious of dealing with
deep networks with introducing skip connections which deal
with vanishing gradients and mitigate the Degradation prob-
lem [27]. As we can see here, both highly performed models
on AVA2 used skip connections.

Additionaly, the Resnet-50Composite which uses 3 neural net-
works running in parallel to extract unique features from three
different aspects, including the global view, local view and
scene-aware information and in the end aggregate them as
composite features for Support Vector Machine (SVM) to
classify [30]. It achieved an accuracy of 94.1% on CUHKPQ
dataset.

The motivation behind using deep learning approach for
human rating data is being able to assess the satellite im-
ages and classify them either as the high or low aesthetic im-
ages without performing complex feature engineering such
as understanding visual (i.e. saturation, luminance and etc.)
and contextual features (i.e. novelty and typicality). Neu-
ral networks are often in the literature referenced as ”black-
box models” due to the fact that it is merely impossible to
get the approximation function and are well-known as non-
identifiable models. With StyleEx, it is possible to understand
the decisions of the aesthetic classifier by discovering and vi-
sualizing multiple factors of variation that affect its prediction
[34]. This is useful for the factor analysis.



Figure 3: The images are arranged in two rows, showing traversals in a particular latent direction with layer-wise editing. The first row is
E(v1, 2− 5) and the second row is E(v4, 1− 18). The explanation of the notation can be seen in the equation 4.

4 Methodology
This section will discuss the approach of determining linear
functions, that maximizes an amount of variance, for each
latent dimensions and bring an overview of GANAesthetic.

A. Identifying important latent directions with GANSpace

There is various research done on how to interpret learned
representations of the deep generative models with state-of-
art methods [35]. From the literature study, there are two
approaches to interpretability learning of GANs, namely su-
pervised learning and unsupervised learning.

The standard way to interpret the GAN latent dimensions
in a supervised manner is to use modalities such as class la-
bels or attribute predictors to probe the representation of gen-
erators [36].

With an unsupervised approach, no training and off-the-
shelf classifiers are needed in order to define the attributes in
the images, which can be a time-consuming process and re-
quire expensive supervision. Instead, the solution is to iden-
tify interpretable latent dimensions using simple mathemati-
cal techniques [37; 38].

The particular unsupervised technique that will be explored
is GANSpace, which uses PCA to identify important latent
directions [37].

In Section 2, the intermediate latent space W was de-
scribed as a space with disentangled factors of variation.
The synthesis network of StyleGAN2 consists of 18 lay-
ers where each layer contains its own wi to ”enable power-
ful style mixing, the combination of features of various ab-
straction levels across generated images” [19; 37]. In other
words, the synthesis network contains L (L = 18) inter-
mediate generator layers G1...Gi...GL where the output of
each layer is defined as yi = Gi(yi−1, w). From stud-
ies of the interpretability learning of GANs, it is observed
that different layers of the synthesis network produce dif-
ferent semantics in terms of abstraction level [19; 37; 38;

39]. For example, with the FFQHQ dataset, the shallow lay-
ers of the synthesis network bring high-level aspects such as
pose, general hair style, and face shape, while the deeper lay-
ers control lower-level features such as color scheme and mi-
crostructure [19].

In GANSpace, to identify important latent semantic direc-
tions is to use Principal Component Analysis (PCA) which is
commonly used as a dimensionality reduction method [37].
To identify important latent directions is by finding new vari-
ables known as principal components that are linear functions
maximizing the amount of variance and are uncorrelated with
each other [40].

The procedure starts with sampling n random latent vectors
z1:n from the noise distribution p(z) which are then inputted
to the mapping network to get the corresponding wi = M(zi)
values. The next step is to perform PCA on the w1:n to get
eigenvectors that form basis V with v1:m principal compo-
nents for the latent space W . This gives us an equation de-
scribed in (3) where the PCA coordinates x are edited before
feeding w′ into the synthesis network. The entries of x are
initially equal to 0 until they are modified by the user.

w′ = w + Vx (3)

The paper also introduces layer-wise edits where only cer-
tain layers have their modified w, leaving other layers’ inputs
unchanged [37]. The notation of the usage of particular prin-
cipal component vi from layer j to k is shown in (4).

E(vi, j − k) (4)

The example of the traversals along principal axes are
shown in Figure 3. The important to note that the maximum
amount of principal components is 512 since that is the
dimensionality of intermediate latent space W . This implies
that the basis V is a full-rank matrix that has dimension of
512× 512.



B. GANAesthetic

The oveview of the GANAesthetic pipeline can be seen in
Figure 4. The procedure starts with data collection and train-
ing StyleGAN2. Afterwards, using GANSpace in order to
obtain important semantic latent directions and with Gradio
and Google Collab to construct the user interface with the
sliders. Finally, experiments with incorporating human per-
ception are conducted.

Figure 4: An overview of GANAesthetic pipeline

C. Why GANAesthetic is the most preferred over other
methodologies ?

Choosing GANAesthetic over human-based discriminators
and aesthetic classifiers is because it aids in discovering beau-
tiful regions in the latent spaces and serves as a tool to help
cognitive scientists and design engineers study factors con-
tributing to the aesthetic or study semantic representations in
perceptual spaces. In addition, it fits well with the agenda to
create a fascination with the climate in users through interac-
tivity.

Improving generated images by iterative retraining of
StyleGAN2 with human rated images has proven to be effec-
tive [14]. Constructing GANAesthetic for improved models
will enhance the experience of interactively exploring beauti-
ful satellite images.

The Gibb’s sampling with people is the technique that
could be applicable for extracting semantic representations
from high-dimensional latent spaces [41]. It is a continuous-
sampling paradigm that presents the human participants with
sliders representing certain semantic latent dimensions, in
this case, PCA components.

To find the best latent dimensions and the range of coordi-
nate values that characterize the aesthetic, participants move
sliders (s1, ..., sn) to select combinations of sliders and their
values that maximize the aesthetic’s utility. The utility value
is calculated by the formula Um = lm + nm, where lm
represents the utility for stimulus m (in this case, m = aes-

thetic) and nm represents the noise component that contains
participant-level noise resulting from sensory and cognitive
processes, as well as population-level noise resulting from in-
dividual differences in utility functions.

The Gibb’s sampling itself is the sampling from the n-
dimensional probability distribution and uses the method of
Marko Chain Monte Carlo (MCMC). This implies that it is
a time-dependent sampling algorithm. Let p(z1, ..., zn) be
a target distribution over an n-dimensional state space from
which it is desired to sample from, the Gibb’s sampler starts
with the vector state z = (zi1, ..., z

i
n), where i = 1. Af-

terwards, iteratively conditionally update the coordinates by
sampling from p(zi+1

k |zi+1
1 , ..., zi+1

k−1, z
i
k+1, ..., z

i
n). The co-

ordinate updates are done by the participants instead of hav-
ing conditional class probability, where the participants move
the sliders (s1, ..., sn) corresponding to the latent dimensions
(z1, ..., zn) to maximize the aesthetic of the synthesized im-
ages [41].

p(aesthetic) = p(zik|z−k) =
eγl(z

i
k,z−k)∑

j γl(z
j
k, z−k)

(5)

The equation that represents the probability distribution
over slider locations can be seen here (5). Each of the points
on the slider is described as zik and the other fixed dimen-
sions as z−k. The utility value of each point on the slider
is associated with a utility such as Um = l(zik, z−k) + nm

with m = aesthetic and the noise being Gumbel distributed
nm ∼ Gumbel(µ, γ−1) [41].

This approach could potentially help to discover beautiful
perceptual regions in the latent spaces, where we let users
travel in those spaces to evoke climate fascination. Response
surface methodology (RMS) can also be used to visualize the
aesthetically-pleasing perceptual regions in the latent spaces
by collecting human rating data on the factors and their val-
ues.

5 Experimental Setup and Results
This section outlines the implementation of parts in the
GANAesthetic pipeline in Figure 4 and conducting an exper-
iment on discovering aesthetic latent dimensions with human
participants.

5.1 Training StyleGAN2 with Satellite images
With StyleGAN2-ADA3, NVIDIA switched from Tensorflow
to Pytorch because training performance with Pytorch on the
NVIDIA Tesla V100 GPUs is 5%–30% faster than the Ten-
sorflow version, and inference is up to 35% faster in high
resolutions, which is desirable in the context of Landshapes.

Unfortunately, it is not possible to convert from network
pickle files (.pkl) for StyleGAN2-ADA to Pytorch format
(.pt) when converting weights for the GANSpace to use. The
solution for this is to train StyleGAN2 model in Tensorflow
and then use the script that converts weights into Pytorch for-
mat.

3https://github.com/NVlabs/stylegan2-ada-pytorch

https://github.com/NVlabs/stylegan2-ada-pytorch


The model is trained with 4040 satellite images in 1024×
1024 resolution generated from the Google Earth Engine
and 2985 out of 6000 images, randomly sampled from the
pre-trained Landshapes model, were chosen as aesthetically
pleasing by 4 students from the Industrial Design faculty of
TUDelft. This implies that the StyleGAN2 model is trained
on 7025 high quality RGB images. All of the training is done
in Google Collab, a free cloud service provided by Google
that allows access to NVIDIA GPUs such as the T4 or P100.

Figure 5: Training performance of StyleGAN2 with FID metric

The metric used is Fréchet inception distance (FID), which
quantitatively assesses the quality of the images based on a
comparison of the distribution of the generated images with
the distribution of the real images. The training process can
be seen in Figure 5. The outputs of the StyleGAN2 can be
seen in Appendix A, the best and final FID score is 11.5706.

5.2 Interactive Image Editor
To create GANAesthetic4 interface that users can edit synthe-
sized images with the sliders, Gradio5 offers an easy and fast
way to create an app for demo of machine learning models
with nice and friendly interface. The GANSpace6 is used for
identifying latent semantic directions in unsupervised manner
provides and provides an existing implementation in Python
which is then integrated with Gradio.

Figure 6: Interactive Image Editor with StyleGAN2

4https://github.com/HahaBill/ganaesthetic-landshapes
5https://gradio.app
6https://github.com/harskish/ganspace

The generated sliders refer to each of the principal com-
ponents, where using multiple sliders implies changing the
coordinates x (see equation 3). The created interface can be
seen in Figure 6, where each of the components implies the
principal components, and with changing seeds, it is possible
to generate different synthesised images and perform editing
on those.

Figure 7: Interactive Image Editor on HuggingFace

The interactive image editor can be hosted on the server
with using HuggingFace7, it works with Gradio which can be
seen in the Figure 7. On the HuggingFace, using the sliders
and generating synthesized photos takes roughly 10 seconds,
and on Google Collab, it takes around 1 second with NVIDIA
GPU T4 or P100.

5.3 Discover aesthetic latent dimensions
Three different images of seeds generated by the StyleGAN2
are used in the experiment. The images are in Appendix B,
where the first image depicts a coastline area, the second a
forest and desert area, and the third depicts an arctic area.

Each of the images shows ordered rows from c0 to c13 de-
noting principal components. The sequences of the synthe-
sized images are changing of x coordinates in the range of
[−2, 2].

The aim of experiment is to discover what semantic la-
tent dimensions corresponds to the aesthetic the most. The
participants were provided with 3 images and instructed to
pick 3 rows of the images that they thought were most beau-
tiful/pleasing to the eye. As such, the format for the answers
was: ”(Image 1: C1, C2, C3), (Image 2: C1, C2, C3), (Image
3: C1, C2, C3)”.

The experiment’s results are shown in Table 2, and the total
number of participants was 56. It can be noticed that c3 was
the winner followed by c1, c4, c6 and c9 as the most votes for
the COASTLINE. For the FOREST/DESERT, c0 came out
on top, with c1, c4 and c7 coming in second, third and fourth,
respectively. Finally, in the ARCTIC, the scorec3 and c4 are
equal, additionally c2 and c5 were ranked among the highest.

7https://huggingface.co

https://github.com/HahaBill/ganaesthetic-landshapes
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Table 2: A total of 56 participants picked 3 principal components
of each of the images (COASTLINE, FOREST/DESERT, ARCTIC)
that were most beautiful or pleasing to the eyes.

COASTLINE FOREST/DESERT ARCTIC
c0 9 41 4
c1 17 29 6
c2 7 8 17
c3 31 3 20
c4 16 28 24
c5 7 4 24
c6 18 2 8
c7 8 21 4
c8 6 12 11
c9 18 5 14
c10 9 5 11
c11 5 6 6
c12 10 1 4
c13 4 0 11

6 Responsible Research
Integrity and reproducibility are addressed in this section.
The experiment and its findings represent high-level of in-
tegrity, ethics and transparency. The explanation of why there
is a need for reproducibility of research methods and why it
plays a crucial part in the scientific community are discussed
in this section.

6.1 Integrity
The Dutch scientist Diederik Stapel has been exposed for his
wrongdoings by manipulating collected data and fabricating
experiments. At least 30 research papers used fraudulent data
that he provided and thus unfortunately negatively affected
multiple researches and studies [42].

The research integrity is crucial for strengthening the va-
lidity of the research and providing trust and confidence in
the methods used, the findings in the results and absence of
data trimming and falsification. The negative results should
be highlighted and published otherwise nothing is learned and
scientists will repeat failed experiments [43].

In this study, the methodology for an experiment to dis-
cover aesthetic latent dimensions was clearly defined. In ad-
dition to putting in their time, participants were not asked for
any personal information and no attention checks were per-
formed. While the participants’ cultural backgrounds were
diverse, most of them were between the ages of 21 and 26.
As a result, the collected data may reveal a generational bias
on what is considered beautiful. There was no modification
or fabrication of the collected data, and it is all publicly avail-
able on GitHub.

The StyleGAN2 that was trained on the satellite images
from the Google Earth Engine was evaluated with FID, which
is a widely used metric in the literature in the context of gen-
erative models.

GANSpace provided the source code and documentation
on how to calculated important latent directions with PCA.
The code was used and adapted with Gradio in order to create
interactive image editor.

6.2 Reflection on Reproducibility
Reproducibility in computational research is essential since it
allows next generation of scientists to build on the previous
generations’ achievements and improve the existing system,
additionally it prevents credibility crisis [44].

In recent years, artificial intelligence has been widely dis-
cussed and booming in the industries, however, there is still
a problem of replication crisis, including the difficulty of re-
producing the results of a publication due to missing source
code, training data, and hyperparameter settings [45].

Thus, it is my duty as a responsible researcher to ensure
that all the results and experiments are fully reproducible in
order for the scientific community to check their credibil-
ity. The resources and implementations can be found in my
GitHub page 8 and an interactive image editor on Hugging-
Face 9. The GitHub repository holds all the python scripts
necessary to develop the interactive image editor, collected
human rating data from the experiment and links to Google
Collab for faster performance of the interactive image edi-
tor. When sampling latent vectors in order to perform PCA,
it downloads the StyleGAN2 model from the Google Drive.
NVIDIA’s script for training StyleGAN2 is also available in
the repository. The training dataset of satellite images was
generated from the Google Earth Engine, which is publicly
available on the internet.

Deep learning models have been well-known for having a
great number of parameters and hyperparameters. It is im-
portant to note that machine learning frameworks does not
guarantee fully reproducible results [46; 47; 48]. CUDA con-
volutions operation and using GPUs can be the source of the
randomness in the training. The solutions are to use CPU-
only training or set a global random seed.

7 Discussion and Future Improvements
The purpose of this section is to analyze and discuss the re-
sults presented in Section 5 with the possibility of suggesting
improvements and addressing future work.

A. Assessment of StyleGAN2 model

450 iterations (kimg) produced a FID score of 11.5706 for
our final StyleGAN2 model with satellite images. Appendix
A shows the synthesized images, where it can be seen that
some of them contain anomalies such as black blobs, as seen
in the top-leftmost image, or unnaturally looking areas on the
landscape images. Based on the original StyleGAN2 paper,
the FFHQ dataset was trained with 1024 × 1024 resolution
and 70k images with a final FID of 2.84. The LSUN Car
dataset with 512 × 384 resolution and 893k images was
trained with StyleGAN2 and achieved the FID score of 2.32

8https://github.com/HahaBill/ganaesthetic-landshapes
9https://huggingface.co/spaces/HaHaBill/

LandShapes-Antarctica

https://github.com/HahaBill/ganaesthetic-landshapes
https://huggingface.co/spaces/HaHaBill/LandShapes-Antarctica
https://huggingface.co/spaces/HaHaBill/LandShapes-Antarctica


[20]. It is evident from these findings that the improvements
would require a greater amount of training data and a longer
training period.

Another metric that could be used is called Perceptual path
length (PPL) which measures how entangled are the factors
of variation since ”interpolation of latent-space vectors may
yield surprisingly non-linear changes in the image” [19].
This metric is certainly appropriate for our case, since each
latent dimension can indicate a particular factor or feature,
but it results in a 42-minute evaluation time for one GPU. On
the other hand, FID takes 21 minutes on a single GPU. For
the experiment of discovering aesthetic latent dimensions,
the model required to be trained as soon as possible.

B. Performance of Interactive Image Editor

The interactive picture editor’s biggest flaw is that it takes
a long time to generate synthesized images when you move
the sliders. It took 10 seconds on HugginFace. This was
improved by using a Google Collab interface to employ one
NVIDIA GPU to accelerate an inference from the synthesis
network, with an average time of roughly 1 second. This
might be improved by using additional GPUs or transforming
each of the slider frames into videos and storing them in the
database.

C. Analysis of the experiment of discovering aesthetic latent
dimensions

The results of the experiment can be seen in Table 2. With the
COASTLINE, c1, c3, c4, c6 and c9 were among the highest
scored latent dimensions for the aesthetic. In the first place,
c3 is transitioning from green and teal waves with light brown
terrain to more of an open sea with green vegetative land. c6
and c9 are similar with c3, however with different structure.
Some participants favored the golden brown terrain with the
c1.

Continuing on to the next image, FOREST/DESERT, the
transition from the earthy regions to the water mass accounts
for the majority of the highest-scoring principal components
c0, c1, c4 and c7. By creating additional waves in the sea area
with a wide piece of land with some residents, the component
c0 won the majority. In addition, the red orange land can be
found in all four components.

The result of scores for the principal components in context
of ARCTIC were more spread out. There is the most scored
highly cluster consisting of c2, c3, c4 and c5, additionally the
lower scored cluster of c8, c9 and c10.

It was overwhelming and mentally exhausting for some
participants to look at and process all the latent dimensions.
The result is similar to the result of GANSlider, where partic-
ipants were given an image and asked to reconstruct it with
sliders [49]. The finding of the study was that with increased
number of sliders (latent dimensions) implies significantly
higher task difficulty, workload and user actions. The conclu-
sion of the study was that it is recommended to use at most
3-5 sliders.

Overall, the experiment has shown that certain dimensions,

clusters of dimensions and factors such as water mass are
more preferred and pleasing to the eyes than the others.

8 Conclusions and Future work
The main goal of this research is to use methodologies that in-
corporate human rating data and perception of beauty to make
GAN outputs more aesthetically pleasing. Several method-
ologies have been explored, from the human-based discrimi-
nator method to predicting human rating data on a set of im-
ages with aesthetic classifiers. After the literature study of all
possible options, the most useful and relevant methodology
for the study is to create an interactive image editor of Style-
GAN2 by moving the UI sliders. This led to the creation of
the GANAesthetic, which is a pipeline for the development of
a system that delivers an experience of interactively exploring
aesthetically pleasing satellite imagery from the project Land-
shapes and discovering aesthetic latent dimensions, beautiful
regions in the latent spaces, semantic representation of those
dimensions, etc.

A novel method of interpreting and discovering impor-
tant semantic latent directions, GANSpace, was explored and,
with the help of its available source code, implemented. The
Gradio allowed us to create a nice and friendly user inter-
face that was integrated with the GANSpace and used trained
StyleGAN2 to generate and edit satellite images with UI slid-
ers. The findings of the experiment of discovering aesthetic
latent dimensions with the human perception of beauty were
that some dimensions are more aesthetically appealing than
others and increasing number of controllable sliders result in
increase workload and mental exhaustion.

The GANAesthetic was shown in this paper to be success-
ful and has a large potential for future scientists and designers
to perform experiments and to study semantic representations
or discover beautiful regions in perceptual spaces.

Future work will include implementing and carrying out
Gibb’s sampling with people in order to identify ranges of
coordinates in each dimension that represent aesthetic values
or semantic representations of the dimensions such as color,
contrast, geometrical modification, etc. Using ranges of co-
ordinates obtained from the Gibb’s sampling to find out the
correlation between automated measures of aesthetic beauty
and human perceptual beautiful spaces. Additionally, a re-
source surface methodology (RSM) allows us to study the re-
lationship between several latent dimensions and the response
variable, in this case, aesthetic.
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A Generated images from StyleGAN2

Figure 8: Images generated from the StyleGAN2 model from the training, the first image corresponds to the model with FID score of 23.3241
and the second image with FID score of 11.5706. The second image shows better improvements than the first image such as more structure,
water lines, density of clouds and etc.



B PCA latent dimensions

Figure 9: COASTLINE



Figure 10: FOREST/DESERT



Figure 11: ARCTIC
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