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Abstract

This report details the evaluation of current image matching implementations for the use in an image
search engine, specifically for digital history. Due to the vastness of historical (digital) libraries this
search engine must be able to search all (inter)national databases with equal performance. Current
search engines use linguistic keywords to describe an image and search for others, introducing a
language bias. This project focuses on image-to-image matching, bypassing language altogether.

This report only addresses image matching algorithms based purely on mathematics, no machine
learning is addressed within this thesis. This report will cover the performance and usefulness of tem-
plate matching, ORB feature extraction, SIFT feature extraction, SURF feature extraction, Brute-Force
matching, and FLANN matching. Machine learning algorithms for the use in an image search engine
are addressed by the other subgroup of this project [1].






Preface

This thesis is written as part of the Bachelor End Project [EE3L11] 2020-2021. The project "Image
Search Engine for Digital History” was proposed by Justin Dauwels in collaboration with Andrea Nanetti
and Engineering Historical Memory (EHM) [2]. EHM is an ongoing research project which has the goal
of organizing and delivering historical knowledge in the digital age. The research presented in this
thesis will contribute to this project by starting the development of an unbiased image search engine
to navigate this historical data. Within the 10 weeks of this project we have shown the possibilities of
image-to-image matching and have developed a prototype of a working image search engine.

We would like to thank Justin Dauwels, Andrea Nanetti, and loan Lager for their time and guidance
during this project. We are thrilled that our research will benefit the Engineering Historical Memory
project and that we were allowed to be a part of this collaboration [3].

M. Deutman, O. van Hooff, PM.Q. Groet
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Introduction

This thesis, in a wider perspective, is part of an ongoing research project Engineering Historical Memory
[2] aiming to develop and asses applications for the (re)organisation and delivery of global historical
knowledge in the digital age. Nanetti explains in his paper [4] the need for a multilingual and trans-
cultural approach to encoding/decoding human experience and transmitting this to the next generations
of humanity. Advances in information technologies such as artificial intelligence and machine learning
algorithms can assist in (i) decoding knowledge and wisdom embedded in cultural artefacts and social
rituals, (ii) encoding data in machine-readable systems, (iii) aggregating information according to the
user’s needs in real time, and (iv) simulating the effects of erasing, neglecting, preserving, and sharing
human experiences.

To contribute to this need, an image search engine for digital history is developed. This thesis describes
current state-of-the-art information technologies and includes the search engine design process. Sec-
tion 1.1 covers the analysis and framing of the problem. Additionally, it includes the analysis and
discussions necessary for scoping, bounding, and creating the Program of Requirements described
in Chapter 2. Chapter 3 focuses on the existing technologies that have the potential of forming the
building blocks of the search engine. In Chapter 4 the design process is discussed, specifying all de-
cisions made on basis of the Program of Requirements. Chapters 5 and 6 will include the prototype
results, project wide conclusions, discussions, and recommendations that emerged from this research.
Additional analysis and explanations relevant in the process of this project, are described in Appendix
A and C.

1.1. Problem Definition

Defining the problem is crucial and requires the assessment of the context and scope. The predeter-
mined project conditions are the ten weeks of available time, the group size consisting of six electrical
engineering students, and the supervision by J. Dauwels and A. Nanetti. Additionally, some existing
suggestions were provided at the start by the supervisors: a proposal document, a short description
on template matching, and links to potentially useful Python libraries.

To obtain a better understanding of the underlying factors and find potential levers for decision making,
an inductive logic tree has been created. Based on this, the decision was made to investigate exist-
ing historical applications, object detection concepts, image extraction and matching methodologies,
libraries, tools, and representative datasets.

1.1.1. Problem Analysis

Looking into existing historical applications, relatively little was found on applying image search and
retrieval in a historical context. This indicates research potential for developing an image search engine
for digital history. The results found include the search of reproductions of art through visual attributes
for historians [5] [6], detecting lost heritage in historical video material [7], word-image classification in
historical document collections [8] [9] [10], indexing expert image collections specifically on heritage
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2 1. Introduction

image datasets [11], the MARS (Multimedia Analysis and Retrieval System) used on images of ancient
African artifacts from the Fowler Museum of Cultural History at UCLA [12], and lastly the search for
artistic connections across cultures using image retrieval [13]. The specific application of using image
retrieval for improving historical research is most similar to [5] and [13]. Particularly [13] is interesting,
as it (i) finds pairs of semantically related artworks that span different cultures, media, and millennia, (ii)
builds on and improves current approaches in image retrieval, and (iii) has been implemented online.
However the algorithm distinguishes object media: objects may differ in material. Additionally, it uses
filters based on human interpretation to structure content, which is not of interest.

Zooming in on object detection, extraction, and matching; several important ideas, methodologies, and
concepts have been found. One of these is Content-Based Image Retrieval (CBIR): using color, shape,
and texture of one image to find similarities in another images [14]. Experiments were performed on
huge image databases and major performance increases were obtained after involving neural networks
[15]. Besides color, shape, and texture; according to [16], images with variations in viewing angle
should also be taken into account. However, the solution proposed in this paper does not provide
leverage because it requires labelling of data and object specification. In [17] a method is explained
on how to retrieve objects from a large corpus, and accomplishes this through improving the visual
vocabulary and incorporating spatial information into the ranking. This is an interesting approach to
improve speed in large amounts of data. However, using a visual vocabulary, a collection of visual
words which together can give information about the meaning of the image (or parts of it) [18], is out of
scope for this project. The 'image meaning’ should not be involved in the engine, because it inherently
puts human interpretation into the machine. This creates, although arguable, problems that this thesis
considers out of scope. Some of the problems are elaborated in the Program of Requirements 2 and the
paper written about the Ethics and Technology of search engines [19]. Methodologies to detect object
types within an image include both Standard (handcrafted) approaches and Deep Learning approaches

(151 [20] [21] [22].

Regarding image matching, two categories exist within the 'standard’ realm: template-based matching
and feature-based matching. Template matching is a machine vision technique that identifies parts of
an image that match a predefined template pixel by pixel. Advanced template matching algorithms
find occurrences of the template regardless of their orientation and local brightness [23] [24]. Feature
based matching is used when both source and template images contain more correspondence with
respect to features and control points [25]. Image features such as edges and interest points provide
rich information on the image content. These features are unique for each image and hence, help
in identifying the similarities between images. The features of an image are not affected by change
in size and orientation, and are therefore suitable to 'identify’ images that have been transformed in
some fashion. Additionally, this approach is more efficient if the image has a large resolution: Moving a
template image across a large source image, one pixel at a time, and repeating this process at different
scales is computationally expensive [25].

1.1.2. Problem Scoping and Bounding

The necessity of this project lies in the search for visual content in the increasing amount of digital
content. Nanetti explains in his paper [4] the need for a multilingual and trans-cultural approach to
decoding-encoding human experience and transmitting this to the next generations of humanity The
additionally of this project is the ability for historians and heritage stakeholders to find information and
starting points for research through exploration of visual content. Special care is taken to avoiding text
and ’image meaning’ as a way of describing an image. Additionally, the risks of not conducting such
research are, hypothetically speaking, loss of information and access to it across the globe.

The first objective is developing an image search engine for digital history, capable of retrieving images
from various databases (e.g. Wikipedia, Europeana) similar to the user input image. A second objec-
tive is to write theses that elaborate on the approaches and results of creating such an image search
engine. Additionally, business and ethics considerations will be included in separate documents and
presentations. The first objective is completed if the engine (i) extracts and matches images, (ii) can
retrieve images from image databases, and (iii) is not based on meta-data. The second objective is
completed according to the manual [26].

The constraints of this project are the 10 weeks of available time for both objectives, the use of only
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python related libraries or tools. Moreover, no object recognition and error feedback is implemented.

The parameters of the image search engine are the underlying thresholds used by the algorithm. These
can be used to improve or change the decision making of the algorithm on image similarity. Additional
parameters are keypoints and matches detected by the algorithm. These (can) differ per methodology
used. The parameters affect the key performance indicators: time, precision, recall, and (balanced)
accuracy.

1.1.3. Problem Statement

Based on the analysis, scoping, and bounding, the project has been split into investigating Standard
and Deep Learning methodologies. The following problem statement has been formulated for this
thesis:

To develop an algorithm in ten weeks that uses template or feature-based image retrieval to match
images in multiple formats.






Program of Requirements

The Program of Requirements elaborately defines the functionality of the image search engine. It
consists of key performance indicators (KPIs) and the conditions that apply to the development and
implementation of the image search engine for digital history. A distinction is made between mandatory
requirements, trade-off requirements, functional requirements, and non-functional requirements. The
full Program of Requirements is depicted in figure 2.1.

Mandatory requirements Trade-off requirements

Functional requirements Functional requirements

1. The system must find and return images that match to a

? . 14. The search time should be as low as possible
user input image

2. Image matching is based solely on image content

Non-functional requirements Non-functional requirements

3. The software must be written in the same language as 15. Precision should be as high as possible

the existing codebase of Engineering Historical Memory
16. Recall should be as high as possible
4. The software must be able to be inserted in the existing

codebase of Engineering Historical Memory 17. Balanced accuracy should be as high as possible
5. Out'qf all returned images, at least 80% must be true 18. The codebase should be structured clearly and
positives (precision > 0.8) documented in such a way that others can continue on
6. Out of all images that are supposed to be matches, at our work
0,
least 25% must be found (recall > 0.25) 19. The search engine should not be biased (should not
7. Balanced accuracy must be at least 70% include user feedback to improve the performance)
8. The software implementation must make use of libraries 20. The system should show how and why matches were
and functions free for academic use found
9. The system must accept the common image codecs jpg 21. The supported number of image formats should be as
and png high as possible

10. The system must support image files up to 10MB in size
11. The software must allow for parallel computing

12. The full implementation must be completed within 10
weeks by a group of 6 students

13. The software must be able to be tested on hardware
accessible to the group

Figure 2.1: General Program of Requirements

Its core functional requirements, shown as items 1 and 2, follow directly from the proposal document
and supervisor discussions. The qualities and attributes follow from discussion and existing literature.

5



6 2. Program of Requirements

Items 3, 4, and 8 account for further research by other scholars. Items 5, 6, and 7 are important for
performance measuring purposes. Items 8, 9, 10, and 11 limit the possible implementation, and items
12 and 13 specify the product-project relation. The trade-off requirements specify what is desired.
Item 14 follows from item 1 and 2 in a end-user perspective. Keeping the search time low will be
kept in mind during the project, but as this project focuses on the search algorithm ensuring its best
performance in terms of matching, time will be a more relevant constraint when EHM further develops
the actual search engine. Search time is also very dependent on the available compute power, when
writing these requirements it was reckoned that we would not have access to super computers and
would thus not 'worry’ too much if the compute time seemed unsatisfactory for the implementation in
a functional image search engine. ltems 15, 16, and 17 specify desired attributes for performance.
Item 18 supports, again, further research and development. Items 19 and 20 specify the desire for
transparency and understanding of underlying search engine decisions. This is especially important
when considering ethical concerns, such as the topics discussed in the ethics papers written by our 2
subgroups of this project [27] [19]. Item 21 supports items 1, 2, and 9. Requirements specifically for a
Standard approach are shown in figure 2.2. These items have been decided upon to limit the scope of
the project and are based on literature study and supervisor discussions.

Standard

Functional requirements

22. The algorithm must be based purely on mathematical formulae and/or models

Non-functional requirements

23. The algorithm musthave threshold values that can be adjusted to alter the performance

Figure 2.2: Standard Program of Requirements

The requirements specified are focused on the performance, creation, efficiency, and product handling.
Considerations about safety, environment, and cost are not included in the scope of this thesis due to
available time and resources. This directly implies that such considerations are open to research.
Ethical considerations are discussed in separate documents [27] [19] and includes concerns about
artificial intelligence and search engines.



Analysis of Existing Methods

In this chapter some of the existing methods to match images will be analyzed. The existing methods
can be divided in 2 categories. The first one being template matching, these methods look at the pixel
correspondence between a template and a source image. Secondly, the other methods will fall into the
category called feature matching. Methods in this category utilize more advanced ways of matching.
Each category consists of a huge amount of different implementations. This chapter will discuss the
most common implementations from the OpenCV Python library [28]. Section 3.1 will discuss some of
the template matching variants, the feature matching methods are discussed in section 3.2.

3.1. Template Matching

Template matching [29] is the most simple form of image matching where a template image [wxh] is
essentially dragged across a larger image [WxH] and for every position the pixel correspondence is
analysed. It is a very basic pixel-to-pixel matcher for which multiple techniques can be used to decide
how much the template pixels differ from the search image pixels in a given location. This thesis
analyzed the methods available in the OpenCV library, these methods are:

» A.1 SQDIFF [Square Difference]

» A.2 SQDIFF_NORMED [Square Difference Normalized]

* A.3 CCORR [Cross Correlation]

* A.4 CCORR_NORMED [Cross Correlation Normalized]

* A.5 CCOEFF [Correlation Coefficient]

» A.6 CCOEFF_NORMED [Correlation Coefficient Normalized]

The mathematical formulae of these convolutions can be found in appendix A.1.1. In the formulae I
denotes image, T template, and R result. The x and y represent the pixel coordinates (coordinates
[0,0] are the top left corner). The best matches are based on global minimums (with SQDIFF) or
maximums (with CORR or CCOEFF). To show this in practise, in figure 3.1 the left image has a very
bright spot which corresponds to the best match location of the template. An in-depth example of
template matching, including results, can be found in A.1.2.

It is inherent to the way template matching works that the template should be the exact size of the
occurrence in the image to be searched. This is problematic as it is not known how big the object in the
search database is beforehand. Therefore to match the template with an arbitrarily sized search image,
the template image will be resized up and down in many steps, and the template matching process
will be repeated for every size step. Downscaling and upscaling the image is not a very intensive
operation, but having to redo the template matching process for every size is a very computationally
intensive operation [25]. Also, preliminary tests of this technique have shown that even with a large

7



8 3. Analysis of Existing Methods

Matching Result Detected Point

Figure 3.1: Example template matching. Source: https://docs.opencv.org/

amount of different size scales tried, the template is still not always found for ’easy’ images. Code of
this preliminary test can be found in appendix G.

For this project the template matching variants are not suited. This project has the goal of finding
matching images that are not known beforehand. Template matching cannot achieve this as the tem-
plate image needs to be from the image that it is searching in.

3.2. Feature Matching

Template matching performs very well when templates have no strong fea-
tures within an image, since they operate directly on the pixel values. Our
dataset will not always contain the exact match, but instead contain dif-
ferent images, different viewing angles of an image, or rotations in the
points of interest. Therefore, a more advanced approach is needed to de-
tect the matches between images: feature matching. Image features such
as edges and interest point provide rich information on the image content. ¥
These features are unique for each image and hence, help in identifying
matches between images with similar features. The features of an image
will remain, even if there is a change in size, lighting, or orientation, so
the approach may prove further useful if the match in the search image is
transformed in some fashion. This approach is also more efficient to use if v
the image has a large resolution. An example of feature matching can be

found in figure 3.3. Feature extraction

Input images

Feature detection

e —

In figure 3.2 the basic pipeline for feature based matching can be seen.
In the first step, two pictures will be taken as the input for the algorithrm. ——¥
Secondly, the points of interest (keypoints) will be determined. This can
be done with three different methods: ORB, SIFT, or SURF. These three | Feature matching
methods will be discussed in the sections 3.2.1, 3.2.2, and 3.2.3. In the \ J
third phase the descriptors are determined. The information that a descrip-
tor contains, depends on the feature detection method. Descriptors contain
the data from the pixels around each interest point. During the fourth step
the feature matching will be performed between the descriptors of both im-
ages. The features can be matched using Brute-Force or FLANN matching.
These methods will be discussed in sections 3.2.4 and 3.2.5. Finally in the
decision step, it will be decided whether the pictures form a match. In order Figure 3.2: Basic pipeline fea-
to do this, different thresholds need to be determined [25]. ture matching

Decision
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Figure 3.3: Example feature matching

3.2.1. ORB

The first feature detection method that is analysed is the 'Oriented FAST

and Rotated Brief’ (ORB) method. The ORB method builds on the FAST

(Features from Accelerated Segment Test) keypoint detector and the BRIEF (Binary Robust Indepen-
dent Elementary Features) descriptor [30]. The FAST keypoint detector is a corner detection method,
which could be used to extract feature points. The main advantage of FAST is the computational effi-
ciency [31]. BRIEF is a fast and robust local feature detector. It uses simple binary tests between pixels
in a smoothed image patch [32] [33]. BRIEF has proven to be robust to lighting, blur, and perspective
distortion. However, it is very sensitive to in-plane rotation [30]. In order to solve this, ORB has a ro-
tation matrix which is computed using the orientation of the keypoints and then the BRIEF descriptors
are steered according to the orientation.

The ORB method uses a multiscale image pyramid, this pyramid consists of sequences of images all
of which are versions of the same image at different resolutions. Each level in the pyramid contains
the down-sampled version of the image at the previous level. Once ORB has created a pyramid it
uses the FAST algorithm to detect keypoints in the image. By detecting keypoints at each level ORB is
effectively locating key points at different scales. After locating keypoints ORB assigns an orientation
to each keypoint depending on how the levels of intensity change around that keypoint. For detecting
intensity change ORB uses an intensity centroid. The intensity centroid assumes that a corner’s in-
tensity is an offset from its center, and this vector may be used to impute an orientation. BRIEF takes
all keypoints found by the FAST algorithm and converts them into a binary feature vector so that this
vector represents an image (or rather, its keypoints). The binary feature vector, also know as a binary
feature descriptor, is a feature vector that only contains ones and zeroes. In BRIEF, each keypoint is
described by a feature vector, a bit string of 128 up to 512 bits [30] [34] [35].

3.2.2. SIFT

The second feature based method that will be discussed is SIFT (Scale-invariant feature transform),
which was designed by David Lowe to resolve image rotation [36] [34]. The SIFT method for the
detection of features in images uses a transformation of the image into a large collection of feature
vectors, each of which is invariant to image translation, scaling, rotation, partially invariant to illumination
changes, and robust to local geometric distortion [37]. The SIFT algorithm has 4 basic steps:

Firstly, a scale space extrema using the Difference of Gaussian (DoG) is estimated. ' Secondly, key
locations are defined as maxima and minima of the results of differences of Gaussian. Besides this,
low-contrast candidate points and edge response points are discarded. Above that, dominant orienta-
tions are assigned to the localized keypoints. These steps ensure that the keypoints are more stable for
matching and recognition [38]. Thirdly, each keypoint is assigned one or more orientations based on
local image gradient directions. This is the key step in achieving invariance to rotation as the keypoint
descriptor can be represented relative to this orientation and therefore achieve invariance to image
rotation [37]. In the last step the descriptors are computed. The image gradient magnitudes and orien-
tations are sampled around the keypoint location. For this the scale of the keypoint is used in order to
select the level of Gaussian blur for the image. In order to achieve the orientation invariance, the coor-

"Difference of Gaussians (DoG) is a feature enhancement algorithm that involves the subtraction of one Gaussian blurred version
of an original image from another. [36]
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dinates of the descriptor and the gradient orientations are rotated relative to the keypoint orientation.
The magnitudes are further weighted by a Gaussian function with o equal to one half the width of the
descriptor window [39].

An extra advantage of the SIFT method is the thresholding process. By setting a threshold, all matches
whose distance ratio is greater than this threshold value will be rejected. This will eliminate false
matches, but possibly also correct matches [37].

3.2.3. SURF

Speed Up Robust Features (SURF) is essentially a speeded-up version of SIFT [40]. The SURF algo-
rithm is based on the same principles and steps as SIFT; but specifics in each step are different [41].
Where SIFT calculates the extrema of the Difference of Gaussians applied to the scale space, SURF
approximates this with box filters based on the Hessian matrix (Eq. 3.1) at scale ¢. The inputs of the
Hessian matrix are the convolutions of the second-order derivative of Gaussian. These inputs are called
the Laplacians. Instead of Gaussian averaging the image, squares are used for approximation since
the convolution with squares is much faster if the integral image 2 is used. Furthermore, this process
can be done in parallel for different scales, making it appealing in terms of compute power utilization
[34]. The feature descriptor in SURF uses a BLOB 2 detector which is based on the same Hessian ma-
trix to find the points of interest. The determinant of the Hessian matrix is used as a measure of local
change around the point and points are chosen where this determinant is maximal [41]. The descriptor
will provide a unique and robust description of an image feature. For example by describing the inten-
sity distribution of the pixels within the neighbourhood of the point of interest. The dimensionality of the
descriptor has direct impact on both its computational complexity and point-matching robustness/accu-
racy. A short descriptor may be more robust against appearance variations, but may not offer sufficient
discrimination and thus result in too many false positives [41]. A neighborhood around the key point is
selected and divided into subregions and then for each subregion the wavelet  responses are taken to
get the SURF feature descriptors. A simple rectangular Haar-like feature can be defined as the differ-
ence of the sum of pixels of areas inside the rectangle, which can be at any position and scale within
the original image [45]. The sign of Laplacian which is already computed in the detection is used for
underlying interest points. The sign of the Laplacian distinguishes bright blobs on dark backgrounds
from the reverse case. In case of matching, the features are compared only if they have same type of
contrast (based on sign) which allows for faster matching [34].

H(x’y’o.) — Lxx(x'yra) ny(x’yio-) (31)
ny(x: y,0) Ly, (x,y,0)

3.2.4. Brute-Force

As soon as the features are extracted, the calculated descriptors of each image should be compared for
matching. One of the methods for this is Brute-Force (BF) matching. The BF method is straightforward
and relies on trying every option rather than advanced techniques [46]. While the Brute-Force search
is simple to implement and will always find a solution if it exists, implementation costs are proportional
to the number of candidate solutions, thus the more descriptors there are the longer it takes. The main
disadvantage of the Brute-Force method is that, for many real-world problems, the number of natural
candidates is prohibitively large. This makes it a rather slow method [47].

3.2.5. FLANN

A faster alternative to BF is FLANN (Fast Library for Approximate Nearest Neighbours). This approach
offers an approach which significantly speeds up the computation, at the price of only being able to
guarantee that the results are approximations. The FLANN matcher will only try a specified number of
options, instead if trying all of them [48] [49].

2The entry of an integral image Iy (x) at a location x = (x, y) represents the sum of all pixels in the input image I of a rectangular
region formed by the point x and the origin, with I5;(x) = Si=g Zi=3 I(i, j). With I5;(x) calculated, it only takes four additions to
calculate the sum of the intensities over any upright, rectangular area, independent of its size. [42]

3Methods that are aimed at detecting regions in a digital image that differ in properties. [43]

4A wavelet is a wave-like oscillation with an amplitude that begins at zero, increases, and then decreases back to zero. [44]
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3.2.6. Recap

This section discussed some of the OpenCV feature matching methodologies. For the application of
an image search engine, feature matching seems to be the better solution in terms of matching. Still
there are 6 possible feature matching combinations that could be implemented. In the remainder of
this thesis the choice regarding the best combination will be based on the program of requirements 2,
research into their performance, and the results from testing 5.

According to research done by E. Karami, S Prasad, and M. Shehata; ORB is the fastest algorithm
while SIFT performs the best in most scenarios. The results are based on testing the algorithms on
images with varying intensity, rotation, scaling, fish eye distortion, and the addition of noise [34]. As it
was stated in the program of requirements that performance is preferred over speed, SIFT seems to
better suit our application. The higher performance of SIFT is mainly due to the filtering of qualitative
matches. The performance of SURF comes close to that of SIFT but performs significantly worse on
noisy images [34] [50].

Secondly, a decision on the matcher has to be made. This decision is based on the same trade-off
requirement. As the best performance is preferred, it is clear that the BF matcher will be best suited for
this application. Therefore the decision is made to continue with the SIFT-BF method, as this should
result in the best performance.

In order to validate this hypothesis, tests will be performed on 3 different combinations. These tests
will focus on ORB extraction with the Brute-Force matcher and the SIFT extractor with both matchers.
SUREF is disregarded as this does not offer any advantages according to the program of requirements
for this application. AS ORB is expected to have alower performance, it will not be tested in combination
with the FLANN matcher.






Design Process

Deciding on an algorithm to be used can be quite a challenge. The current state of the industry is that
the most modern solutions outperform older technologies by a long shot. It follows that even though the
newer technologies potentially perform better, code implementations of these algorithms are sparsely
available, still in the proof of concept phase, or not available all together. Therefore it was decided to
not implement these new algorithms from scratch, but to use readily available and tested libraries to
bring this project to a timely end. The analysis in chapter 3 has shown some of these available OpenCV
methods.

In this chapter the process of designing the algorithm for the search engine is described. First a descrip-
tion will be given into how images can be prepared so that they can be optimally searched. Followed
by this, some different implementations of the methods mentioned in chapter 3 are discussed. Each
implementation will be discussed using snippets. The full code of the final implementations can be
found in Appendix H. The results of these implementations will be discussed in chapter 5. Besides this,
this chapter covers the indexing of the database and multithreading.

4.1. Pre-Processing

Images in a real-world databases will almost always vary in size and resolution. The search engine
designed in this thesis should be able to process all of these images. Historic images often have a very
high resolution to retain as much detail as possible and because they are often made in a professional
setting. Take for example a universities collection of maps, these images will be in a very high resolution
to allow scholars to study the map thoroughly.

The SIFT algorithm takes a very long time to extract features from High resolution images, and thus
requires a relatively large amount of memory in the process. For this reason all "large” images which
are contained in the search database are downscaled before features are extracted. Code was written
which takes an image and downscales it so that the largest axis has no more than 3000 pixels while
retaining the aspect ratio of the image. If for example an image was provided of 5000x2000 pixels, it
will be downscaled to 3000x1200 pixels. This code can be found in appendix B.

4.2. Feature Extraction

This section will explain the implementation of a SIFT and ORB feature extractor. First, the ORB
implementation will be discussed since this is the more basic version. Afterwards, the feature extraction
using SIFT will be explained.

ORB
(part of) The ORB feature extraction code is show below.

Listing 4.1: ORB feature extraction
orb = cv2.0ORB_create ()

13
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keypoints1, descriptors1
keypoints2, descriptors2

orb.detectAndCompute (img1, None)
orb .detectAndCompute (img2, None)

In the first line of code the ORB detector object is created. The function ’orb.detectAndCompute’ will
detect the keypoints and calculate the descriptors around these point of interests. This function takes
two input parameters. The first input will be the image and the second parameter is the mask. The
mask parameter can specify where to look for keypoints [51]. This is set to none, since this is image
dependent. The resulting keypoint array will consist of the following information:

» Coordinates of the keypoints.
» Diameter of the meaningful keypoint neighborhood.

+ Computed orientation of the keypoint (-1 if not applicable); it's in [0,360) degrees and measured
relative to image coordinate system (y-axis is directed downward), i.e in clockwise.

» The response by which the most strong keypoints have been selected. Can be used for further
sorting or subsampling.

* Octave (pyramid layer) from which the keypoint has been extracted.
» Object class (if the keypoints need to be clustered by an object they belong to).

The descriptor array consists of the computed descriptors. Each descriptor is a 32-element vector
making the total size of the descriptor array keypoints - 32 [52] [53].

SIFT

The code for a SIFT feature extractor looks very similar to that of ORB. In the first step a SIFT object is
created. Followed by the search for keypoints and computation of the corresponding descriptors, using
the same detectAndCompute function. The keypoints that result from this function for SIFT contain the
same kind of information as for ORB. With SIFT however, the descriptors are a 128-element vector,
this results in a descriptor matrix of keypoints - 128. The code is listed below.

Listing 4.2: SIFT feature extraction
sift = cv2.SIFT_create ()

keypoints1, descriptors1
keypoints2, descriptors2

sift.detectAndCompute (img1, None)
sift .detectAndCompute (img2, None)

4.3. Feature Matching

As shortly described in chapter 3 there are two ways of matching: BF and FLANN. Firstly, the imple-
mentation of BF matching is discussed, followed by the implementation of FLANN.

Brute-Force
The code snippet for the Brute-Force matcher can be found below.

Listing 4.3: BF feature matcher

bf = cv2.BFMatcher()
matches = bf.Match(descriptors1, descriptors2)

The first step in Brute-Force matching is creating the Brute-Force object 'bf’. The function’cv2.BFMatcher’
consists of two optional parameters. The first one is the 'normType’ that specifies the distance between
features as a measurement of similarity. By default this is set to '’cv.NORM_L2’ which is suited for SIFT
and SURF. For binary string based descriptors like ORB 'cv.NORM_HAMMING’ should be used. The
Hamming distance is defined as the number of bit positions that are different between bit strings of
equal lengths. The second parameter is the Boolean variable ’crossCheck’, which is false by default.
If it is true, the matcher returns only those matches with value (i, j) such that the i-th descriptor in set
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A (descriptor image 1) has the j-th descriptor in set B (descriptor image 2) as the best match and vice-
versa. That means that the two features in both sets should match each other. That is, the two features
in both sets should match each other. It provides consistent result [52] [53].

Once the object is created there are two different methods for matching. These are 'BFMatcher.Match()’
and '‘BFMatcher.knnMatch()’. The first one returns the best match, whereas the second method returns
'k’ best matches. The 'k’ can be specified as an input parameter. For this implementation only the best
match is used, and therefore 'BFMatcher.Match()’ is used in this code snippet [52] [53]. A sample of
the

FLANN
The code snippet for the FLANN matcher can be found below.

Listing 4.4: FLANN feature matcher

FLAN_INDEX_KDTREE = 0
index_params = dict(algorithm = FLAN_INDEX KDTREE, trees=5)
search_params = dict(checks=50)

flann = cv.FlannBasedMatcher(index_params, search_params)
matches = flann.knnMatch (descriptors1, descriptors2, k=2)

Before being able to create the FLANN object, two dictionaries that specify the algorithm to be used
have to be passed on.

The first one is the ’index_params’ dictionary. This will create a dictionary algorithm by passing the
'FLAN_INDEX_KDTREE’ into 'index_params. The second input to the 'index_params’ dictionary is the
number of trees. For a SIFT or SURF implementation this is equal to 5 trees. The ’index_params’
dictionary looks a bit different for ORB, as this is binary based [52] [53]. It should be defined as follows:

Listing 4.5: FLANN feature matcher for ORB

index_params= dict(algorithm = FLANN_INDEX KDTREE,
table_number = 6, # 12
key_size = 12, # 20
multi_probe_level = 1) #2

Secondly the 'SearchParams’ dictionary is specified. This specifies the number of times the trees in the
index should be recursively traversed. Higher values will result in a better precision, but also take more
time to compute. After creating the FLANN object using the ‘'FlannBasedMatcher’ function, the matches
can be calculated using ‘flann.knnMatch’, which will calculate the 'k’ nearest neighbour matches [52]

[53].

4.4. Decision Making

After retrieving the data of the matches as explained in the sections before, it is time to make a decision
whether the two input images can be regarded as a match or not. The processing of the array of
matches differ between ORB and SIFT. This section will explain the decision making part of the code
for both implementations. An important note is that for the decision matching methodology does not
matter.

ORB

The processing of the ORB matches is quite basic. Since ORB does not offer any possibility of filtering
the quality of matching, the array of matches will just be sorted from low to high based on the distance
that the matcher gave to the match. The code will look as listed below.

Listing 4.6: ORB decision
matches = sorted (matches, key=lambda x:x.distance)
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distant = []

for i in range(30):
single = matches[i]
distant[i] = single.distance

The sorted function will sort the matches from low to high. This function has one required parameter,
which is the matches. Furthermore, it has two optional parameters: reverse and key. The reverse
input can either be true or false (default). If it is set to true the sorted list is reversed. The key input
will serve as a key for the sort comparison. For this application the key is set to 'lambda x:x.distance’.
This will return the sorted list containing the items from the matches [52]. After sorting the matches, an
array containing the distances of the best 30 matches is created. Using the distances from this array,
a decision can be made whether 2 images match or not.

SIFT

Processing the matches from SIFT is somewhat more advanced, as it has the possibility of validating
the quality of the matches. This can be done using David Lowe’s ratio test [36]. The code for this looks
as follows:

Listing 4.7: SIFT decision
good = []

for m,n in matches:
if m.distance < 0.6*n.distance:
good . append ([m])

In this for-loop all matches with a distance ratio greater then 0.6 are rejected. The 0.6 was arbitrarily
chosen by Lowe [51] [37]. To decide whether a combination of two images match or not, a percentage
of the number of qualitative matches is used. This is calculated as follows.

Listing 4.8: Decision percentage

perc = len(good)/len(matches)

This means that in order to decide whether a set of two images form a match there are three threshold
values to adjust:

1. The distance ratio
2. A minimum percentage of qualitative matches ’perc’
3. A minimum number of qualitative matches ’len(good)’

The threshold values can be chosen arbitrarily, but for this project it has been decided to perform a
Monte Carlos analysis to determine the best values. The decision of these values have a huge impact
on the results of the algorithm. In order to decide which values are the best, three performance variables
are calculated for each possible threshold combination: balanced accuracy, precision, and recall. The
algorithm should provide an option which is ideal for all three parameters. The code written for this
can be found in the appendix C. The code takes as an input a CSV file containing arrays with the
distance ratio’s between two images and a label whether it should be a match or not. The function will
analyze the balanced accuracy, precision, and recall for all possible thresholds. For each percentage to
decide whether two images match, the function will search for optimum values for balanced accuracy,
precision, and recall. This is done by looping through a minimum number of qualitative matches and
the decision threshold that decides which ratio’s are qualified as a good match.

4.5. Indexing the Search Database

As the extraction of features is a rather slow process [34], an index can be created to store the keypoints
and descriptor of each image beforehand. Due to this, features have to be extracted only once which
will speed up the process extensively.
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A hurdle is the saving of the datatype in which the feature descriptors of the image are stored. In the
used code the feature descriptors are stored as numpy matrices, but in a simple file format you want
to store an ASCII representation of this data. It is also undesirable to store the data in a format which
requires more compute power to convert it back into a numpy array. It was therefore chosen to use the
Python Pickle library to convert the numpy format into ASCII which can be sorted in a CSV file. Code
for this serialization and deserialization can be found in appendix D.

4.6. Multithreading

Modern CPU’s have multiple CPU cores in them, but simple programs only use a single core by default.
To make the search engine faster, it should use all the cores available. A program can run code on
multiple cores by splitting itself up into multiple "threads”. Using multiple threads has the benefit of
running parts of the code consecutively, thus increasing speed. Every thread is a child of the original
program, and every child thread gets its jobs from the main thread. For the purposes of this thesis
the Python library concurrent.futures. ThreadPoolExecutor was used. This library allows the program
to queue up a large amount of work, in which the threads take a job when they are finished with their
current one. The 'ThreadPoolExecutor’ puts all worker threads in a pool, which are now ready to accept
jobs. The main thread will schedule all images to be looked through in a queue, the worker threads
take a job from the queue when they are done finishing their previous image. This is done until the
queue is cleared. To queue all the jobs and start all the threads the following code is used:

import concurrent. futures

with concurrent.futures.ThreadPoolExecutor(max_workers=10) as executor:
executor.map(thread_function, jobs)

In which the thread_function is the function which the thread will execute, and jobs is a list of jobs for
the thread function to execute. The parameter max_workers defines the amount of (worker)threads,
which is chosen to be 1.5 times the amount of cores available.

An issue in multithreaded programs is the use of shared resources. A thread needs a place to write its
results to, and other threads should not write to the same resource at the same time to prevent race
conditions. Therefore the principle of locks is used. When a thread wants to output its results to a
shared resource it acquires the lock and releases the lock when its done with the resource. When a
different thread tries to do the same it will see the lock is used and wait for it to be released by the
original thread, thus preventing race conditions.

In the case of the search engine implementation several CSV need to be written by different threads.
The code for only allowing a single thread to write at the same time is as simple as:

import threading

write_lock = threading.Lock()
def write_row(data):
logging .debug(’ Waitingforcsvillock )
with write_lock:
logging .debug(’ Writingcsv )
csvWriter . writerow (data)
logging .debug(’csvOwriteJdone’)






Testing and Results

To check the functionality of the implemented combinations, it is important to run multiple tests. For
the tests, two datasets were created. The first dataset contains a small set of images which are mostly
meant to test basic functionality of the algorithms. The 3 different implementations will be tested on this
dataset. The best performing algorithm will be optimised for the second dataset. The second dataset is
meant to test very difficult cases, but also to test on a wide variety of images. Before discussing these
tests, this chapter will discuss the used hardware. This chapter is concluded with a comparison with
the results of the Deep Learning approach

5.1. Compute Hardware

The systems developed in this thesis do require quite the compute power to search through datasets.
Especially unoptimised feature extracting (SIFT and SURF) takes a very long time to run. Optimisa-
tions such as indexing and downscaling have been developed to make the runtimes within boundaries.
Further optimisations definitely need to be taken, which is also addressed in the discussion 6 of this
thesis.

The authors of this thesis originally used Google Collab to collaborate on code and have a free compute
instance to run CPU and GPU jobs. Google Collab is good for in initial prototypes, but as soon as
work needs to be done by multiple people at the same time the caveats quickly become apparent.
Google Collab does not support multiple people editing the notebook at the same time. An alternative
is Deepnote, which gave the authors more flexibility and collaboration tools. The results that will be
presented in this chapter, have been run on the Deepnote server.

5.2. Dataset Tests

This section will discuss the results of the performed tests on the datasets. Both datasets can be found
at: [54].

5.2.1. Basic Functionalities Test

The first dataset consists of 6 needles that are searched for in a haystack of 27 images. Each needle
image has 3 matching images in the haystack. One of these 3 matches is chosen extra difficult. The
different needles are 6 different historical artifacts that have different features. On this dataset three
methods will be tested and evaluated. The methods that are evaluated are ORB-BF, SIFT-BF, and
SIFT-FLANN.

The decision whether the ORB-BF combination results in a match will be based on the mean of the
first 30 matches. If the mean is below 40, the algorithm will match the images. The threshold values
for both SIFT implementations have been set equally. The distance ratio threshold is set to 0.6 (just
as Lowe did [36]). The percentage of qualitative matches should be at least 1% in order to match. For
this case no minimum number of matches is specified.
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ORB-BF
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Figure 5.1: Confusion matrices of first dataset

The results of each method can be seenin figure 5.1 and table 5.1. Form the results it can be concluded
that ORB-BF has the worst performance in terms of precision, recall, and balanced accuracy. The main
cause of this is the lack of filtering non-qualitative matches, as the algorithm always bases its score
on the 30 best matches. This may not always result in a qualitative decision. On the other hand the
ORB-BF is much faster than the other two methods. Both SIFT methods score maximal on precision.
Due to the filtering of matches, the algorithm returns no wrong image-matches. The BF matcher has a
higher recall and therefore higher balanced accuracy. This is due to the fact that the BF matcher checks
all options, and FLANN does not. This has resulted in a small time difference. The times are measured
of the run on the Deepnote server. As the dataset was stored in Google Drive, an unknown portion of
this time goes to retrieving the image from google Drive. As according to the program of requirements
performance goes over time. The SIFT-BF method meets the balanced accuracy requirement while
the SIFT-FLANN method does not. The conclusion can be made that SIFT-BF is the best method for
this application.

Precision | Recall | Balanced Extraction| Matching | Total

Accuracy time (s) time (s) time (s)
ORB-BF 0.45 0.28 0.62 0.10 0.01 0.12
SIFT-BF 1.00 0.50 0.75 1.69 1.94 3.62
SIFT-FLANN | 1.00 0.33 0.67 1.72 1.17 2.89

Table 5.1: Results of tests on dataset 1 using different methods with default thresholds

5.2.2. Complete Functionalities Test

The second data set was created to test very difficult use cases, but also to test on a wide variety of
images. The data set contains 184 images and consists of low and high resolution images, detailed
and undetailed images, blurred images, and images with different lighting conditions. On top of that,
this dataset contains a number of random images from Wikipedia to check the functionality on those
images. This results in 25140 unique comparison combinations. In order to achieve the best possible
functionality of the algorithm, the thresholds will be optimized using this dataset. The threshold code
as explained in section 4.4 will be used for this. As an input a comma-separated values file (CSV)
containing all distance ratios from each combination from the second data set is taken. Running the
code has resulted in values for an optimal balanced accuracy, precision, and recall. The results are
presented in figure 5.2 and table 5.2.

In the table 5.2 the results of the optimization are shown. The table contains the precision, recall,
balanced accuracy, maximum value for the distance ratio, minimum number of qualitative matches,
and the minimum percentage of qualitative matches. Each row contains the values for the optimized
results of one parameter. The values for a maximal precision seem to be the best values. This row
is the only one containing values that meet the requirements stated in the program of requirements 2.
Therefore the algorithm will be implemented with these threshold values.

According to these results the recall is still quite low (35%). As can be seen, a recall of 1 is possible, but
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Figure 5.2: Confusion matrices of second dataset after optimising
Precision | Recall | Balanced Ratio Threshold Minimum | Min %
Accuracy Matches
Best Balance 0.078 0.523 | 0.737 0.6594557239209874 | 5 0.009
Best Precision | 1.00 0.352 | 0.728 0.5519978894151195 | 21 0.037
Best Recall 0.010 1.00 0.512 0.8036316693804482 | 2 0.003

Table 5.2: Results threshold optimization

this will influence the precision drastically. The fact that not all matches are found lies in the threshold
values. High quality pictures have a high number keypoints, whereas low quality picture have a small
amount of keypoints. If these two images should match, the minimum percentage of qualitative matches
is not reached due to the large difference in keypoint amounts. Lowering this percentage makes it
easier for false matches to be matched as well, as they also score a very low percentage of qualitative
matches.

An analysis was also done how the precision-recall curves and the balanced accuracy is influenced by
changing the threshold parameters. Precision-recall curves show the trade off between the fraction of
relevant instances among the retrieved instances (precision) and the fraction of relevant instances that
were found (recall) for a varying parameter. Thus it can for example be shown that when a parameter
is chosen too high the precision will increase, but the recall will worsen.

With the already calculated optimum values for the three parameters, the precision-recall curves and
the balanced accuracy are calculated one by one by varying a single parameter and keeping the other
parameters in their optimum. This gives an indication what the effect is of varying every parameter
individually. The precision-recall curves can be found in figure 5.3. From the Precision-recall curves it
can be seen that the optimal values calculated are indeed a point on the curves in which the precision
is near 1 and the recall is thus slightly lower. It is useful to note that if the requirement of a precision of
1 is even slightly lowered, the recall rate increases greatly. For example in figure 5.3a the requirement
of a precision of 1 does mean that quite some images are missed, the recall rate is only 25%, but if
the precision is 80% the recall rate jumps up to 35%. For the purposes of a search engine however, a
precision close to 1 is desirable to ensure that the results are useful to the user.

Furthermore the relation between varying every parameter and the balanced accuracy is analysed.
The balanced accuracy takes the amount of false positives and the amount of false negatives into
account, and can be seen as a performance metric for the database. For every subfigure in figure 5.4
a parameter is varied and the resulting balanced accuracy is plotted. The parameter "Minimum amount
of matches needed” does not influence the balanced accuracy much, but an optimum was found at 21.
The other two parameters: "Keypoint threshold” and "Match ratio threshold”, do have significant effect
on the balanced accuracy.

5.3. Wikipedia indexing

To test the indexing functionalities, an index was created from Wikipedia images (Wikimedia). Wikipedia
provides a free to use API with an endpoint to query all images of Wikipedia [55]. An implementation
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Figure 5.5: Confusion matrices comparison

was written which downloads images obtained from the API, extracts the features of the downloaded
images, and saves the descriptors required for later matching in a CSV file as explained in 4.5.

The indexing itself resulted in a great reduction in search time. To search for an image in the CSV file
the steps required are as follows:

+ Extract features of the query image

» Foreveryimage in the index load their features (descriptors) and execute the Brute-Force matcher
to find matches between the features of the query image and the database image

+ Sort all the images which are a match by how good a match they are.

A sample index was created containing over 40.000 images from Wikipedia, which resulted in a database
size of 20GB. This brings the average storage required per image to an average of 0.5 MB. A small
sample of the indexed images can be found in appendix E.

Searching through an indexed database thus requires only a single feature extraction run. In the case
of the Wikipedia index a test was run using a query image 300x167 pixels. This image took a total of
490 seconds to look through the full index of the 40.000 images in the set. This brings the average
time it takes to match to 12 ms per image. Code for searching through and generating the index can
be found in appendix F

5.4. Result Comparison Deep Learning

This thesis Image Search Engine for Digital History: Standard Approach is part of the project suggested
by J. Dauwels. As part of this project, two subgroups were created: Standard approach and Deep
Learning. Due to the fact that the research presented in this (and the Deep Learning) thesis will be
used to further the Engineering Historical Memory project, it would be useful for EHM if the results
of these two approaches are comparable. For the comparison a dataset consisting of 159 images
was created. These images are related to historical artifacts, but the images chosen are somewhat
more difficult then the second dataset (section 5.2.2). It consists of more images with higher quality
and detail. A link to the dataset can be found here: [54]. The Standard approach algorithm uses the
optimised thresholds from section 5.2.2.

Bal. accuracy | Precision | Recall | Total time (s)
Standard approach | 0.569 0.997 0.139 | 3.62
Deep Learning 0.710 0.958 0.424 | 36.2

Table 5.3: Results comparison

The results can be seen in figure 5.5 and table 5.3. From the result two things can be concluded: (1)



24 5. Testing and Results

the accuracy of Deep Learning is better than that of the Standard approach, (2) the Deep Learning
algorithm takes considerably longer to match a single image. The lower recall is mainly caused by the
lower performance of the Standard approach algorithm. As explained in section 5.2.2 the algorithm
has trouble with matching images with high quality to an image with relatively low quality. The Deep
Learning approach scores significantly better due to it's ability to better match such images. On the
other hand, comparing the total times shows that the Deep Learning algorithm is a rather slow method.
An important note is that the times are for 1 CPU core. If multithreading is used, both times will be sped
up extensively. As the program of requirements of this thesis states, accuracy is more important than
the speed at which images are searched for. However seeing as this research is part of a bigger project
commissioned by EHM, EHM might consider having time constraints weigh more in their Program of
Requirements.



Discussion and Conclusion

This thesis has discussed the implementation and working of different feature matching methods. After
extensively analysing these methods, SIFT-BF performed best for this application. The main advantage
of the SIFT-BF implementation is the extremely high precision of 1, due to which it can be guaranteed
that the algorithm will give qualitative results if a match is found. Still the recall was quite low (35%),
even though this value meets the program of requirements, this may be improved to achieve a better
performance.

If the requirements of chapter 2 are evaluated, the SIFT-BF method has proven to meet all of these.
The results that are presented in chapter 5 show that a precision of 1.0, a recall of 0.35 and a balanced
accuracy of 0.73 can be achieved by optimizing the parameters. Besides this, the code is written in
python in order to connect with the existing code of EHM. On top of that SIFT-BF can be implemented
with OpenCV and is therefore free for academic use. The second dataset consisted of images larger
then 10 MB, which resulted in the high number of keypoints. Due to the resizing images bigger then
10 MB can also be processed.

6.1. Further Work

In order to improve the functionality of the algorithm, some other options can be analysed. For exam-
ple analyzing the possibility of implementing the code in C using the OpenCYV library in C in order to
speed up. As OpenCV codes are original written for C, and will therefore work faster in a C environ-
ment. Another advantage of C might be the possibility of using GPU support, which can speeds up
the functionality enormously. The Python version of OpenCV does not support some required GPU
functionality, but the C implementation does.

Secondly, to minimize the storage for indexing, it could be possible to store the keypoints and compute
the descriptors instead of saving the descriptors. Also the efficiency in storing the data should be further
researched. Ideally a format is required which takes up the least amnount of space, but which can be
decoded the fastest.

Also this thesis has not researched the disadvantages of down-scaling large images, as no large com-
puting power was available. For new research it might be interesting to research the effects of down-
scaling and decide whether the obtained speed up is worth the loss in details.

Finally, more research can be done in the decision making for matching. In this thesis the difference in
number of keypoints between two images is disregarded. This may influence the resulting percentage
of qualitative matching. For example ifimage 1 has an extreme high quality with 20.0000 keypoints and
image 2 is of low quality and only has 80 keypoints, it is impossible to achieve a reasonable percentage
of qualitative matches. New research could dive into other ways of matching to also retrieve these
edgecases. At the moment of writing, not much research has put into this.
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Examples of Algorithms

A.1. Template Matching

A.1.1. Formulae

The formulae for the different comparison methods within template matching, as described in chapter
3, can be seen in equations A.1 through A.6, where equations A.7 and A.8 explain the variables present
in equations A.5 and A.6.
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Figure A.1: A picture of Max Verstappen and a smaller template of his helmet [56]

A.1.2. Example

In this appendix an example is shown with template matching an image of Max Verstappen’s helmet
within the original image A.1. The template matching algorithm implemented in OpenCV return the
pictures in grayscale with a box around the best match (this box is the same size as the template
image). As can be seen in the images below A.2 through A.7, not all comparison implementations
return the same and/or correct result. Repeating this example with a picture of Messi as stated in the
example [29] also shows that not all implementations return the same and/or correct result.

A.2. SIFT Feature Extraction

In this example we will show how the SIFT algorithm extracts and defines features in an image according
to [51]. As input image we will be using a picture of Albert Einstein A.8. A visual interpretation of the
steps described below can be seen in images A.9 through A.16.

1. Doubles the width and height of the input image using bilinear interpolation [57]
2. The image is then blurred using Gaussian convolution [58]

3. Further convolutions are applied to the image in 5 steps with increasing standard deviation, these
6 images together are then called an octave

4. The antepenultimate (second from last) image in the convolution ’'sequence’ is downsampled and
starts a new octave

5. Repeat steps 3 and 4 until the antepenultimate can no longer be downsampled, we have created
a scale space

6. For each pair of horizontal adjacent images it calculates the difference of Gaussians [59] for the
individual pixels (we go from 6 images per octave to 5)

7. Pixel values are compared with its 26 neighbor pixels (8 pixels directly around it in the same
image and 9 pixels in the images left and right) and local maxima and minima are detected (we
go from 5 images per octave to 3

8. Local minima or maxima with a low absolute value are discarded

9. ??7? Deze is nog vaag ??? Discrete coordinates of the extrema are refined by approximating the
quadratic Taylor expansion of the scale space function ' and calculating its extrema

10. Remove extrema which lie on edges by comparing the principal curvatures [60] of the scale space
function at the corresponding location

11. Assign each remaining point its reference orientation by approximating the gradient, using finite
differences [61], of each pixel in a square patch around the point

- Points without enough neighboring pixels or without a dominating orientation are discarded

12. Calculate the gradient distribution of neighboring pixels to the point, this time with a circular patch
and the coordinate system rotated to match the previously obtained reference orientation

Scale space function is seeing an entire octave as a continuous space with three dimensions: the x and y coordinates of the
pixels and the standard deviation of the convolution
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ov. TM_CCOEFF

Matching Result Detected Point

Figure A.2: CCOEFF

ow.TM_CCOEFF_NORMED

Matching Result Detected Point

Figure A.3: CCOEFF_NORMED
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ow.TM_CCORR

Matching Result Detected Point

=4

‘ L T ¥
| :"'

ow.TM_CCORR_NORMED

Figure A.4: CCORR

Matching Result Detected Point

Figure A.5: CCORR_NORMED
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ow. TM_SQDIFF

Matching Result Detected Point

Figure A.6: SQDIFF
ov. TM_SQDIFF_NORMED

Matching Result Detected Point

Figure A.7: SQDIFF_NORMED
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Figure A.8: Albert Eingstein [62]
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Figure A.9: Steps 1 through 5

Figure A.10: Step 6
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Figure A.12: Step 8



A.2. SIFT Feature Extraction

35

Figure A.13: Step 9 and 10

Figure A.14: example of a reference orientation and the corresponding histogram descriptor
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Figure A.15: Step 12

Figure A.16: Result/descriptor of circular gradient description
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The descriptor acquired after step 12 is normalized (invariant to global hue changes), calculated rela-
tive to the reference orientation (robust against rotation), calculated at different scales and blur levels
(invariant to scaling), and relatively immune to noise due to the discarding of certain points during the
steps.






Image Downscaling Function

Listing B.1: Function which downscales an image if it has a dimension bigger than 3000 pixels

import cv2 as cv

# Scales an image down to fit in the bounding maxWidth and maxHeight
# Image should be OpenCV image object
def boundFit(img, maxWidth=3000, maxHeight=3000):
# If already fitting in side max
if (img.shape[0] < maxHeight and img.shape[1] < maxWidth):
return img

# If height smaller than width
if (img.shape[0] < img.shape[1]):
scalePercent = maxWidth/img.shape[1]*100
else:
scalePercent = maxHeight/img.shape[0]*100

newWidth = int(img.shape[1] * scalePercent / 100)
newHeight = int(img.shape[0] * scalePercent / 100)

newSize = (newWidth, newHeight)
return cv.resize(img, newSize, interpolation = cv.INTER AREA)
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Optimize Threshold

Listing C.1: Function to optimize thresholds

import csv

import sys

import cv2 as cv
import numpy as np

def threshold performance(th):

balance_opt = [0, 0, 0, 0, 0]
precision_opt = , 0,
recall_opt = [0, O, 0, 0, O]
best_balance = 0
opt_precision = 0
db_fileName = TEST _BASE + ’/threshold_grande.csv’
db_file = open(db_fileName, 'r’)

reader = csv.DictReader(db_file)

#Set the number of minimal matches required
for min_match in range (1,30):
db_file .seek(0)
rela_good = np.array ([])
rela_worse = np.array ([])
# Retrieve data from each data ratio array
for row in reader:
try:
# Calculate min number of matches = threshold * length keypoints
matches_need = math.ceil (th*int(row[’'keypoints’']))
except:
continue

# If needed, set number of min matches
if matches_need < min_match:
matches_need = min_match

41
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C. Optimize Threshold

relation = deserialize_descriptors(row[’'relatie ’])
# If label = 1 this is a match so the ratio is set in good,
# else in worse
if row[’'label’] == '1":

rela_good = np.append(rela_good, relation[matches _need])
else:

rela_worse = np.append(rela_worse, relation[matches_need])

# Sort arrays
rela_good = np.sort(rela_good)
rela_worse = np.sort(rela_worse)

max_th = max(rela_good)
min_th min(rela_worse)

if max th < min_th:
print (th, ’[lisllallgoodiithreshold )
opt_th = min_th
else:
# Loop through all ratio’s in rela worse to decide performance
for dec_th in rela_worse:

#perfPrint (None)
FN = 0
FP =0
TN =0
TP =0

# Calculate confusion matrix

FN = np.count_nonzero(np.where(rela_good > dec_th))
FP = np.count_nonzero(np.where(rela_worse < dec_th))
TP = len(rela_good) - FN
TN = len(rela_worse) - FP

# Calculate paramaters
balanced_acc = 0.5*((TP/(TP+FN))+(TN/(TN+FP)))

try:
precision = TP/(TP+FP)
recall = TP/(TP+FN)
except:
precision = 0
recall =0

# Find optimalpoints for precison, balanced accuracy and recall
if precision > precision_opt[4]:
precision_opt = [balanced_acc, dec_th, min_match, recall,
precision, th, TN, TP, FN, FP]
elif precision == precision_opt[4] and recall >= precision_opt[3]
and balanced_acc >= precision_opt[0]:
precision_opt = [balanced_acc, dec_th, min_match, recall,
precision, th, TN, TP, FN, FP]
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if balanced acc > balance opt[0]:
balance _opt = [balanced _acc, dec_th, min_match, recall,
precision, th, TN, TP, FN, FP]
elif balanced_acc == balance_opt[0] and recall >= balance_opt[3]
and precision >= balance_opt[4]:
balance_opt = [balanced _acc, dec_th, min_match, recall,
precision, th, TN, TP, FN, FP]

if recall > recall_opt[3]:
recall_opt = [balanced_acc, dec_th, min_match, recall,
precision, th, TN, TP, FN, FP]

elif recall == recall _opt[3] and precision >= recall_opt[4]
and balanced_acc >= recall_opt[0]:
recall_opt = [balanced_acc, dec_th, min_match, recall,

precision, th, TN, TP, FN, FP]

return precision_opt, balance_opt, recall_opt

balance_optimal = [0, 0, 0, 0, 0]
precision_optimal = [0, 0, 0, 0, O]
recall_optimal = [0, O, O, 0, O]

for i in range (1,39):
th = i = 0.001
precision, balance, recall = threshold_performance(th)

# Find optimalpoints for precison, balanced accuracy and recall
if precision[4] > precision_optimal[4]:

precision_optimal = precision
elif precision[4] == precision_optimal[4] and precision[3] >=
precision_optimal[3] and precision[0] >= precision_optimal [0]:
precision_optimal = precision

if balance[0] > balance_optimal [0]:

balance_optimal = balance
elif balance[0] == balance_optimal[0] and balance[3] >=
balance_optimal[3] and balance[4] >= balance_optimal[4]:
balance_optimal = balance

if recall[3] > recall_optimal [3]:
recall_optimal = recal
elif recall[3] == recall _optimal[3] and recall[4] >=
recall_optimal[4] and recall[0] >= recall _optimal[0]:
recall _optimal = recall






Serialization and Deserialization
Functions

import pickle
import cv2 as cv
import codecs

def serialize_descriptors(descr):

return codecs.encode(pickle .dumps(descr), "base64”).decode ()

# return pickle.dumps(descr, protocol=0) # Protocol=0 is printable ascii
def deserialize _descriptors(ser):

return pickle.loads(codecs.decode(ser.encode(), "base64”))

def serialize_keypoints (keyps):
simplified = []

for keyp in keyps:
simplified .append ((

keyp . pt,
keyp.size,
keyp.angle,
keyp.response,
keyp .octave,
keyp.class_id

)

return pickle.dumps(simplified, protocol=0)

def deserialize_keypoints(simplified ):
keypoints = []

unpickled = pickle.loads(simplified)

for simp in unpickled:
keypoint = cv.KeyPoint(
x=simp[0][0],
y=simp [0][1],
_size=simp[1],
_angle=simp[2],
_response=simp[3],
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D. Serialization and Deserialization Functions

_octave=simp[4],
_class_id=simp[5])

keypoints .append(keypoint)

return keypoints
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Wikipedia Index and Search Code

Listing F.1: Indexing code

import numpy as np
import csv

nextName = read_progress ()
sift = cv.SIFT_create ()

resetPerf ()

def getWikilmageUrls (nameFrom="", batchSize=10):
wikiApi = "https://en.wikipedia.org/w/api.php”
response = requests.get(
wikiApi , params={
"action”:”query”,
"format”:”json”,
"list”:”allimages”,
"aifrom” :nameFrom,
ailimit”:str(batchSize)

}).json()

nextName = response[’ continue’][ 'aicontinue’] if ’continue’ in response else None
results = {item[’name’]:item[ ’url’] for item in response[ query’][  allimages’]}
return results , nextName

BATCH_SIZE = 40

db_fileName = WIKI_DATA + ’/data-wiki—-new.csv’
print(” CreatinglindexJatOpath:0”, db_fileName)
db_file = open(db_fileName, ’'a’, newline="")
fieldnames = [’'url’, ’keypoints’', ’'descriptors’]
writer = csv.DictWriter(db_file, fieldnames=fieldnames)
writer .writeheader ()
i =0
n=20
while i < 1000: # 5000 batches of 10
# while nextName is not None:
i += 1
sourcelmageUrIDict, nextName = getWikilmageUrls (nextName, BATCH_SIZE)
write_progress (nextName)
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for sourceld in sourcelmageUrlDict:
perfPrint (False)
sourcelmageUrl = sourcelmageUrIDict[sourceld]
sourcelmage = getlmageFromUrl(sourcelmageUrl)
if sourcelmage is None:
continue
perfPrint (”Imagelldownload”)
print (" Processinglimagell”
+ sourcelmageUrl + "Osize:[)”
+ str(sourcelmage.shape[0])
+ 01’ + str(sourcelmage.shape[1]))
if sourcelmage.shape[0] > 1500 or sourcelmage.shape[1] > 1500:
print (" Skipping ,[ltoollbiglloflJanllimage”)
continue

keypoints_wiki_data, descriptors_wiki_data = sift.detectAndCompute(sourcelmage, I
perfPrint (”needlelJdetectllandlicompute”)

n += 1

writer . writerow ({
“url’: sourcelmageUrl,
"keypoints’: serialize_keypoints (keypoints_wiki_data),
"descriptors’: serialize_descriptors(descriptors_wiki_data)

)

perfPrint (”writellcsv”)

print ("URL:0”, sourcelmageUrl)

# print (’\tkeypoints: ’, serialize_keypoints(keypoints_wiki_data))
# print(keypoints_wiki_data)

# print(descriptors_wiki_data)

#np.savetxt (WIKI_DATA + ’/data-wiki.csv’, serialized, delimiter=",")

db_file.flush ()
print (’dblflushCimages:%d’ % (n))
perfPrint(’dblOflush’)

print (” Successfullylndexed”, n, ”Limages”)
print (”Done,lclosinglldb_file”)
db_file.close ()

print_avergae_runtimes ()

Listing F.2: IndexingSearch through index code
import csv

import sys

import time

sift = cv.SIFT_create ()

csv.field _size_ limit(sys.maxsize)

resetPerf ()

db_fileName = WIKI_DATA + ’/data-wiki—-new.csv’
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db_file = open(db_fileName, 'r’)
reader = csv.DictReader(db_file)

extractTimes = []
totalStart = time.time ()

FLAN_INDEX _KDTREE = 0
index_params = dict (algorithm = FLAN_INDEX KDTREE, trees=5)
search_params = dict (checks=50)

flann = cv.FlannBasedMatcher(index_params, search_params)

needlelmageUrls = getlmageUrls (ART_NEEDLE_WIKI)
for needlelmageUrl in needlelmageUrls:
perfPrint(”Starting:J” + needlelmageUrl)

current_best = 0
best_source = getlmageUrls (ART_NEEDLE_WIKI)

needlelmage = getlmageFromUrl(needlelmageUrl)

perfPrint (False)

keypointsflann, descriptorsflann = sift.detectAndCompute (needlelmage, None)
perfPrint (” Detectlandlicomputelineedlelifeatures”)

plt.imshow(needlelmage), plt.show()
perfPrint (”Imagellshow”)

for row in reader:
print (' Comparinglito:(1°, row[ url’])

startTime = time.time ()

# print(row[ descriptors ’])

# print(pickle.loads(row[’descriptors ’]))

try:
matches = flann.knnMatch (descriptorsflann, deserialize_descriptors(row[ desc
perfPrint (”knnMatch”)

except:
print ("ERROR:’knnMatchiifailed”)
continue
matchesMask = [[0,0] for i in range(len(matches))]

good_matching = 0

for i,(m1, m2) in enumerate (matches):
if m.distance < 0.5 * m2.distance:
matchesMask[i] = [1,0]
good_matching = good_matching + 1

draw_params = dict (
matchColor = (0,0,255),
singlePointColor = (0,255,0),
matchesMask = matchesMask,
flags=0 )

perfPrint (”MatchTfilter”)
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print ( 'NumberfJof(Jkeypoints:’, len(matchesMask))
print ( 'Numberfofliqualitivelmatches’, good_matching)
perc = good_matching/len (matchesMask)

print ( 'Percentagellofligoodimatches:[1', perc*100, '%’)

if perc > 0 and good_matching >= 1:
if percx100 > current_best:
current_best = perc * 100
best_source = row[’ url’]
print ( 'Newlcurrentllbest’)
else:
print ( 'NolbetterOmatch’)

extractTimes .append(time.time () - startTime)

perfPrint (”"MorelIfilter”)
if perc >= 0.01 and good_matching >= 10:
print ( 'Foundialmatch! ’)
sourcelmage = getlmageFromUrl(row[ url’])
perfPrint (”Imagelldownload”)
# flann_matches = cv.drawMatchesKnn(
needlelmage,
keypointsflann ,
sourcelmage,
deserialize_keypoints (row][ ’'keypoints ']),
matches,
None,
*xdraw_params)
plt.imshow(sourcelmage), plt.show()
# plt.imshow(flann_matches), plt.show()
current_best = perc * 100
best source = row[’ url’]

keep_going = input(’Pressiix(ltollcontinuellsearch’)
if keep_going != ’'x’:
exit ()
else:
print( 'Thellcurrentilbestllis’ , best source , ’withllpercentage’

print ("AVG:[1” + str(sum(extractTimes) / len(extractTimes)))
print(time.time () - totalStart)

current_k



Template Matching: Testcode

Listing G.1: Code to test the feasibility of the template matching technique
import sys
import numpy as np

from matplotlib import pyplot as plt
import imutils

# Scales an image down to fit in the bounding maxWidth and maxHeight
# Image should be OpenCV image object
def boundFit(img, maxWidth, maxHeight):
# If already fitting in side max
if (img.shape[0] < maxHeight and img.shape[1] < maxWidth):
return

# If height smaller than width
if (img.shape[0] < img.shape[1]):
scalePercent = maxWidth/img.shape[1]*100
else:
scalePercent = maxHeight/img.shape[0]*100

newWidth = int(img.shape[1] * scalePercent / 100)
newHeight = int(img.shape[0] * scalePercent / 100)

newSize = (newWidth, newHeight)
return cv.resize(img, newSize, interpolation = cv.INTER_AREA)

needlelmageUrls = getlmageUrls (EIFFEL_NEEDLE_SINGLE)
haystacklmageUrls = getlmageUrls (EIFFEL_HAYSTACK_SINGLE)

for needlelmageUrl in needlelmageUrls:
needlelmage = cv.imread(needlelmageUrl)
needlelmage_gray = cv.cvtColor(needlelmage, cv.COLOR BGR2GRAY)

#needlelmage = getlmageFromUrl(needlelmageUrl)
print (”SearchingUforlneedlellimage”, needlelmageUrl)

for haystacklmageUrl in haystacklmageUrls:
found = None
print (”Searchinginlimage:[1”, haystacklmageUrl)
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G. Template Matching: Testcode

haystacklmage = cv.imread(haystacklmageUrl)
haystacklmage_gray = cv.cvtColor(haystacklmage, cv.COLOR BGR2GRAY)
# haystacklmage gray canned = cv.Canny(haystacklmage gray, 50, 200)

print (”Haystacklldownscalelisearch”)
h_needle, w_needle = needlelmage_gray.shape[:2]
# Needle has static size in haystack _resize step
for haystack _scale in np.linspace (0.1, 1.0, 40)[::-1]:
# Downscale haystacklmage
haystacklmage_gray resized = imutils.resize(
haystacklmage_gray,
width = int(haystacklmage_gray.shape[1] * haystack_scale))
r = haystacklmage_gray.shape[1] / float(haystacklmage_gray_resized.shape[1])

haystack_image_preprocessed = haystacklmage_gray_resized

if haystack_image_preprocessed.shape[0] < h_needle
or haystack_image_preprocessed.shape[1] < w_needle:
print (' IncUsizellhaystack resize’)
break

if h_needle < 0.1 * haystack_image_preprocessed.shape[0]
or w_needle < 0.1xhaystack_image_preprocessed.shape[1]:
print (”NeedleJtoolsmall”)
break

# Apply template matching
try:

res = cv.matchTemplate (haystack_image_preprocessed, needlelmage_gray, cv.TM C
except:

print (’Couldinotltemplatefmatch:[0’, sys.exc_info ()[0])

continue

# Get location if minimum and maximum point of template matched image
min_val, max_val, min_loc, max_loc = cv.minMaxLoc(res)
print (”Needle[Jwidth:(1”,

needlelmage_gray.shape[1],

"UhaystackOwidth : 007,

haystack_image_preprocessed.shape[1],

"[1Score:[1”,

max_val)

plt.ylim(0, max(
haystack_image_preprocessed.shape[0],
haystack_image_preprocessed.shape[0]))
plt.xlim(0, max(
needlelmage_gray.shape[1],
haystack_image_preprocessed.shape[1]))
plt.subplot(121), plt.imshow(needlelmage_gray)
plt.subplot(122), plt.imshow(haystack_image_preprocessed)

# if we have found a new maximum correlation value, then update
# the bookkeeping variable
if found is None or max_val > found[1]:
print (”FoundinewllbetterCimatch!Thaystack_resizeO01/r:”, 1/r, "OmaxVal:001”, max_
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found = (True, max_val, max_loc, r, res, w_needle, h_needle)

print (”Needlelldownscalellsearch”)
for needle_scale in np.linspace(0.1, 1.0, 40)[::-1]:

needlelmage_gray_resized = imutils.resize(
needlelmage_gray,
width = int(needlelmage_gray.shape[1] * needle_scale))

r = needlelmage_gray.shape[1] / float(needlelmage_gray_resized.shape[1])
h_needle, w_needle = needlelmage_gray_resized.shape[:2]
# haystacklmage gray resized _canned = cv.Canny(haystacklmage gray resized, 50, 200)
if haystacklmage gray.shape[0] < h_needle or haystacklmage gray.shape[1] < w_needle:
print(’Inclsizellneedle_resize )
break
if h_needle < 0.1 * haystacklmage_gray.shape[0]
or w_needle < 0.1xhaystacklmage_gray.shape[1]:
print (”Needletoollsmall”)

break

# Apply template matching

try:

res = cv.matchTemplate (haystacklmage gray, needlelmage_gray_ resized, cv.TM CCOEFF)
except:

print (’CouldlinotlitemplatelImatch:[1’, sys.exc_info ()[0])

continue

# Get location if minimum and maximum point of template matched image
min_val, max_val, min_loc, max_loc = cv.minMaxLoc(res)
print (

"Needlewidth :[1”,

needlelmage_gray_resized.shape[1],

"OhaystackOwidth : (0",

haystacklmage_gray.shape[1],

"[1Score :[1”,

max_val)

# if we have found a new maximum correlation value, then update

# the bookkeeping variable

if found is None or max_val > found[1]:
print ("Foundinewbettermatch!Ineedle_resize1/r:”, 1/r, "OmaxVal:0”, max_val)
found = (False, max_val, max_loc, r, res, w_needle, h_needle)

if found is not None:
# Extract best match
(isHaystackResize, _, maxLoc, r, res, w_needle, h_needle) = found
if isHaystackResize:
(topLeftX, topLeftY) = (int(maxLoc[0] * r), int(maxLoc[1] * r))
(botRightX, botRightY) = (int((maxLoc[0] + w_needle) * r), int((maxLoc[1] + h_nee:
else:
(topLeftX, topLeftY) = (int(maxLoc[0]), int(maxLoc[1]))
(botRightX, botRightY) = (int((maxLoc[0] + w_needle)), int((maxLoc[1] + h_needle))

plt.subplot(141), plt.imshow(needlelmage_gray)
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plt.title (’Searchllimage’), plt.xticks ([]), plt.yticks ([]) # Disables axis

# bottom_right = (max_loc[0] + w_needle, max_loc[1] + h_needle)
cv.rectangle(

haystacklmage_gray,

(topLeftX, topLeftY),

(botRightX, botRightY),

(0, 0, 255),

2)
plt.subplot(142), plt.imshow(res, cmap = ’'gray’)
plt.title (’MatchinglIResult’), plt.xticks ([]), plt.yticks ([])
plt.subplot(143), plt.imshow(haystacklmage _gray, cmap = ’gray’)
plt.title (’DetectedlIPoint’), plt.xticks ([]), plt.yticks ([])
# plt.suptitle (_method)
plt.show()

else:

print(”foundllisCinone”)



Full codes

H.1. ORB-BF

import numpy as np
import csv

# Get image URLs
needlelmageUrls = getlmageUrls (TEST_NEEDLE)
haystacklmageUrls = getlmageUrls (TEST_HAYST)

# Loop through Needles

for needlelmageUrl in needlelmageUrls:
found = None
needlelmage = cv.imread(needlelmageUrl)

needlelmage _gray = cv.cvtColor(needlelmage, cv.COLOR BGR2GRAY)

print (” Searching for needle image”, needlelmageUrl)
# Loop Through haystack
for haystacklmageUrl in haystacklmageUrls:

print (" Searching in image: ”, haystackilmageUrl)

haystacklmage = cv.imread(haystacklmageUrl)
haystacklmage_gray = cv.cvtColor(haystacklmage, cv.COLOR BGR2GRAY)

orb = cv.ORB_create ()

keypoints_needle, descriptors_needle = orb.detectAndCompute(needlelmage, None)

keypoints_haystack, descriptors_haystack = orb.detectAndCompute (haystacklmage, None)

bf = cv.BFMatcher_create (cv.NORM HAMMING, crossCheck=True)

matches bf.match(descriptors_needle, descriptors_haystack)

matches sorted (matches , key=lambda x:x.distance)
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distant = np.zeros(30)

for i in range(30):
single = matches|[i]
distant[i] = single.distance

# ORB_matches =
plt.imshow (
cv.drawMatches (

needlelmage,
keypoints_needle
haystackimage,
keypoints_haystack,
matches[:30],
None,
flags =2))

plt.show()

H.2. SIFT-BF

import numpy as np
import csv

best _source =
current_best = 0

sift = cv.SIFT _create ()

db_fileName = BASE + ’/Datasets/test_data/data_dist.csv’
db_file = open(db_fileName, ’'a’, newline="")

fieldnames = [’url_needle’, ’url_haystack’, ’good’, ’relatie ’]
writer = csv.DictWriter(db_file, fieldnames=fieldnames)
writer.writeheader ()

HHHH R

needlelmageUrls = getlmageUrls (TEST_NEEDLE)
haystacklmageUrls = getlmageUrls (TEST_HAYST)

for needlelmageUrl in needlelmageUrls:
found = None

needlelmage = cv.imread(needlelmageUrl)
needlelmage_gray = cv.cvtColor(needlelmage, cv.COLOR BGR2GRAY)

keypoints_needle, descriptors_needle = sift.detectAndCompute (needlelmage, None)
#needlelmage = getlmageFromUrl(needlelmageUrl)
print (” Searching for needle image”, needlelmageUrl)

#plt.imshow(needlelmage), plt.show()

for haystacklmageUrl in haystacklmageUrls:
print (" Searching in image: ”, haystacklmageUrl)

haystacklmage = cv.imread(haystacklmageUrl)
haystacklmage _gray = cv.cvtColor(haystackimage, cv.COLOR BGR2GRAY)

sift = cv.SIFT_create ()
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#perfPrint (False)
keypoints_haystack, descriptors_haystack = sift.detectAndCompute (haystacklmage, None)
#perfPrint (’SIFT detect and compute’)

bf = cv.BFMatcher()
matches = bf.knnMatch(descriptors_needle ,descriptors_haystack , k=2)

#Apply ratio test
good = []
for m,n in matches:
match_i.append(rela)
if m.distance < 0.6*n.distance:
good . append ([m])

print ('Number of keypoints:’, len(matches))

print (’Number of qualitive matches’, len(good))
perc = len(good)/len (matches)

print (' Percentage of good matches: ', perc*100, '%’)

if perc > 0.06 and len(good) >= 1:

if perc¥100 > current_best:
current_best = perc * 100
best_source = haystackimageUrl
print(’New current best’)
else:
print (’'No better match’)

if perc >= 0.01: #and len(good) >= 10:
print (’Found a match!’)

plt.imshow(haystackimage), plt.show()
#plt.imshow (SIFT_matches), plt.show()
current_best = perc * 100
best source = haystacklmageUrl
else:
print(’The current best is’ , best source , ’with percentage’ , current_best)

SIFT_matches = cv.drawMatchesKnn(
needlelmage,
keypoints_needle
haystacklmage,
keypoints_haystack,
good,
None,
flags=2)
plt.imshow(SIFT_matches)
plt.show()

H.3. SIFT-FLANN

import numpy as np
import csv
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current_best = 0
needlelmageUrls = getlmageUrls (EIFFEL_NEEDLE)
haystacklmageUrls = getlmageUrls (EIFFEL_HAYSTACK SMALL)
sift = cv.SIFT_create ()
for needlelmageUrl in needlelmageUrls:

found = None

current_best = 0

best_source = getlmageUrls (TEST_NEEDLE)

needlelmage = cv.imread(needlelmageUrl)

#needlelmage = getlmageFromUrl(needlelmageUrl)
print (”Searching for needle image”, needlelmageUrl)
plt.imshow(needlelmage), plt.show()
keypointsflann, descriptorsflann = sift.detectAndCompute(needlelmage, None)
for haystacklmageUrl in haystacklmageUrls:

print (”Searching in image: ”, haystacklmageUrl)

haystacklmage = cv.imread (haystacklmageUrl)

perfPrint (False)
keypointsnflan, descriptorsflan = sift.detectAndCompute(haystacklmage, None)

FLAN_INDEX_KDTREE = 0
index_params = dict (algorithm = FLAN_INDEX KDTREE, trees=5)
search_params = dict (checks=50)

flann = cv.FlannBasedMatcher(index_params, search_params)
matches = flann.knnMatch (descriptorsflann, descriptorsflan ,hk=2)

matchesMask = [[0,0] for i in range(len(matches))]

good_matching = 0

for i,(m1, m2) in enumerate (matches):

if ml.distance < 0.6 * m2.distance:
matchesMask[i] = [1,0]
good_matching = good_matching + 1
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draw_params = dict (
matchColor = (0,0,255),
singlePointColor = (0,255,0),
matchesMask = matchesMask,
flags=0 )

print ('Number of keypoints:’, len(matchesMask))
print (’Number of qualitive matches’, good_matching)
perc = good_matching/len (matchesMask)
print (' Percentage of good matches: ’, perc*100, '%’)

if perc > 0 and good_matching >= 1:
if perc¥100 > current_best:
current_best = perc * 100
best_source = haystacklmageUrl
print (’New current best’)
else:
print(’No better match’)

if perc >= 0.01 and good_matching >= 1:

print (’Found a match!’)
plt.imshow(haystackimage), plt.show()

current_best = perc * 100

best_source = haystacklmageUrl
else:

print(’The current best is’ , best_source , ’with percentage’ , current_best)
flann_matches = cv.drawMatchesKnn (

needlelmage,

keypointsflann ,

haystacklmage ,

keypointsnflan,

matches,

None,

*xdraw_params)
plt.imshow(flann_matches), plt.show()
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