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Abstract. Ultra Wide Band (UWB) impulse radio, promises to be suitable for short-range, low-power, low cost
and high data rate applications. While most UWB research is concentrating on the physical layer, little research has
been published on the link layer. The fundamental operations in the link layer need to take into account the specifics
of impulse radio and also the particular features of ad hoc networks. A novel self-organizing link layer protocol
based on time hopping impulse radio, called SDD, was proposed by the authors. This protocol is a collision-
free mechanism that enables the devices to discover neighboring nodes and arrange the access to communication
resources shared among the nodes. In this paper, some issues related to the self-organizing link layer based on UWB
impulse radio are investigated and addressed. The SDD protocol is further developed and specified in detail. The
simulations are carried out using GloMoSim simulation environment. An SDD module has been developed and
embedded in the simulator. Results show that the SDD protocol can work properly and efficiently in a single-hop
ad hoc network.
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1. Introduction

Future Personal Area Networks (PANs) should be able to support a large variety of personal
applications. Some of the more demanding ones will be video conferencing, interactive games,
home theatre, and high-resolution image transfer. Ultra Wide Band impulse radio (UWB-IR)
promises to be suitable for such short-range, low-cost and high data rate applications while
having a very low energy consumption. IEEE 802.15 is the standardization body which covers
the link layer and physical layer technologies for PANs. UWB-IR is one of the technologies
considered within IEEE 802.15.3a.

PANs that meet these expectations will have a hybrid character, consisting mainly of ad
hoc networks, using IEEE 802.15 air-interfaces, with occasional access to infrastructures.
Because of the mobility of a person and the devices that constitute a PAN, and the dynamics
of the applications [1], nodes will join or leave the network, and radio links will be broken or
established. Therefore, the network should be able to quickly configure and reconfigure itself.
These operations should be done without the intervention of a user or a system administrator,
and therefore will have to be self-organizing. Self-organization in this context implies the
spontaneous discovery of neighboring nodes, the creation of connections, the scheduling of
transmissions and the formation and re-configuration of the network topology [2].

In [3] we introduced a novel link layer protocol for PANs based on UWB-IR, i.e. Self-orga-
nizing Device discovery and Data transmission (SDD) protocol. The SDD protocol makes use
of time hopping multiple access, which is an intrinsic feature of UWB-IR. This protocol is
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able to automatically discover nodes within radio range, form a distributed link layer topology
and assign channel resources for collision-free transmissions.

In this paper we highlight the key aspects in the design of the SDD protocol, present a
further developed version of the protocol and analyze its behavior by means of simulation.
The paper is organized as follows. In Section 2 we define several properties to characterize
the quality of the self-organization process at the link layer. In Section 3, we discuss issues
related to the design of SDD protocol, such as UWB-IR features, device discovery and code
assignment. In Section 4, we describe the sub-processes and relative algorithms of the SDD
protocol. In Section 5, the performance parameters which characterize the quality of self-orga-
nization in the SDD protocol are specified and analyzed by means of simulation. Conclusions
are drawn in Section 6.

2. Quality of the Self-organization Process

The quality of the discovery processes in self-organization protocols in the link layer can be
measured by the discovery time, the discovery ratio, and the effect of the discovery processes
on network throughput. Moreover we will argue that robustness is an important characteristic
for self-organization in a dynamic network environment. Let us discuss each of them in detail.

• Discovery time. An important measure is the average discovery time T̄disc. We define T̄disc
as the average time spent by a self-organization protocol to enable any newly entering node
or group of nodes to discover and incorporate with all or most neighboring nodes.

The discovery time should be fast enough to allow timely configuration and re-configura-
tion of the link topology relevant to the dynamics of the network. Bluetooth random-access
inquiry mechanisms are reputed to be slow with delays of the order of 10s [4]. The limited
Bluetooth channel capacity is one reason for the long discovery time. The other reason is that
the inquiry and inquiry scan procedures work only for two devices at a time so that a large
number of inquires have to be performed by a node to discover all possible its neighbors.

A relevant measure is the time for a particular node i to detect a neighboring node j has
joined or left, denoted by T j

i,join and T j
i,depart.• Discovery ratio. The capability of each node to gain information about its neighborhood

is determined both by system requirements and discovery processes. Each node has its own
view of its neighbors. A list with the neighbors’ information is maintained in every node. We
define the discovery ratio ρ̄ as the average percent of the number of neighbors on the list in
the total number of nodes within the radio range. Note that this measure relates to the network
as a whole and not to an individual node.The discovery ratio determines the topology of a
network. For the same number of in-range nodes, when the discovery ratio is higher, the nodes
are more aware of the topology, i.e., the network is more strongly connected.

• Effect on throughput. When network nodes frequently join and leave, the self-organiza-
tion processes, i.e., device discovery and connection setup, need to be performed more often.
More control messages will consume the radio resources they share with the data transmission.
The impact of the control message overhead on throughput should not be significant. We define
the effect on throughput as the achievable throughput measured when discovery processes are
performed to the throughput measured when discovery processes are not performed.

• Robustness. A robust topology should ensure that communication remains possible in
spite of changes to the network [5]. In wireless ad hoc networks, the changes are link or node
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failures caused by nodes’ frequently joining and leaving. A node failure is defined as all links
to the node failing at the same time.

For a network to be robust, it is beneficial that it has the property of node-similarity, which
requires all nodes to be equally informed about the network topology [5]. A network without
node similarity is not robust. For instance, the master node in a Bluetooth piconet controls the
address and clock information of its slave nodes but not the other way around. When the master
node leaves the network due to mobility or node failure, the slaves lose the communication
capability with other slaves in the same piconet. A new piconet topology has to be constructed
by starting a time-consuming discovery process from scratch.

In a node-similar network, each node has the same topology information as its neighbors.
Routing possibilities can be fairly provided for each node based on the information and a more
robust multi-hop network topology can be formed.

3. Design Considerations for UWB-IR Based Networks

In order to design a high data rate and fast medium access in UWB ad hoc network, a number
of facts and design issues related to the UWB-IR technique need to be kept in mind.

3.1. U W B - I R C ha racteristics

In current research, impulse radio and multi-band UWB systems are both being investigated.
Time Hopping (TH) and Direction Sequence (DS) spread spectrum are considered in UWB-
IR systems and Orthogonal Frequency Division Multiplexing (OFDM) is the candidate for
multi-band UWB systems [6].

We consider TH impulse radio, where data can be modulated by pulse position. A low
duty cycle and low power density are crucial properties of TH impulse radio. Multiple-access
can be achieved by TH spread spectrum, which uses a pseudorandom time hopping sequence,
called the TH code. TH impulse radio also has in principle the capability to determine its
location with great accuracy, i.e., of the order of sub-centimeter [7]. Due to the low duty cycle
of impulse radio, full-duplex can be achieved by blanking the receiver input during pulse
transmission by any of the transmitter units in the same node [8].

3.2. M ult i p l e - a c c e s s

When the TH multiple-access method is used, if simultaneous packets transmitted on different
codes arrive, the node is able to decode the information on its own code and the information
on other codes is perceived as noise [9]. Thus, the multiple-access interference (MAI) will be
a limiting factor for the node capacity. There is a trade-off between the achievable data rate per
node and the number of simultaneous nodes. However, in [10] it is shown that the multiple-
access channel can achieve a full node capacity if the number of nodes is small. Under certain
conditions (e.g., a high spreading ratio), it can be assumed that MAI has no effect on the per
node capacity for less than 10 nodes [10]; the aggregate capacity can be simply calculated as
the number of nodes times the full node capacity. We base our design on the assumption that
at any time no more than 10 nodes communicate simultaneously.

Furthermore, when overlapping packets sent on the same code arrive (Figure 1), multiple
pulses are received in one frame and the pulses may not exactly overlap. The result is an
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Figure 1. Packets overlapping on the same TH code.

increase in MAI but not a collision since packets are still successfully received. By using a
novel blind synchronization method [11], the receiver is able to decode the overlapping packets
of the same code. A packet collision happens only when two or more packets with the same
code exactly coincide in time at a node; the physical layer will detect this collision.

Therefore, we can neglect the impact of MAI on our protocol design and ensure that the
achievable data rate of a node is not affected by MAI.

The low power density and low duty cycle of TH impulse radio however implies that it is
difficult to distinguish idle periods from packet transmission periods in an UWB receiver [12]
and then a long channel detection delay cannot be avoided. The class of MAC protocols based
on carrier-sensing, e.g., CSMA/CA, will result in poor performance in UWB ad hoc networks.
Therefore, carrier-sensing MAC protocols should not be preferred.

The signal acquisition time of impulse radio receivers is longer than conventional receiv-
ers; can be of the order of milliseconds. The transmission of one data packet between two
devices normally requires one or more signal acquisitions. The long signal acquisition time
may degrade the achievable throughput [13]. To mitigate this effect we have a physical layer
design which targets a relatively short acquisition time, of the order of 0.1 ms [11]. Moreover,
the link layer protocol design should as much as possible avoid frequent synchronizations.

3.3. D e v i c e D i scovery

Using TH spread spectrum as the multiple access method implies that data transmission is not
possible before the communication codes are known by the sending and receiving nodes. Thus,
device discovery, i.e., neighbor discovery, is a prerequisite. Neighbor discovery is the process
during which nodes get to know the presence and identity (e.g., network ID, time/frequency
hopping pattern) of their neighbors. Neighbor discovery is not only used to form a network
in the initialization phase, but also to discover the existence of new neighbors and the loss of
connectivity with existing neighbors.

3.4. C o d e s

TH impulse radio has a large and adjustable code family [10]. Unlike Bluetooth and 802.11
WLAN, where one code is shared with some or all of the adjacent nodes, TH impulse radio
enables each individual node to be assigned different codes. A code assigned to each user
contains a TH sequence [11]. The TH sequence is a distinctive time-shift pattern to eliminate
collisions due to multiple access.

We define three basic types of codes: common, transmitter-based and receiver-based codes
[5], denoted, respectively, by C, Ci,T and Ci,R . The receiver-based and transmitter-based codes
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can be derived from a node’s unique 48-bit IEEE MAC address by using a pseudo random
process, e.g., using the method proposed in [14].

The common code is defined as a signaling channel for exchanging specific control mes-
sages. The common code is a fixed short access code monitored by all idle nodes for packet
arrivals. It is used to initialize a neighbor discovery or a data transmission through a broadcast
operation. Once a communication is finished, nodes need to monitor the common code for the
next packet arrival.

We explained in Section 3.2 that, when control messages on the common code partly
overlap in time, the communications between different idle node pairs can still success-
fully take place, albeit at the expense of higher MAI. To analyze the collision proba-
bility on common code, an approximate analysis is used. We assume the data rate is
110 Mbps and two control packets with a length of 36 bytes overlap. A collision hap-
pens when two packets only have less than one pulse time difference. The probability
of a collision can be roughly calculated as 10−9×110×106

36×8 = 3.82 × 10−4, which is
negligible.

3.5. Ro b us t L i nk T o p o logy

Robustness is a requirement in a dynamic ad hoc network where nodes frequently become
unreachable or stop functioning. In this paper, we consider single-hop networks where nodes
are within radio range of each other. Each node fairly keeps the link topology information.
Therefore a node does not depend on information stored in an adjacent node for knowing its
connectivity. This makes the network more robust for changes in topology.

4. Operations and Characteristics of The SDD Protocol

The link layer must be able to automatically perform neighbor discovery to find the nodes
that are in-range, build up connections to these nodes and form a link topology. The link layer
also needs to control the time of transmission, specify the channel to be used for the transmis-
sion and maintain the neighbor list. To achieve this, we proposed in [3] the SDD protocol, a
self-organizing link layer protocol on top of a TH impulse radio physical layer. In this section,
we discuss performance related aspects of the SDD protocol. For more details on the operation
of the protocol we refer to [3].

4.1. A s s um p t i o ns

We assume all nodes have omni-directional antennas and errorless channels. Each node in the
network is supposed to know its own codes. Further, the UWB devices consume very little
power when they are monitoring a code [6].

4.2. Ov e r a l l D e s c r i ption of the SDD Protocol

We consider a scenario where a number of nodes within radio range of each other are expected
to form and maintain a single-hop ad hoc network. All nodes join or leave the network as a
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result of being powered on or off, or by entering or leaving the radio range of the network nodes.
The initial situation of each node is that it has no prior knowledge about its surroundings.

The SDD interfaces with the physical layer and the network layer. A collision indication,
the codes and the protocol data units are communicated via the physical layer interface. The
neighbor list including link metrics can be used by network layer routing protocols.

The protocol consists of two sub-processes: Device Discovery (DD) and Data Transmission
(DT). When a node is powered on, it is able to establish direct links by using DD processes.
When a node loses most of its links to its neighbors, this is an indication that the topology of
the network has significantly changed; the node then needs to execute a DD again. The DD
can be repeated with high or low frequency. The discovery happens with high frequency when
a device is powered on or when there are strong indications that the topology has changed.
The data transmission process executes whenever there is a request from the network higher
layers of a node to send data to its neighbor(s). The DD and DT processes share the radio
channel resources.

4.3. N e i g hb o r L i s t

Every node keeps a list of the transmission codes of its neighbors. The number of neighbors
for a node is the number of its related links, which is the degree of the node, denoted by
di [5]. The maximum degree should always be equal or smaller than the maximum size of the
neighbor list lmax . For a given network, the maximum number of links that the MAC of a node
can support is limited by lmax.

The neighbor list is updated whenever a node discovers a new node or detects the disap-
pearance of a neighbor; it records the codes and MAC addresses, etc., of its neighbors. In
addition, in order to avoid an explicit removal procedure, a code in the neighbor list expires
after it has not been used for a period longer than a timeout Tlmax.

4.4. D e v i c e D i scovery Process

The DD process is triggered when a node is powered on and it has no knowledge about its
surroundings. It ends when the node is powered off. This process is designed to reduce the
time spent on synchronization. It discovers multiple nodes per synchronization. This is unlike
Bluetooth (see Section 1) and it clearly speeds up the network formation. For example, Blue-
tooth needs up to 10.24s to finish one discovery cycle; on average, it spends 5–6 s finding only
one device (see Bluetooth specifications). We will show that (see Section 5.3) our protocol
uses around 50 ms to find 10 nodes and 70 ms to find 50 nodes.

We use an example with two nodes i and j to illustrate how the process works. To simplify
the explanation, the propagation delay is not shown in the following figures. As shown in
Figure 2, when node i is switched on, node i first stays in Idle state for a random period with
uniform distribution. The process starts when node i broadcasts an Inquiry (IS) packet on the
common code C . The acquisition header of the IS packet allows node j , which is in range
and listening, to synchronize with node i . After sending the IS packet, node i starts a response
scan operation for receiving responses from the inquired nodes. The number of slots during
the response scan is called the response scan window size wi,scan. During this operation, node
i will periodically send Low Rate Synchronization (LRS) packets on code Ci,T of node i to
keep all inquired nodes synchronized.
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Figure 2. Device Discovery process.

If the link i– j already exists, j does not have to reply and returns to Idle state monitoring
code C . Otherwise, after a random number of time slots, denoted by Tj,backoff , node j responds
with an Inquiry Response (IR) packet on the code Ci,R of node i . Tj,backoff is determined by
node i’s scanning window size wi,scan. It is uniformly distributed in the range [0, wi,scan].
Afterwards, node j returns to Idle state. If node j is successful in sending the IR packet con-
taining node j’s code C j,T , node i and j have discovered each other and are ready for data
transmission.

Response scan window size adaptation. A node i adjusts its response scan window size
wi,scan based on the reception statistics during the current response scan process. The adjusted
wi,scan will be used for the next DD process. By using adapted response scan window, the
protocol can be suitable for some extreme initial configuration of a system. In any case, a
system is able to self-configurable to optimal parameters all by itself.

The result of the response scan in every time slot as observed by node i can be null, success
or collision; null implies that no IR packet was received nor a collision occurred, success
means that an IR packet was successfully received and collision means that a collision was
detected. Node i counts the number of slots with each result during wi,scan time slots. At
the end of the response scan operation, if the number of null results is much larger than the
other two, it means that the response scan window size wi,scan is considered too large for the
number of in-range nodes and can be reduced without significantly increasing the probability
of collisions. If the number of success results is dominating, it probably implies that wi,scan is
a suitable number. Finally, if the number of collision results is much larger than the others, it
indicates that wi,scan is too small and should be increased for the next device discovery process.

A proposed adaptation algorithm used in the simulation is described as follows:

if (Nnull > 2/3×wi,scan)
wi,scan = max(wi,scan/β, Wmin);

else if (2×Ncollision > Nsuccess
or Ncollisioin > 1/5 × wi,scan)

wi,scan = min(wi,scan × β, Wmax);

Wmin and Wmax are respectively the lower and upper bound of wi,scan. The parameters of the
algorithm are initially chosen and perform relatively better than a few alternatives. The choice
of parameters will be determined experimentally through simulations.

Discovery interval adaptation. The repetition of the DD processes is further controlled by
a discovery interval timer with adaptive time values. The discovery interval can be a variable
with a short mean, denoted by Tint_short, or one with a long mean, denoted by Tint_long. The
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short mean is used when a device is powered on to form a network or join a network while
the neighbor list is empty, or when the destination is not in the neighbor list, or when a node
has reason to believe it has lost its connectivity with its surroundings, e.g., due to power being
turned off. The mean of the interval distribution changes from the short one to the long one
in two cases. First, when the neighbor list reaches the maximum size lmax; second, when no
new neighbor has been found in u successive short interval DD processes while u was set to
3 in [3].

Inter-DD scheduling. When one DD process is completed, one node adjusts its discovery
interval to schedule next discovery. During this interval, the node can receive the IS pack-
ets sent by other neighboring nodes. Once the node receives an IS packet, it has to wait for
a random back-off time before it replies with IR. Therefore, it happens sometimes that the
back-off time doesn’t expire when discovery interval expires. One way to solve this problem
is that the next DD process only starts after the back-off time expires.

4.5. Data T r a nsmiss ion Process

The DT process is initiated by an RTS-CTS handshake using code C. Unicast and multicast
are both supported.

Figure 3 illustrates the unicast data transmission process for two nodes. Let us assume that
node i needs to send data to node j . As shown in Figure 3, if node i is Idle, it first broadcasts
an RTS packet on code C . Without waiting for the response, node i continues to send an LRS
packet on code Ci,T to keep node j synchronized. Right after node j receives the RTS packet,
it replies to node i by sending a CTS packet on code C . In the meantime, node j begins to
monitor code Ci,T . Subsequently, the data packet is transmitted on code Ci,T from node i to
node j . After the data packet is transmitted, node j replies to node i with an ACK packet on
code C j,T . Finally both nodes i and j return to Idle state.

Data retransmission. When node i does not receive a CTS packet from node j , node i
will periodically attempt to resend an RTS packet in Ts interval for at most m times. This is
illustrated in Figure 3. If there is still no response after m number of RTS packets, it means that
either node j has left the radio range of node i , node j has been powered off, or the connection
between node i and j has been disturbed for a long time.

Multicast. MAC layer multicasting refers here to the process of sending a packet to some
or all of the neighbors of a node. In the multicast operation of the SDD protocol, the codes of
all the destination nodes are included in one multicast RTS packet. By monitoring the code
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Figure 3. Data Transmission process.
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of the source node, the destination nodes can simultaneously receive the multicast packets. In
the current version of the SDD protocol a multicast is not acknowledged by the destinations.

Coordination of DD and DT. Although, the DD and DT are separate processes, they require
the use of the common codes. When one process is ongoing, the other should not interrupt
and has to wait until the resource is released.

We explain the solution for the first situation that a DT process tries to operate while a
DD process is ongoing. At the end of the DD process, the node needs to check if there is any
buffered data packet to be transmitted. Thus, the node can deduce if it has to operate DT right
after.

As illustrated in Figure 4, the second situation is that a discovery interval expires while
a DT process is ongoing. The solution is to execute DD process after all the continuous DT
processes have been finished. Thus, the node will hold on the DD process and periodically
check until the resource is released.

5. Performance Evaluation

5.1. S y s t e m Pa r a meters

Let us discuss the system parameters we expect to have influence on the performance of the
SDD protocol.

Neighbor list size lmax. The neighbor list size lmax is the maximum number of discov-
ered neighbors that a node can store which is limited by system capability. When lmax is
large, a node is allowed to connect more nodes. When each node in the network knows
large number of neighbors, more routes possibility is provided to network layer and the
network is more robust. However, the complexity of route algorithm is increased. There-
fore, the choice the maximum size of neighbor list is a trade-off between robustness and
complexity.

Response scan window parameters. When a node receives an IS, it should first back-off
for a random duration before responding. This back-off time is uniformly distributed over the
response scan window wi,scan. The larger the scan window size, the lower the probability of
response packet collisions but on the other hand the longer the response scan duration. Two
parameters are related to wi,scan, of which one is the initial value of the scan window size W
after a node is powered on and the other is the adaptation factor β. β is to scale the changes
of wi,scan each time..

DD interval Tint_short and Tint_long. The discovery interval determines the frequency with
which the DD process is executed. The shorter the interval is, the more frequent the discovery
process is executed, but potentially the more bandwidth is consumed.
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5.2. P e r f o r m a nc e Pa r a meters

5.2.1. Discovery time
The discovery time Ti,disc is an important measure of the self-organization process for a node.
It is defined as the duration of a set of successive DD processes with short average interval. It
is counted from the moment that a node using Tint_short interval to the moment it changes to
Tint_long interval mean (see Figure 5).

The period of one DD attempt is denoted as Ti,dd:

Ti,dd = υIS + wi,scan × σ (1)

where υIS is IS packet transmission time and σ is the time slot used in response scan window.
The average discovery time T̄ _discis as follows:

T̄disc = 1

Ntotal

Ntotal∑

i=1

(
r∑

k=1

Ti,dd(k) +
r−1∑

k=1

Tint_short

)
(2)

There are k (1 ≤ k ≤ r) times DD attempts within the discovery time for a single node. r
is obtained from the simulation. The shorter the average discovery time is, the more efficient
the discovery protocol is.

When the discovery time for each node is considered, node join time T j
i,join and node depart

timeT j
i,departare the interesting parameters. For any individual node j joining a node i , e.g.,

after power on, the time needed to become the neighbor of node i is also of interest, since it
determines how fast node j can start communicating with node i . The lower and upper bound
of node join time T j

i,join can be shown as follows:

T j
i,join ≥ Tini + wini × σ (3)

where T,ini is the initial period after a node is powered on. Although we did not investigate
this measure, it is strongly related to the T̄disc.

The node depart time is related to the random retransmission period. After maximum m
times of RTS packets retransmission, if there is still no response from node j , node i decides
that data transmission has failed. This time can be used for node i to decide that the neighbor
j has left.

T j
i,depart =

m∑

k=1

Ts + m(υRTS + υLRS) (4)

where υRT S and υL RS are packet transmission time of RTS and LRS packets.

DD DD DD

Tint_long Tint_long

t
Discovery time

DD = Device Discovery  

Tint_short Tint_short

Figure 5. SDD discovery time.
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5.2.2. Discovery Ratio
Discovery ratio defined in SDD protocol is calculated as the average percentage of discovered
neighbors after one discovery time.

ρ̄ = 1

Ntotal

Ntotal∑

i=1

di

Ntotal − 1
(5)

where di is the degree of any node i .

5.2.3. Effect on Throughput
We measure the achievable throughput when DD process is performed as well as when DD
process is not performed. The comparison of the two measurement results can show the effect
of DD process on throughput.

Throughput S is defined as the average successful transmission rate, or

S = Successfully received bits

Simulation time elapsed
(6)

5.3. S i m ul a t i o n R e s ult s

We did an initial performance evaluation of the SDD protocol using GloMoSim [8], which is
a discrete event simulator. A SDD module has been developed and embedded in GloMoSim.

Based on an interactive game scenario described in [2], we specify the following parameter
settings for the experiments. We consider a number of nodes forming a single-hop network
within an area of 10 m × 10 m, i.e., corresponding to an in-room environment. The number
of nodes is less than 50. The nodes are uniformly distributed over the simulation area. Node
mobility is neglected in this scenario, i.e., after the initial placement, each node will stay
stationary from the beginning to the end of the simulation. We assume an error-free channel,
hence all packet losses are due to collisions or buffer overflow.

The system parameters used to evaluate the SDD protocol are listed in Table 1. We set the
achievable data rate to 110 Mbps corresponding to the IEEE 802.15.3a. This capacity is kept
constant since in the experiments we limit the number of simultaneous communications to 10.
The signal acquisition time is set to 0.1 ms, which can be further improved [11]. In order to
avoid frequent synchronizations, we use a large packet length of 2000 bytes. The traffic model
we use is a constant bit rate (CBR) model.

The choice of protocol parameters is mostly based on preliminary experiments.
We designed four experiments to evaluate the performance of the SDD protocol in order

to study the effect of the system parameters on average discovery timeT̄disc, discovery ratio
ρ̄ and the effect of DD process on throughput, as we discussed in Section 2. In the first three
experiments, we assume a number of nodes powered on at the beginning of the simulation and
perform a DD process without being interrupted by data transmission. In the last experiment,
the data transmission is involved and measured.



154 N. Shi et al.

Table 1. Parameter specification

Parameter Value

Achievable data rate 110 Mbps

Traffic model CBR

Packet size 2000 bytes

Buffer size 10000 packets

Channel acquisition time 0.1 ms

IS packet size 36 bytes

IR packet size 20 bytes

RTS packet size 36 bytes

CTS packet size 36 bytes

Initial time Tini [1 ms, 20 ms]

Slot duration for device discovery σ 20µs

Discovery short interval Tint_short 10 ms

Discovery long interval Tint_long 1s

Retransmission interval mean E[Ts] 0.2 ms

Retransmission times m 3

Response scan window initial value W 15 or 32 slots

Neighbor list size lmax 10 – 100 entries

Neighbor list time out Tlmax 100 s

5.3.1. Discovery Time
We first investigate the influence of the response scan window size on discovery time. We
assume lmax is larger than the number of nodes and hence does not impact the discovery time.
In Figure 6, we observed a certain degree of linearity in terms of the number of nodes. More-
over, the maximum discovery time for a 50-node setting is less than 75 ms which is much
lower than the magnitude of the discovery time in Bluetooth.

We also observe that as we use different initial scan window size W and the adaptation fac-
tor β (see Figure 6), T̄disc is slightly different within a certain range. The difference is caused
by the different adaptation parameters W and β. The difference is not so dramatic because in
the initial setting, Tint_short is one or two orders of magnitude larger than the response scan
window period which is from 0.2 ms to 0.7 ms.

We now investigate the influence of the neighbor list size lmax on average discovery time
T̄disc for different numbers of in-range nodes. In this experiment, the initial scan window size
W is chosen as 31, and the adaptation factor β is 2.

As shown in Figure 7, we can see that when the neighbor list size lmax is smaller than the
number of nodes, the discovery time increases as lmax increases. The reason is that the DD
processes with Tint_short interval terminate only according to one condition that the neighbor
list is full. More time is needed by each node to fill in its neighbor list when lmax increases. In
this case, the degree di of each node is equal to lmax.

If lmax is equal to or larger than the number of adjacent nodes, when the network is fully
connected, the discovery time reaches a steady maximum value. This is because the DD pro-
cesses with Tint_short interval terminate due to the fact that no new neighbor has been found in
the last three contiguous discovery processes.
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Figure 6. (a) The average number of DD processes in one discovery. (b) The average discovery time.
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5.3.2. Discovery Ratio
With the same parameter settings as in the initial experiments, the average discovery ratio
was measured. We set the neighbor list size lmax much larger than the total number of
node.
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From Figure 8, we observe that the average discovery ratio ρ̄ is always higher than 0.97
for different number of nodes. It shows that most nodes can find most of their neighbors in
one discovery time. Thus, the degree of any node is very close to the number of in-range
nodes. Therefore, the node similarity can be satisfied in the network topology formed by SDD
protocol.

In Figure 8, when the number of nodes increases, ρ̄ slightly decreases. This is because
when more nodes come up in the network, the probability that more DD processes overlap
with each other increases, as well as the probability of collisions of packets.

5.3.3. Throughput Behavior
As explained in Section 3, the device discovery and data transmission processes make use of
the same radio resources, it is necessary to evaluate the influence of the DD processes on the
system throughput.

The DD processes will be executed in three situations, i.e., the initial DD process after
power is on, the periodical execution with the interval of Tint_short or Tint_long. The execution
due to retransmission failure of a data packet.

We only consider 4 nodes in this experiment and thus the effect of MAI and routing protocol
can be neglected. The CBR traffic is sent from node 0 to node 1 and node 2 to node 3. The
packet size and buffer size was listed in Table 1. In both the situations of without and with DD
processes (see Table 2), the initial DD process has to be executed.

When the packet generation rate is smaller than 4000 pkts/s and the network is lightly
loaded, the throughput increases with the packet generation rate (see Figure 9). For higher
packet arrival rates, the network is saturated and the throughput stays above 54 Mbit/s. When
the network is either lightly loaded or saturated, we observe that the device discovery has very
little influence on the system throughput. Table 2 shows the difference in throughput without
and with the DD process. It benefits from the high data rate and capability of multiple trans-
missions offered by TH impulse radio. The fast transmission of control packets on the common
code reduces the probability of collision occurrence between the DD and the DT processes.
The multiple transmissions on different codes enable the two simultaneous processes to be
successfully executed.
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Table 2. Throughput

pkts/sec*1000 Without DD (Mbit/s) With DD (Mbit/s)

1 16 15.99

2 32 31.99

3 48.048 48.017

4 54.681 54.492

5 54.681 54.492

6 54.681 54.492

7 54.681 54.492

8 54.681 54.492

9 54.681 54.492
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Figure 9. Throughput behavior with/without device discovery.

6. Conclusion

In this paper, we have defined performance criteria for designing a discovery protocol based
on self-organization principles. The key characteristics and optimizations of a self-organizing
link layer protocol (SDD) for impulse radio UWB were described. The SDD protocol was
implemented in a GloMoSim simulation environment. Results show that the SDD protocol
has good performance in the operations of neighbor discovery and medium access. In the cur-
rent experiment conditions and assumptions, the average discovery time is much lower than
the discovery time in Bluetooth. The node similarity can be satisfied in the single-hop network
topology. The device discovery process has very little influence on the system throughput.

We are presently working on the multi-hop case and on performance analysis using different
traffic models.
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