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The Role of Human-Centered AI in User
Modeling, Adaptation,
and Personalization—Models,
Frameworks, and Paradigms

Helma Torkamaan, Mohammad Tahaei, Stefan Buijsman, Ziang Xiao,
Daricia Wilkinson, and Bart P. Knijnenburg

Abstract This chapter explores the principles and frameworks of human-centered
Artificial Intelligence (AI), specifically focusing on user modeling, adaptation, and
personalization. It introduces a four-dimensional framework comprising paradigms,
actors, values, and levels of realization that should be considered in the design
of human-centered AI systems. This framework highlights a perspective-taking
approach with four lenses of technology-centric, user-centric, human-centric, and
future-centric perspectives. Ethical considerations, transparency, fairness, and
accountability, among other aspects, are highlighted as values when developing and
deploying AI systems. The chapter further discusses the corresponding human values
for each of these concepts. Opportunities and challenges in human-centered AI are
examined, including the need for interdisciplinary collaboration and the complexity
of addressing diverse perspectives. Human-centered AI provides valuable insights
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for designing AI systems that prioritize human needs, values, and experiences while
considering ethical and societal implications.

1 Introduction

In the rapidly evolving landscape of Artificial Intelligence (AI), the concept of
human-centered AI plays an essential role in designing and developing AI systems.
This chapter delves into this multifaceted concept, exploring diverse interpretations
and perspectives that shape this rapidly evolving field. By examining the intersec-
tions of AI, human values, interaction design, and societal considerations, our aim is
to provide a comprehensive understanding of the subject and guide future research
and development endeavors in user modeling, adaptation, and personalization.

As AI systems increasingly permeate our daily lives, both online and in the phys-
ical world, the AI research community has faced challenges and mounting criti-
cism regarding its failure and need to prioritize a human-centered perspective, e.g.,
[16, 28, 82, 112, 129, 131, 155]. In light of this, AI researchers can draw valu-
able lessons from the field of user modeling and personalization research, which has
long recognized the significance of various human factors, as discussed in chapter
“Human Factors in User Modeling for Intelligent Systems”, as the core principles
of human-centered intelligent solutions. Although some of these discussions and
considerations may seem novel to AI researchers, they have been an integral part of
the practices followed by user modeling and personalization researchers for many
years.

Traditionally, the focus in user modeling and personalization has largely been on
users actively engaging with systems. This perspective, however, has often over-
looked a more comprehensive human-centered approach, which encompasses a
boarder spectrum of individuals, including non-users and aspects of users’ lives
beyond their interaction with systems. In this chapter, we describe the emergence
of human-centered AI, which presents new opportunities for considering and under-
standing humans in a more comprehensive manner, while also promoting the devel-
opment of future-proof and responsible AI systems. By adopting human-centered
AI frameworks, AI researchers, as well as researchers in the field of user modeling
and personalization, can gain insights into human behavior, values, and well-being,
paving the way for the creation of AI systems that better align with human needs.
This shift in focus is essential for ensuring responsible integration and maximizing
the usefulness and effectiveness of AI systems. Furthermore, it underscores the need
for ongoing research, collaboration, and interdisciplinary approaches to address the
complexities inherent in human-centered AI.

The concept of human-centered AI encompasses a broad spectrum of interpre-
tations, reflecting different levels of human involvement in the design and integra-
tion of intelligent systems. Emerging interpretations in the literature range from
a technology-centric perspective, primarily focused on improving prediction accu-
racy through algorithmic enhancements, to more human-centric perspectives that
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prioritize human values, human factors in interaction design, augmenting human
capabilities, and user-perceived perspectives. In addition, legal, moral, or sociotech-
nical considerations, the roles and responsibilities of governing bodies, and the
long-term impacts of technical and functional decisions, as well as notions such
as responsible innovation, social justice, empathetic behavior, sustainability,
autonomy, causing no harm, and assurance and accountability, are all discussed as
interpretations—or sometimes components—of human-centered AI. The complex-
ity of human-related phenomena and the diverse needs and expectations of multiple
actors contribute to the complexity surrounding human-centered AI.

Human-centered AI, in principle, centers around designing and evaluating intel-
ligent systems based on human needs, experiences, expectations, values, and well-
being. However, operationalizing this concept remains intricate. To address these
challenges, this chapter proposes a comprehensive framework (Sects. 2 and 3) that
provides a structured approach to understanding and implementing human-centered
AI as well as reflecting on research and practices of developing AI systems. At the
core of this framework are four paradigmatic approaches to AI systems (described
in Sect. 2): the technology-centric, user-centric, human-centric, and future-centric
perspectives, each offering a unique lens through which AI systems can be designed,
viewed, and refined. This framework also incorporates additional critical compo-
nents as discussed in Sect. 3: Actors, levels of realization and evaluation, and values
that must be included in the design and evaluation of AI systems, where ethical and
legal considerations point us to values such as social justice, accountability, privacy,
empathy, understanding humans, and sustainable AI, among others.

However, the interplay between these values, along with the challenges of address-
ing conflicting perspectives and accommodating diverse stakeholders, presents sig-
nificant opportunities and challenges for researchers and practitioners in the field
(discussed in Sect. 5). Before delving into these opportunities and challenges, Sect. 4
provides an overview of the models, techniques, and frameworks described in the
literature that facilitate the human-centered design of AI systems.

By embracing the principles and practices of human-centered AI, researchers and
practitioners can develop AI systems that better align with human needs, values, and
well-being. This alignment ensures the responsible integration of AI systems while
maximizing their usefulness and effectiveness. However, achieving this alignment
and successfully navigating the associated challenges require ongoing research, col-
laboration, and interdisciplinary approaches. By addressing the complexities inherent
in human-centered AI, we can advance the field and pave the way for a future where
AI systems genuinely serve and prioritize humanity’s interests.
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2 Empowering Humanity: Exploring the Paradigms
of Human-Centered AI

As outlined in the introduction, we note that scholars differ on the exact definition of
human-centered AI, and as such, there is no single framework that encompasses all
aspects of this concept. A literature review by Capel and Brereton [21] emphasizes
the ambiguity regarding how to frame, design, and evaluate human-centered AI. They
divide the existing literature into four main categories: ethical AI, humans teaming
with AI, explainable and interpretable AI, and human-centered approaches to the
design and evaluation of AI, pointing to the need for more guidance and tools in this
area. In this chapter, we attempt to provide an inclusive framework of AI research
paradigms that portrays four paradigms and demonstrates how the human-centered
AI research paradigm is rooted in the user-centric AI research paradigm—which in
itself evolved from the traditional technology-centric paradigm—and how it is at the
brink of evolving into a more comprehensive future-centric AI research paradigm.

Our proposed framework represents four paradigmatic approaches to AI systems
(Fig. 1), with each additional layer representing a more inclusive and comprehensive
focus than the previous one. It is important to note that each paradigm may give
rise to a distinct set of requirements and specifications that can be implemented at
different levels of design, development, and deployment of the AI system, such as
algorithms, data preparation, datasets, and interfaces. In this section, we provide a
general description of each of these four paradigms, with subsequent sections delving
into further details of the framework and its components and highlight specific AI
research topics (e.g., privacy, fairness, explainability) using these four paradigms as
theoretical lenses for further investigation.

2.1 Technology-Centric Perspective

The roots of AI research can be traced back to cognitive science [99] and computer-
supported collaborative work [76]. Initially, the focus in AI, particularly in fields
like user modeling, adaptation, and personalization, was predominantly technology
(or system)-centric, emphasizing the enhancement of predictive accuracy of intelli-
gent or adaptive systems through algorithmic improvements. This technology-centric
perspective, a hallmark of early AI efforts, prioritized the assessment of algorithms
isolatedly using benchmark datasets [153]. While such studies are easy to conduct,
early research showed that superior prediction accuracy in offline studies does not
always translate to better performance in real-world settings [86, 145].

To address this disparity, researchers have turned to online A/B tests involving
real users [75]. Nevertheless, the majority of work within this paradigm still heavily
relies on offline studies using benchmark datasets. Offline studies have limitations
as they lean on historical data as ground truth and are bound by the quality of the
datasets used to build the systems. In addition, they also factor adaptations that
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Fig. 1 Our proposed
framework consists of four
paradigmatic approaches to
AI systems. Each paradigm
surpasses the previous one in
terms of inclusivity and
comprehensiveness,
encompassing and building
upon the foundations of the
previous paradigm

align with the more “predictable” aspects of users’ preferences or behaviors [72].
Such studies assume that the desirability of adaptations is given (when in fact, users
may not always want a system to be adaptive [37]) and that adaptations have no
effect on users’ behaviors (when in fact, adaptations tend to be persuasive [1]—
i.e., users are disproportionally more likely to follow a system’s suggestions [67]).
While online A/B tests may account for these discrepancies in human behavior, they
do not explain why these discrepancies occur [74]. Furthermore, research within
this paradigm has predominantly focused on objectively measurable properties of
algorithms, overlooking other critical factors and subjective outcomes.

2.2 User-Centric Perspective

In response to the shortcomings of the technology-centric perspective, researchers
have gradually adopted a more user-centric approach to evaluating AI systems [71]—
although even to date, this is by no means a dominant paradigm in AI research [76].
The shift toward a user-centric perspective stems from the recognition that prediction
accuracy alone is insufficient for assessing the quality of an AI algorithm [87] and
that the success of AI systems depends on factors beyond the algorithm itself [88].

Research in the user-centric paradigm often covers the interface between the user
and the AI system—this includes the part of the system that gathers the input (e.g.,
user preferences) on which adaptations are based [111] and the mechanism by which
the adaptations are implemented [98]. It evaluates these aspects not only in terms of
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their impact on user behavior but also from a subjective standpoint, considering fac-
tors like usability and user experience [74]. It also examines how the user’s personal
characteristics may influence the effect of these input and output mechanisms on the
user experience [70, 74]. One extensively studied aspect within modern AI systems
under the user-centric paradigm is the transparency of the adaptation mechanism,
leading to the emergence of Explainable AI (XAI) as a field of research [95, 141].
Furthermore, the user-centric paradigm has become more prominent with the advent
of conversational AI systems [63], such as Amazon Alexa and ChatGPT.

In general, the user’s needs, preferences, expectations, and experience of interact-
ing with the system serve as the basis for the evaluation and interpretation of metrics
in this paradigm. Common research methods employed in the user-centric paradigm
include user research [17, 23], which investigates the needs and desires of exist-
ing or potential AI system users through interviews and observations. User-centered
design [33, 52] is subsequently used to translate user needs into system designs.
And once (prototypes of) those system designs are implemented, user-centric eval-
uation [73] can be used to assess them using qualitative studies, controlled user
experiments, or online field trials. Evaluating the system from the user’s perspective
often involves considering the user’s perception of different criteria, such as privacy,
autonomy, transparency, explainability, fairness, and bias. Additionally, it is crucial
to consider user behavior and understanding of the system.

While the user-centric paradigm represents a significant departure from the tradi-
tional technology-centric perspective by focusing on the interaction between the user
and the AI system, it does have limitations. Notably, it often overlooks individuals
who are not the users of the AI system but are nevertheless affected by the system.
This omission precludes considerations and evaluations of aspects that concern all
system actors and/or societal values, such as fairness and algorithmic bias. Another
limitation of the user-centric perspective is its tendency to view users as actors who
only interact with the systems for a limited duration, which overlooks the full scope
of their experience. In contrast, a more expansive view, as explored in the previous
chapter, considers human factors in user modeling. This approach acknowledges that
users are complex individuals whose lives, personalities, and emotions extend beyond
system usage. These elements are crucial for a comprehensive understanding of their
needs and interactions with intelligent systems. Consequently, they merit consider-
ation even during periods of non-use, ensuring a more holistic and human-centric
evaluation of the system’s influence and reach.

2.3 Human-Centric Perspective

By broadening the scope of AI research beyond the user-centric paradigm, researchers
have started adopting a more multi-stakeholder [62] perspective that we refer to
as the human-centric paradigm. This paradigm enables exploration of the broader
impacts of AI systems in terms of societal impact, equitable outcomes, ethical and
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legal requirements, and more. The human-centered paradigm builds on top of the
user-centric paradigm and is more inclusive and comprehensive.

Notable research in this paradigm includes studies on the equitable distribution of
content producers in recommendation outcomes [31], potential biases in prediction
outcomes that disadvantage underrepresented communities [14], the amplification of
historical biases [11], the privacy concerns of people whose data are used for training
AI algorithms [42], gender fairness in recommender systems [35], and more.

A key distinction between the user-centric and human-centric perspectives lies in
the context of individuals for whom a product or service is intended and designed. In
the human-centric paradigm, a human may not necessarily be the primary (or even
secondary) user of an AI system, but they can still be influenced by its existence.
The human-centric perspective adopts a more comprehensive approach, considering
the entire ecosystem of people involved in or influenced by a technical solution. As
such, its scope is often inclusive of the individuals and entities involved throughout
the system’s lifecycle, i.e., stakeholders who are affected by the system, interested
in its outcome or a part of it, though they may not interact with the system directly as
well as the actors who are directly involved in the system or its function, and interact
with it. Given the data-driven nature of AI systems and their reliance on extensive
human data, it becomes increasingly important to consider these actors and stake-
holders, even if they do not use the system. Furthermore, these systems can have
far-reaching impacts and may function on a large scale. AI systems are increasingly
being employed not just for individual use but also for high-level decision-making
processes that can impact large groups of people across different layers of soci-
ety. Consequently, prioritizing human-centeredness in the design, development, and
deployment lifecycles of intelligent systems becomes paramount.

To study these aspects, novel research methods on top of those used in previ-
ous paradigms can be employed. For instance, while a significant body of research
on bias and fairness in the technology-centric paradigm often utilizes benchmark
datasets to examine how the outcomes of various algorithmic predictions are dis-
tributed among different groups of users, the human-centric paradigm additionally
incorporates multi-stakeholder research methods. These methods include social com-
puting research methods [65, 80, 135], stakeholder analysis [108], research on the
diversity and inclusiveness of research [126], implementation studies [36], and par-
ticipatory design [10, 159].

Responsible innovation is a concept that intersects both the human-centric and
the future-centric paradigms in AI research. Within the human-centric paradigm,
responsible innovation highlights the importance of comprehending the societal and
ethical implications associated with the design, development, and deployment of
AI systems. It recognizes the broader impacts of AI on individuals and society and
advocates for changes in design practices to make them more inclusive and equitable.
Responsible innovation aims to align AI systems with diverse stakeholders’ needs
and values, and for this to happen, we need to be well aware of the actual impact of
AI on diverse stakeholders and actors, as well as the needs of these stakeholders and
actors.
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While the human-centric paradigm plays a vital role in promoting inclusive AI
practices, it focuses primarily on analyzing current practices and their real-world
impacts. Although this analysis may lead to recommendations for future practices or
adjusting technology-centric tools [154], its emphasis is not on long-term impacts.
Furthermore, the human-centric paradigm focuses on immediate and existing societal
concerns and often involves strategies for designing and evaluating AI systems, with
an emphasis on current societal norms, legal frameworks, and ethical guidelines.
As a result, while it creates an environment where self-actualization and agency
may be more attainable, these aspects are not explicitly targeted or integrated into
the core objectives of AI system design under this paradigm. The human-centric
approach, focusing on the present and immediate future, often lacks the forward-
looking, proactive strategies necessary to explicitly nurture and support long-term
human development, growth, and empowerment.

2.4 Future-Centric Perspective

Expanding beyond the confines of the human-centered paradigm, we find the future-
centric paradigm of AI research. This paradigm strives to transcend the existing state
of AI research by focusing on designing systems that embody the values of diverse
stakeholders. For instance, it seeks to develop sustainable AI systems (i.e., mov-
ing beyond an adversarial perspective toward AI systems that have a more symbiotic
relationship with their environment) and support human agency (i.e., moving beyond
equity toward self-directed learning and growth). This future-centric paradigm devel-
ops along two intertwined perspectives on AI research.

The first perspective is responsible innovation, which plays a pivotal role in envi-
sioning and shaping the future impact of AI systems. While the basic principles
of responsible innovation are rooted in the human-centered paradigm, within the
future-centric paradigm, this perspective takes a proactive approach to anticipate
and address the long-term societal implications of AI. By encouraging AI system
owners and developers to acknowledge their accountability for the long-term conse-
quences of their creations, responsible innovation encourages fostering open discus-
sions regarding ethical principles and the desired future outcomes of the evolution of
AI technology. It also helps steer AI research and development toward a future that
aligns with human values and aspirations by integrating a societal lens and promoting
future thinking and co-creation with users.

The key distinction between the human-centric paradigm and the future-centric
paradigm lies in their respective considerations of impacts. While the human-centric
paradigm primarily focuses on the immediate consequences, the future-centric
paradigm takes a long-term perspective into account. In addition, the future-centric
perspective looks at how technology should be developed. To effectively address
this forward-looking approach and specify the implications of factors, such as social
justice and explainability, a conceptual dimension is required. One valuable tool in
the realm of responsible innovation is conceptual engineering [148], which has been
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integrated to fulfill this purpose. The future-centric perspective, therefore, starts with
a critical understanding of the current state of AI technology as well as a (norma-
tively) good portrayal of the future society it aims to achieve. It then aims to help
steer technological innovation to realize this future portrayal.

The second perspective is self-actualization, which aims to support users in dis-
covering, developing, and pursuing their longer term goals [32, 72]. This perspec-
tive recognizes that adapting a system to users’ preferences is bound to fail if these
preferences are underdeveloped. Moreover, it acknowledges that numerous existing
systems concentrate primarily on users’ short-term interests rather than longer term
goals. Focusing on self-actualization requires the development of systems that do
not replace but rather support users’ preference development and decision-making
practices.

Future-centric research methods are characterized by a reflexive approach that
meaningfully involves end-users’ perspectives in the practice of developing and
evolving AI technology through methods like critical theory [48, 89], value-sensitive
design [43], and Design for Values [6, 53]. Within this perspective, there is also
increasing attention to the fact that our values change over time (e.g., sustainability
is considered to be much more important now than it was 40 years ago), prompting
the need for methods to design for value change [107]. Furthermore, researchers in
this paradigm conduct longitudinal studies to study the longer term personal and
societal outcomes of AI system implementation [36]. These approaches entail prior-
itizing the ethical and social implications of AI systems and ensuring that they align
with the values and needs of the wider community in the long run.

3 A Framework for Scoping Human-Centered AI

In the previous section, we presented the paradigmatic perspectives on AI systems.
This section dives deeper into a comprehensive framework, offering an overview
and a structured approach to understanding and implementing human-centered AI.
This simplified framework consists of four dimensions: (i) Paradigm, (ii) Actors,
(iii) Values, and (iv) Level of realization. These dimensions encompass several other
components, which are described in this section. This framework suggests a four-
dimensional space in which every point can be characterized by each of the four
dimensions.

3.1 Paradigm

The paradigm forms the foundation of our framework and plays a vital role in com-
prehensively analyzing the AI system and its impact. Our framework adopts four
distinct paradigms: the technology-centric perspective, the user-centric perspective,
the human-centric perspective, and the future-centric perspective. As detailed in the
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preceding section (Sect. 2), each subsequent perspective offers an increasingly com-
prehensive viewpoint on the system and its impact on the involved actors. Moreover,
the paradigms contribute to integrating and prioritizing the corresponding expecta-
tions and requirements.

To illustrate the significance of these perspectives, let us consider the concept of
bias. When adopting a technology-centric perspective, the focus is on understanding
how biases can be addressed throughout the data collection and preparation stages.
The emphasis may be on the utilization of bias-aware techniques and mitigation
strategies. Furthermore, the outcomes are evaluated quantitatively using the bias
metrics defined within the system. A user-centric perspective may suggest captur-
ing user perception of bias through interviews or surveys conducted after the users
interact with the system in a live setting. From a human-centric perspective, the
definition of bias would be influenced by moral and legal guidelines. Moreover,
it may recommend conducting both quantitative and qualitative studies involving
diverse populations and actors, regardless of their interaction with the AI system.
This inclusive approach can ensure that biases are identified and addressed for all
individuals, promoting fairness and equity. Finally, a future-centric perspective would
focus on approaches that strive to bring us closer to an ideal future, e.g., for the bet-
terment of humanity. This perspective requires a substantive theory of social (likely
to consist of distributive and procedural) justice that is linked to long-term thinking.
It takes a prescriptive approach and considers the potential impact of bias mitigation
techniques and policies on society as a whole. From the conceptual work on justice,
it would then connect to actions on an algorithmic and sociotechnical level to ensure
a more just society in the future.

3.2 Actors

The second dimension of our framework focuses on the involved actors. Within
this context, “actors” refer to a broad range of individuals or entities, as well as
stakeholders, as well as other individuals or any parties influenced by either the AI
system, its use or users, or the impacts arising from system-user interactions. This
expansive view encompasses all those affected by, or impacting on, the AI system’s
deployment and operation, either directly or indirectly.

The AI landscape often includes two main types of actors: individuals (e.g., end-
users, data subjects, and AI developers) and organizations (e.g., private technology
companies, UNICEF, and legal bodies) [27, 151]. Since the actors involved in an
AI system often have divergent or conflicting values and goals, the integration of AI
systems can lead to tensions and conflicts in terms of the design and prioritization
of requirements stemming from these divergent values.

For example, consider the scenario of a new AI system that aims to enhance
services and products or provide a personalized experience by collecting more user
data: this data collection benefits the business (i.e., it increases profits) but may face
objections from other actors, such as regulatory bodies. Individuals and business
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parties often have different goals (e.g., see [62]). Individual values can also clash
with business goals. For instance, a company might opt to maximize profits by using
an AI system that monitors employees’ working hours or surveils their behavior.
And yet, such a decision could be perceived as unethical from the standpoint of
some employees, potentially violating their rights and leading them to voice their
concerns, quit their jobs, or experience negative effects on their mental well-being and
trust. Even among the individuals involved in an AI, there could be different views on
what AI should do. For example, the general public (non-expert AI users) may want
an AI system to be safer and protect their privacy, while an AI researcher may heavily
focus on creating fairer AI systems [61]. Finally, even a single individual may have
conflicting opinions about an AI application. For instance, a web user may dislike
the advent of widespread online activity monitoring but appreciate its contribution
to national security.

Legal and governing bodies have the difficult task of reconciling these conflicting
opinions—a task that is further hampered by an invariable lack of a coherent and
consistent approach to AI-related regulations and guidelines, as they struggle to keep
pace with technological advancements and the widespread use of AI. Furthermore,
the existence of conflicting regulatory approaches makes developing AI systems that
may be used cross-border and considering their social impacts particularly challeng-
ing. Data protection regulations, for instance, have only been established in some
countries since the early 2010s, while in many other regions, they are still under
discussion. Similarly, the global discourse surrounding AI-related regulations is rel-
atively recent. Many countries are still in the process of assessing how to manage
and handle AI (mis)use cases, highlighting the weight of establishing responsible AI
development frameworks.

Given the widespread use of AI systems, a category of actors known as malicious
actors can emerge, which refers to individuals or organizations that intentionally
exploit or misuse AI systems for nefarious purposes. For example, consider hack-
ers, cybercriminals, and state-sponsored entities. Malicious actors may intentionally
abuse or use the system for harmful purposes, such as criminal behavior, spreading
misinformation, conducting attacks, and exerting control. When designing AI sys-
tems, it is crucial to consider misuse scenarios and assess associated risks, ensuring
the systems’ responsible and ethical development while mitigating potential harms.

The dynamics and relationships of various actors can add further complexities.
Interactions between different individuals, personas, and organizations may involve
bidirectional impacts, collaborations, competitions, negotiations, and conflicts and
even result in a change in values and priorities for actors. Therefore, it is essential
to foster responsible, effective, useful, and human-centered AI systems to consider
the dynamics and relationships of all actors on top of each actor’s characteristics and
needs and to address conflicts to achieve the desired societal outcomes.
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3.3 Values

The third dimension of our framework evolves around values. In the literature, a num-
ber of values are employed to specify or discuss human-centered AI. Distinguishing
between these values can be challenging due to their overlapping components and the
frequent ambiguity surrounding their discussions. We argue that these values are not
absolute, and additional values may be relevant depending on the specific context.
Nevertheless, we aim to offer an overview of the most frequently addressed values
in the (human-centered) AI community.

We start this discussion by acknowledging that each relevant value in the context
of human-centered AI systems corresponds with one or more basic human values.
We build upon a foundation laid by the work of Frankena [41], who presented a
comprehensive list of intrinsic human values, and proposed a list of human values
(listed in Fig. 2) that can be utilized for a need-based design of AI systems.

The values described in this section are often referenced in both legal settings (e.g.,
in the EU AI Act [25], UNESCO Recommendation on the Ethics of AI for protecting
and promoting human rights [146]) and in surveys of AI ethics (e.g., [55, 64, 94]).
In order to align with and promote human values, AI systems should adhere to these
values, which includes—but crucially goes beyond—complying with these ethical
and legal requirements. Additional context-specific values may also be relevant in
practice. From a normative design perspective, understanding and operationalizing
various social norms and values in the AI system is key to ensuring that the system
objective aligns with human needs. Therefore, these values are design-consequential
and are linked to concrete (socio)technical requirements and tools. Context-specific
values can be elicited and accounted for using methodological approaches such as
value-sensitive design [43] and Design for Values [6, 53]. These approaches typically
start with a step to identify relevant (normative) values for the specific system and a
specific group of people. The relevant values are then translated into concrete design
requirements, realized in prototype systems, and evaluated for their effectiveness.

Engaging with values in design is complicated by the fact that they often conflict in
practice. For example, improving the fairness of an AI system may require increased
access to sensitive information, which can, in turn, negatively affect the value of
preserving privacy. Providing a fair distribution of benefits (or harms) can also lower
the overall accuracy of the algorithm, thereby negatively affecting the values related
to functionality and user experience. Resolving such conflicts between values can be
approached in different ways [106]: (1) maximizing the score among alternative solu-
tions to the conflict (for example, assigning explicit weights to the values of privacy
and fairness, then optimizing for the sum score); (2) satisficing among alternatives
(for example, defining a lower bound of fairness and privacy, and finding a solution
that provides a sufficient level of both); (3) re-specifying design requirements to ones
that still fit the relevant norms but no longer conflict (for example, defining fairness
in a way that no longer requires additional data-sharing); (4) innovating on existing
approaches to overcome the conflict between values (for example, by using synthetic
data in fairness measures to circumvent the privacy/fairness conflict), among other
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Fig. 2 This diagram illustrates a simplified framework for human-centered AI comprising four
dimensions: (I) Paradigm, figure has changed. Similar font to the text is now used in the updated
version point within the space represents a specific combination of these dimensions. The box on
the bottom displays an overview of human values corresponding to the framework’s values
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ways. In all these cases, choices have to be made from the four different paradigms in
order to find a responsible way to handle conflicts. To further show how these choices
are made and particularly how the perspective from each paradigm influences the
treatment of different values, the rest of this section highlights a number of important
values for human-centered AI systems. This list is not meant to be exhaustive but
does give a sense of the many values that are explored in this area.

3.3.1 Preserving Security, Privacy, and Safety

AI enables massive data analysis, encouraging more data collection and raising pri-
vacy concerns. Privacy has been a hot topic among academics and regulators for a
while, e.g., [7, 13, 50, 57, 83, 139]. Smartphones, apps, e.g., social media, big tech,
and advertising companies were and are among the foremost data collectors. These
data can make users feel uncomfortable while also causing severe harm [138]. For
example, the cases of intimate partner abuse of a lack of usability and affordances in
security and privacy controls of smartphones are still an issue [84]. Moving toward
more automated decision-making systems with higher impacts, which require even
more user data collection to provide decisions, exacerbates the situation. There are
already several cases of controversies, e.g., related to the use of facial recognition or
predictive policing, concerning the violation of fundamental rights [46].

Preserving privacy, security, and safety values are linked to several other human-
centered AI values, such as the trustworthiness of the system and its reliability.
These values correspond with several human values, such as peace, security, power,
freedom, honor, esteem, and good reputation. Violating privacy, security, and safety
values often leads to catastrophic consequences, contradicting the principle of avoid-
ing harm. The approach to building a resilient and safe system depends on various
dimensions of the presented framework. The specific measures required depend on
the actors involved, the paradigms employed, and the level of value realization.

For example, given a malicious actor and taking a technology-centric perspec-
tive, various poisoning or adversarial attacks, e.g., [140], could be investigated and
considered, which may motivate the desire to opt out of various data collection prac-
tices. On the other hand, a user-centric perspective may focus on design guidelines
that provide users with a sense of safety and control, minimizing errors and harm-
ful actions (e.g., [122, 152]). A human-centric perspective would consider the data
sources underlying the models and ensure the system’s safety for society [56, 69].
Meanwhile, a future-centric perspective would consider long-term impacts and pro-
pose additional preventive measures that are realizable on different paradigms, such
as conducting long-term privacy impact assessments or prioritizing privacy from the
outset rather than an afterthought [22, 109].1 In addition, the extent to which these

1 Note that the examples provided in this section are merely a few illustrations, and a comprehensive
discussion of the various approaches, methods, evaluations, and resulting guidelines extends beyond
the scope of this chapter. We have only presented a concise overview of one example per paradigm
for brevity (for more details on privacy, see [68]).
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values are realized and for which actors the security, safety, and privacy measures
are designed are crucial factors that determine the appropriate provisions.

3.3.2 Equity, Fairness, and Controlled Bias

Ensuring equity and fairness and removing (or mitigating) bias are crucial values
in human-centered AI, interconnected with other values, such as trustworthiness,
transparency, non-discrimination, social justice, legal and ethical compliance, and
avoiding harm. These values align with human values of “morally good dispositions
or virtues” and, more specifically, the “just distribution of goods and evils”.

Despite their significance, AI systems, particularly those that involve human data,
have faced challenges and controversies in achieving equity and fairness (examples
highlighted in [54, 85, 102]). At first glance, it may appear contradictory that AI
applications, which aim to offer optimization and efficiency through objectivity,
struggle with issues of equity and fairness. However, the pursuit of objectivity alone
cannot prevent biases in society from permeating into the recommendations. An
illustrative example of this phenomenon is the bias reinforcement effect observed in
recommender systems, where biases in the training data are reinforced algorithmi-
cally (cf. [29]).

A large body of work within this space has focused on what is considered alloca-
tive harm—that is, adverse impact from interactions with an AI system that affects
people from a particular social group where those people are unfairly deprived of
access to opportunities, resources, or impact resulting in economic loss [12]. Alloca-
tive harms move well beyond mundane content filtering tasks as AI systems are
being leveraged to help determine which neighborhoods to police [19], who gets
employment benefits [9, 51], who gets picked out from a crowd for a criminal inves-
tigation [147], and which unhoused person should get housing [144]. These harms
could result in what Mimi Onuhoha describes as algorithmic violence as algorithmic
systems withhold information, opportunities, or resources that affect people’s well-
being further “preventing people from meeting their basic needs” [103]. Another
type of harm caused by unfair systems is representative harm—that is, AI systems
may replicate the subordination of social groups regarding aspects of their identity
(e.g., [127, 128]).

Often, addressing these issues has been an afterthought, only brought to attention
through independent studies or by tracing the harmful effects they have caused, e.g.,
[26, 85]. The harm resulting from a lack of equity extends far beyond immediate
consequences and can have long-lasting and far-reaching societal impacts.

The definition and criteria for fairness have evolved over time [58]. Different defi-
nitions and criteria of fairness and types of biases manifest across various paradigms.
For example, biases related to data or algorithms may be addressed through a
technology-centric lens [31], while behavioral biases or user-perceived biases are
better approached from a user-centric perspective [134]. However, these categoriza-
tions are not absolute, and achieving fairness driven by a human-centric lens may
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necessitate modifications in algorithms or data. A survey by Mehrabi et al. [90] cat-
egorizes biases into three groups: data-to-algorithm biases (e.g., measurement bias,
representation bias, sampling bias), algorithm-to-user biases (e.g., algorithmic bias,
presentation bias, popularity bias), and user-to-data biases (e.g., historical bias, pop-
ulation bias, behavioral bias). A feedback loop between the user, algorithm, and data
represents the interplay between biases and their definitions.

When viewed through a human-centric lens, the public’s perception of fair-
ness may impact its technical realization, or perhaps, the notion of group fairness
gains more attention than individual fairness. Equity, fairness, and bias can also be
viewed through a future-centric lens, for instance, looking into the long-term fairness
goals [124]. Additionally, the definition and criteria for fairness and bias can vary
when considering the actors involved. For instance, fairness can be categorized based
on the question of “Fair for Who” [150, p. 52:10].

3.3.3 Transparency and Explainability

Transparency and its associated value explainability afford opportunities for stake-
holders to better understand how a model or system works (i.e., the process used
to generate output given a certain input). Transparency serves as an opportunity to
communicate the strengths and limitations of the system, which provides not only
informational merit, but also significantly improves humans’ informational agency,
and relational and systemic practices [34]. Thus, both transparency and explainabil-
ity work in tandem with other connected human-centered AI values, including safety,
auditability, and trustworthiness that directly map with a core need for understand-
ability in human values.

From a technology-centric perspective, transparency and explainability have tradi-
tionally been of relatively low priority. Recently, though, developers of AI algorithms
have realized the importance of demystifying the increasingly complex models used
in intelligent systems, which have caused some to revert to simpler, more inherently
explainable algorithmic solutions.

Taking a user-centric perspective moves the focus to individual users of the system
whose information is being processed. A recent surge of research in the explainable
AI (XAI) field has been fundamental in the production of interpretable explanations
that either (a) directly expose the inner workings of a system, or (b) provide post-hoc
explanations for black-box models that cannot be accessed [92, 95]. In determining
the appropriate content of explanations, scholars have put forward the following
questions as grounding starting points: “(1)What did the system do?, (2) Why did
the system do it?, (3) Why did the system not do X?, (4) What would the system
do if Y happens?, (5) How can I get the system to do Z, given the current context?
and (6) What information does the system contain?” [45, 81]. Attempting to answer
these questions, user-centric frameworks of explainability have posed pathways for
the design and development of tailored explanations for different users to avoid
potential cognitive biases through presentation styles with appropriate levels of data
abstraction and design values that are relevant to the users [116].
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Meanwhile, human-centric approaches have been largely interdisciplinary to
effectively operationalize values of transparency and explainability to alleviate eth-
ical concerns and meet regulatory compliance [117]. Working closely to harmonize
values of transparency with a human-centered lens, various parties have invested in
examining the reasons why people seek explanations in AI systems. This founda-
tional work has led to the development of various taxonomies that demonstrate a
connection with human values related to knowledge acquisition, trust development,
satisfaction, and user-perceived factors such as scrutability (the ability to tell the sys-
tem it is wrong) that facilitate control [101]. This paradigm also acknowledges that
transparency and explainability needs may vary significantly for various actors. For
instance, beyond transparency for end-users, specialized transparency mechanisms
and tools could also be tailored toward developers and practitioners—these actors,
who likely have a heightened level of responsibility, seek deeper engagement with
their models to shed light on system behavior, algorithmic parameters, openness with
datasets, and data processing techniques to set appropriate benchmarks and identify
areas for further refinement [3].

To further support the varying need to understand systems, frameworks such as
Transparency by Design (TbD) have been proposed to offer guidelines to achieve
transparency throughout the development cycle [34]. However, gaps still persist in
understanding how, as values, transparency and explanations could be further devel-
oped within future-centric discourse to propel responsible innovation. Importantly,
future-centric research should critically consider not only what information should
be relayed in an explanation, but also how that information is relayed, and who is
receiving that information. In answering these questions, transparency mechanisms
can take a longer term perspective by providing space to justify system behavior,
offer room for improvement, push moments of discovery, and impart pathways for
control [3].

3.3.4 Reliability, Accountability, and Auditability

In order to allow for effective oversight and control over the development and use of
AI systems, it is important to have strong accountability and quality assurance. Audits
can give us both: they lead to assurances about the functioning of AI systems, and they
enable us to identify mistakes and undesirable effects and then make improvements.
Concerning the corresponding human values, these human-centered AI values con-
tribute to the need for peace and security, truth, and ensuring the realization of other
human-centered AI values, such as privacy, security, safety, transparency, equity, and
health.

The very idea of accountability, namely, is that there are clearly identifiable peo-
ple responsible for explaining mistakes and responsible for fixing them. In certain
cases, it may involve apportioning blame, for example, for not conducting sufficient
safety tests or ensuring proper reliability of systems. However, the primary focus of
accountability is to prevent undesirable outcomes (through assurances) and to rectify
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any issues that arise (through accountability). As with the other values, these values
filter through the different dimensions: actors, paradigms, and levels of realization.

The emphasis on accountability and transparency is reflected in new legislation,
such as the EU AI Act [25], which aims to establish a Europe-wide ecosystem for AI
auditing based on specific standards, including non-discrimination and robustness,
among others. While the legislation itself employs broad, human- and future-centric
language, it will be accompanied by detailed technical standards from technology-
and user-centric perspectives. Although these technical standards are still being
developed, various frameworks for conducting audits have been proposed, e.g.,
[79, 114] in anticipation of the legislation, e.g., [40].

These frameworks cover technology-centric information, such as the maintaining
logs, Datasheets [44], and Model Cards [93], which provide insights into the techni-
cal aspects of AI systems. They also consider user-centric perspectives [78] to ensure
that auditing involves end-users and to ensure the reliability and accountability of
AI models. Additionally, more human- and future-centric social impact assessments
have been proposed, such as the Dutch “Fundamental Rights and Algorithm Impact
Assessment” [157] and ethics-based auditing methods [97]. This assessment frame-
work focuses on the potential impact of AI systems on human rights.

3.3.5 Health

The essence of responsible design, in the first place, is to do no harm and, even
further, to do good. While all values discussed in human-centered AI, address this
essence to some degree, a specific case of doing no harm is explicitly concerned
with individuals’ mental and physical well-being. A human value relevant to this
principle is preserving and promoting health and strength. AI systems can impact
human health in various ways.

AI systems can be purposefully designed for health applications, serving var-
ious purposes, such as medical image interpretation [115], e.g., detecting skin
melanoma [5, 105], providing decision support for healthcare professionals [100],
or providing health recommendations [125]. These applications have the potential
to significantly influence the health outcomes of the users they serve.

From a technology-centric perspective, realizing the idea of “do no harm and
do good” can be achieved through algorithm design and evaluation. An illustrative
example, of doing good involves personalizing behavior change recommendations
according to a user’s ability level, resulting in promoting mental well-being [143].
There is also increasing research investigating various algorithms and techniques in
different diseases striving for better prediction and detection accuracy [77]. It is
crucial to note that a false negative outcome in many health applications can have
life-threatening consequences.

From a user-centric perspective, this value can be achieved through user-centered
design practices and evaluation, prioritizing the well-being and safety of individual
users. For example, a prescriptive or descriptive presentation of biased recommenda-
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tions impacts human judgment in a mental health emergency decision-making [4]. A
human-centric perspective takes into account other actors, including the caretakers
of the patient, during the design and evaluation process. For example, it is essen-
tial to consider how AI systems can impact public health and whether their use can
extend to national health systems. Furthermore, human-centric design ensures the
incorporation of ethical and legal principles and the consideration of sociotechnical
implications.

A future-centric perspective necessitates considering how the design and use of
an AI system today can impact, over time, the physical and mental health of multiple
actors and stakeholders, e.g., patients, healthcare workers, caregivers, their social cir-
cles, and communities encompassing present and future generations. This involves
addressing ethical considerations on what it means to do no harm and what obliga-
tions we have toward others. Part of adopting a future-centric perspective involves
investigating how to approach the ideal situation in which the ‘no-harm’ values are
met as effectively as possible. This investigation has to be connected to the actual
impacts on actors in the context of the human-centered AI framework and consider
technical possibilities to reduce negative consequences in the future.

In addition to AI health systems, general AI systems should also adhere to this
value. For example, consider a flawed self-driving car that can cause stress or physical
harm. Especially when systems are not necessarily built for the health application
domain, it is possible for their impact on physical and mental health to be over-
looked. For example, highly accurate recommendations may have potential negative
emotional consequences on users [142].

Last but not the least, it is our responsibility to acknowledge that when a system
is released to the public and integrated into everyday applications, users may employ
them for unintended purposes. For instance, users may use ChatGPT to seek safety-
related advice that can cause harm [104]. Therefore, it is essential to remain vigilant
in our design and evaluation processes to mitigate potential negative impacts on
well-being and promote responsible, human-centered, and ethical AI use.

3.3.6 Human Growth and Reflective Responsiveness

These values emphasize the importance of thoughtful and introspective engagement
with users in the design and operation of AI systems, considering their goals and,
accordingly, helping them grow. They also go beyond immediate responses and
encourage AI systems to consider user needs, goals, satisfaction, preferences, feed-
back, and experiences in a reflective manner. These values may address human values
related to harmony, proportion in objects contemplated, pleasure and satisfaction of
all or certain kinds, happiness, beatitude, contentment, harmony and proportion in
one’s own life, mutual affection, love, friendship, cooperation, power and experiences
of achievement, self-expression, freedom, and esteem.

The value of growth and reflective responsiveness recognizes the complexity of
human interactions and may involve empathy, understanding, personalization, and
continuously learning and adapting to ensure meaningful and responsive interactions.
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For example, empathy focuses on affect-aware and affective system design, consid-
ering the thoughts and experiences of individuals and communities. This ensures that
the system understands and reacts appropriately to fulfill human-centered objectives.
It also effectively enhances or diminishes certain affect, thoughts, or experiences
in alignment with desired outcomes. Furthermore, empathy should be taken into
account when actively involving users in developing AI systems, conducting user
research, and need assessment. This entails being compassionate and understanding
and demonstrating empathy toward the user’s context and values, and providing per-
sonalized assistance to individuals based on their unique needs and circumstances.

3.3.7 User Experience

User experience is another critical value to consider in human-AI systems. It not
only directly impacts the user adoption and overall success of the technology, but it
also fosters trust, aids interaction outcomes, and ensures value alignment. This value
corresponds with human values of satisfaction of all or certain kinds, adventure and
novelty, and aesthetic experience. By considering user experience, developers can
drive continuous improvement and enhance the overall effectiveness of AI tech-
nologies, ultimately benefiting both individuals and society. For example, in recom-
mender systems, user experience influences the user’s decision to continue using the
service [74] and long-term user adoption enables more robust user modeling [130].
While user experience has not received substantial attention in most technology (or
system)-centric AI research, technology aspects are certainly essential determinants
of the user experience of human-AI systems [74]. Particularly, the user experience
of AI systems is influenced by factors such as the system’s performance, reliability,
and adaptability [24]. An AI system should consistently deliver accurate results, be
responsive, and minimize errors or failures to meet user expectations. Additionally,
the system should be adaptable, adjusting to changes in user needs and preferences
over time.

A user-centric perspective takes a more subjective approach to user experience,
and emphasizes the importance of usability (including factors, such as perceived
novelty and aesthetic experience, among others) and user experience in achieving
user satisfaction. A well-designed AI system should be easy to use, with intuitive
interfaces, clear instructions, and helpful feedback mechanisms. Several frameworks
exist that can guide researchers in measuring user satisfaction and its impact on
user’s behavioral intentions [74, 110]. Personalization plays a significant role in
enhancing user satisfaction, as AI systems that cater to individual preferences and
needs provide personalized content, recommendations, and assistance based on user
data and behavior patterns. At the same time, AI researchers must acknowledge the
limitations of personalization and limit its potential negative effects, such as the filter
bubble [91], choice overload [18], and negative emotional impact [142].

From a human-centric perspective, user experience encompasses the satisfaction
of all individuals, considering users as humans not only during their interaction with
the system but also beyond that time. Additionally, it takes into account the expe-
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riences of non-users and uses participatory design and co-creation where possible.
The human perception of values can be influenced by their individual characteris-
tics and interaction experiences. For instance, fairness perception is impacted by the
presented explanations and their style as well as individual characteristics, such as
personality and demographics [134]. Designers must therefore consider individuals
with different characteristics, namely cultural backgrounds, abilities, and expecta-
tions when creating AI systems [15].

A future-centric perspective on user experience emphasizes the long-term impact
of AI systems on society. This perspective acknowledges the importance of designing
AI systems that not only meet the needs of current users but also consider the potential
consequences and implications for future generations. Important in this regard is to
avoid the tendency of AI systems to tailor to users’ immediate needs rather than their
longer term goals and desires [32, 72].

3.3.8 Autonomy

The value of autonomy is closely tied to human values such as power, freedom,
self-expression, and experiences of achievement. It encompasses the ability to
exercise free will and make independent decisions regarding one’s objectives and
actions [120]. Autonomy has been recognized as a fundamental value in human-
centered AI across various frameworks, e.g., [20, 39, 132].

Similar to other human-centered AI values of our framework, autonomy is
intertwined—and/or in conflict—with other values. For instance, the technology-
centric perspective has long presumed that the epitome of AI functionality is a fully
autonomous system—a goal that often directly contradicts the value of human auton-
omy [38]. Furthermore, when examining AI systems from a user-centric perspective,
users may perceive a diminished sense of autonomy in situations where their privacy
is at risk [119], or when a lack of user experience may make the system too difficult
for novices to operate [70]. Depending on specific dimensions of our framework,
such as the levels of autonomy, the actors involved, and the paradigmatic perspec-
tives, different aspects and manifestations of autonomy may be realized. This may
include user (or actor) control over the decision-making process, goal definition,
pursuits, and realization method, e.g., choice for data collection, data utilization for
modeling, and personalization options aligned with their goals. It can even extend to
adaptive and controlled automation, providing users with a sense of empowerment
and control as a result. Ensuring the preservation of autonomy in AI system design
and deployment and striking a balance between automation and control are keys to
building truly human-centered AI.

Finally, a future-centric perspective on autonomy may aim to move AI systems
beyond consumerist perspectives, to a perspective that encourages discovery and
personal growth [72]. Crucially, this may require systems to increase users’ level of
autonomy, so as to support rather than replace their decision-making practices.



64 H. Torkamaan et al.

3.3.9 Functionality

Basic system functionality serves as a core value in AI systems, providing the foun-
dation for the realization of other values. Without functionality, a system cannot
fulfill its intended purpose.

From a technology-centric perspective, functionality is often seen as synony-
mous with algorithmic accuracy: a system fulfills its function if and only if it pro-
vides accurate outputs (which are usually tested against some ground truth values,
if available). An important question is how accurate a system must be to provide
useful functionality. In some cases, any predictions that are better than random
make a valuable improvement. In other cases, inaccurate predictions can be actively
harmful—especially when the predictions are biased (see Sect. 3.3.2), inscrutable
(see Sect. 3.3.4), or require a disproportionate amount of sensitive data to be pro-
duced (see Sect. 3.3.1).

Functionality can be viewed from other paradigmatic perspectives as well, offer-
ing valuable insights into its evaluation and realization. For example, a user-centric
perspective may require looking beyond accuracy and algorithm [87]), a human-
centric perspective may require adequate functionality concerning specific legal
or moral requirements, and a future-centric perspective may critically reflect upon
the purpose of AI systems, suggesting a shift toward a different set of evaluation
criteria depending on the societal values that the system is supposed to adhere
to [14, 66].

3.4 Intensity or Level of Realization and Evaluation

Values in our human-centered AI framework have different intensities or levels of
realization, presenting a fourth dimension. For example, fairness can be realized to a
greater or lesser extent, and responsibility can be more or less well-organized (e.g.,
a wider or narrower range of cases where a responsible party can be identified).
This variation can affect compliance with legal frameworks and associated (legal
and moral) risks. To ensure compliance and an appropriate level of realization of all
relevant values, it is crucial to systematically incorporate values in design across all
paradigms and openly communicate those values and their realization level. Previ-
ously in this chapter (Table 1), we elaborated on the methods, scopes, and success
criteria associated with each paradigm, building upon the preceding one and out-
lining how each value should be assessed, and their success should be determined.
However, it is important to note that the assessment and determination of success
for and realization of each value, derived from the third dimension, are inherently
reliant on the interplay with the other dimensions as well.

To illustrate, let’s consider a specific actor, e.g., an individual user, for the second
dimension and adopt a human-centric or future-centric perspective for the first dimen-
sion. A value-sensitive design approach proposes identifying the relevant value and
subsequently incorporating its requirements into the system prototype, which can



The Role of Human-Centered AI in User Modeling, Adaptation … 65

Ta
bl

e
1

A
n

ov
er

vi
ew

of
th

e
fo

ur
pa

ra
di

gm
s

of
hu

m
an

-c
en

te
re

d
A

I

Pa
ra

di
gm

s
Te

ch
no

lo
gy

(o
r

sy
st

em
)-

ce
nt

ri
c

U
se

r-
ce

nt
ri

c
H

um
an

-c
en

tr
ic

Fu
tu

re
-c

en
tr

ic

Sc
op

e
D

at
a

an
d

al
go

ri
th

m
s

U
se

r-
sy

st
em

in
te

ra
ct

io
n,

in
pu

t
an

d
ou

tp
ut

m
ec

ha
ni

sm
s,

an
d

th
e

ef
fe

ct
s

of
us

er
ch

ar
ac

te
ri

st
ic

s

M
ul

ti-
ac

to
r

pe
rs

pe
ct

iv
e

(c
on

te
nt

pr
od

uc
er

s,
da

ta
su

bj
ec

ts
,

un
de

rp
ri

vi
le

ge
d)

,h
um

an
fa

ct
or

,
th

e
im

pa
ct

of
th

e
sy

st
em

on
al

l
pe

op
le

an
d

so
ci

et
y

as
a

w
ho

le
,

re
sp

on
si

bl
e

in
no

va
tio

n,
an

d
im

m
ed

ia
te

co
ns

eq
ue

nc
es

W
or

ki
ng

be
yo

nd
cu

rr
en

t
pe

rs
pe

ct
iv

es
,f

ut
ur

e-
or

ie
nt

ed
re

sp
on

si
bl

e
in

no
va

tio
n,

se
lf

-a
ct

ua
liz

at
io

n

M
et

ho
ds

O
ffl

in
e

ev
al

ua
tio

n,
e.

g.
,M

L
st

ud
ie

s
us

in
g

be
nc

hm
ar

k
da

ta
se

t
U

se
r-

ce
nt

er
ed

de
si

gn
,u

se
r

re
se

ar
ch

,u
se

r-
ce

nt
ri

c
ev

al
ua

tio
n,

e.
g.

,i
nt

er
vi

ew
s,

su
rv

ey
s,

ob
se

rv
at

io
ns

,
ex

pe
ri

m
en

ts
,a

nd
on

lin
e

fie
ld

tr
ia

ls

H
um

an
-c

en
te

re
d

de
si

gn
,s

oc
ia

l
co

m
pu

tin
g,

st
ak

eh
ol

de
r

an
al

ys
is

,i
m

pl
em

en
ta

tio
n

st
ud

ie
s,

pa
rt

ic
ip

at
or

y
de

si
gn

,
co

-c
re

at
io

n

R
efl

ex
iv

e
m

et
ho

ds
(e

.g
.,

cr
iti

ca
l

th
eo

ry
,d

es
ig

n
fo

r
va

lu
es

,v
al

ue
ch

an
ge

s)
,l

on
gi

tu
di

na
ls

tu
di

es

Su
cc

es
s

cr
ite

ri
a

A
cc

ur
at

e
pr

ed
ic

tio
ns

,
al

go
ri

th
m

ic
m

et
ri

cs
;q

ua
nt

ita
tiv

e
be

ha
vi

or
al

m
et

ri
cs

(o
nl

y
in

liv
e

st
ud

ie
s)

U
sa

bi
lit

y,
us

er
ex

pe
ri

en
ce

,u
se

r
pe

rc
ep

tio
n,

e.
g.

,o
f

tr
an

sp
ar

en
cy

an
d

pr
iv

ac
y

So
ci

et
al

go
od

,e
qu

ita
bl

e
ou

tc
om

es
,e

tc
.

V
al

ue
al

ig
nm

en
t,

e.
g.

,f
or

va
lu

es
su

ch
as

su
st

ai
na

bi
lit

y
an

d
hu

m
an

ag
en

cy

L
im

ita
tio

ns
•H

is
to

ri
ca

ld
at

a
is

us
ed

as
gr

ou
nd

tr
ut

h
•A

da
pt

at
io

n
is

as
su

m
ed

to
be

de
si

ra
bl

e
•H

um
an

be
ha

vi
or

is
as

su
m

ed
no

tt
o

be
in

flu
en

ce
d

by
th

e
ad

ap
ta

tio
ns

•N
ea

r-
ex

cl
us

iv
e

fo
cu

s
on

ob
je

ct
iv

el
y

m
ea

su
ra

bl
e

pr
op

er
tie

s
of

al
go

ri
th

m
s

•N
o

co
nc

er
n

fo
r

pe
op

le
w

ho
ar

e
no

tu
se

rs
•N

o
fo

cu
s

on
co

lle
ct

iv
e

ou
tc

om
es

an
d

so
ci

et
al

va
lu

es
•O

ft
en

lim
ite

d
to

na
rr

ow
an

d
no

n-
ho

lis
tic

us
er

-c
en

tr
ic

ap
pr

oa
ch

es

•N
o

fu
tu

re
pe

rs
pe

ct
iv

e
•L

im
ite

d
fo

cu
s

on
ag

en
cy

•D
if

fic
ul

tt
o

an
tic

ip
at

e
fu

tu
re

ch
an

ge
s

in
va

lu
es

an
d

so
ci

et
y

•C
on

ce
pt

ua
lm

et
ho

ds
ca

n
re

m
ai

n
to

o
ab

st
ra

ct
,m

is
si

ng
a

lin
k

to
co

nc
re

te
de

si
gn

of
A

I
sy

st
em

s



66 H. Torkamaan et al.

then be evaluated in terms of its realization. Consequently, this approach enables the
determination of the intensity or levels of realization, success criteria, and maturity of
that value. Different intensities or levels of realization of a value, like explainability,
can be identified as individual user, contextualization, and self-actualization [141],
and accordingly, different metrics can be utilized to determine its success of real-
ization. It is worth noting that these levels may be defined differently for industrial
actors. Levels of realization of a value, like autonomy, can vary in terms of the
degree of user involvement and having a say, depending on the actor, paradigm, or
considered context within the respective paradigm.

The evaluation of human-centered AI realization varies depending on the par-
ticular perspective, actors involved, values considered, and defined level of realiza-
tion. Depending on these criteria, the AI system can be evaluated, and its human-
centeredness can be determined using a combination of quantitative and qualitative
approaches. The defined intensities or levels of realization might have different steps
that, upon evaluation, reveal the extent to which the AI system has achieved the
envisioned maturity for a particular value.

In summary, although an ideal system definition may be proposed at some point,
the fourth dimension suggests that human-centeredness can vary for each AI system
and should be carefully determined by thoroughly considering other dimensions.
For instance, the required intensity of legal compliance (including applicability,
necessity, and realization) may differ among AI systems based on their function-
ality, context of use, actors, regional variations, and other relevant considerations.
Such understanding calls for in-depth analysis across all dimensions for an accurate
assessment.

The crucial understanding is that while the concept of human-centeredness may
be subjective and vary from one AI system to another, it’s essential to identify,
document, and transparently communicate the characteristics of each AI system.
This approach ensures reliability and transparency in evaluating the system, and its
limitations and impact.

Concluding this section, our framework, informed by a range of existing literature,
serves as a flexible and practical tool for researchers, AI teams, and companies. This
framework is designed to help understand the scope and limitations of the solution
under development, diverse actors considered or involved, their values, levels of
realization, and the corresponding human values that are pertinent in this domain. At
an organizational level, this framework offers a structured approach to grasping the
requirements of each dimension as well as dynamics between various actors involved,
which can foster a culture of responsibility and accountability. Meanwhile, at a more
granular system level, such as within product, design, and development teams, it
facilitates the alignment of AI systems with human experiences and usefulness,
ensuring that the values ingrained in AI products and services are closely aligned
with human-centric principles. This can be achieved both by following broad or
specific strategies for implementation, following the procedure that results from
careful analysis and integration of the framework’s key elements.
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For the research community, the framework can serve as a reflexive tool, empow-
ering researchers to critically assess their work’s position within the broader human-
centered AI landscape, identify potential gaps and areas for improvement, and strate-
gically plan future research initiatives. By following this structured approach, AI
practitioners and researchers can ensure their work not only aligns with technologi-
cal advancements but also resonates with human values and societal needs. Having
explored the details of our framework, we now turn our attention to other human-
centered AI frameworks in the literature. This comparison will help highlight the
unique contributions of our approach in bridging technological progress with human-
centric values.

4 Human-Centered Design of AI Systems: Models,
Techniques, and Frameworks

To promote the human-centered design of AI systems, various models, techniques,
and frameworks have emerged in the literature. While these approaches offer valu-
able guidance and methodologies, it is important to note that they are not always
comprehensive. Developing a holistic understanding of human needs and values in
relation to AI technologies is a complex task, and these approaches may encounter
challenges in achieving complete integration. Nonetheless, they play a crucial role
in facilitating the incorporation of human perspectives, considerations, and require-
ments throughout the AI development lifecycle. By drawing from diverse disciplines
such as human-computer interaction, software engineering, ethics, psychology, and
social sciences, these approaches contribute valuable insights to the pursuit of a more
human-centered approach to AI design.

4.1 Models and Frameworks

One notable framework is Shneiderman’s framework for Human-Centered AI (HCAI)
[131–133]. This framework offers a two-dimensional perspective, separating lev-
els of automation from levels of human control. It challenges the traditional one-
dimensional view and suggests that high levels of human control and computer
automation can be achieved through careful design. Additionally, it incorporates a
governance structure that provides guidance on adapting software engineering prac-
tices, followed by management strategies and independent oversights for trustworthy
certification.

The HCAI framework argues for balancing human control and AI autonomy,
acknowledging that automation can occur even with a high level of human control.
This can result in AI becoming trustworthy, safe, and reliable. An example provided
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by Shneiderman is a medical AI system controllable by patients and clinicians.
Instead of trying to replace humans with machines or to signal that idea to society,
researchers should focus more on augmenting and enabling humans with AI. Another
simple example Shneiderman discusses is a navigation tool where humans have
control over where they want to go or which transport mode to choose (e.g., walk or
drive), but they receive multiple suggestions and routes from the AI. Similarly, when
a traffic jam happens on the selected route, it is still a choice for humans to decide
whether to take the alternative route suggested by the AI or to stay on the current route
[132, 133]. In essence, the HCAI framework advocates a shift from emulating or
copying human behavior toward helping and supporting humans.

The HCAI framework is a framework with an emphasis on reliability, safety, and
trustworthiness values. Such an ecosystem requires three levels of governance to keep
AI trustworthy, safe, and reliable. First, AI development teams, such as AI engineers,
must implement workflows that consider audit and ethics in developing AI systems.
Several tools, such as datasheets, have been proposed to help developers in these
tasks. Second, organizations must implement procedures such as an internal review
board (similar to an institutional ethics board) to promote a culture of responsibility
and ethical innovation at the leadership level. And third, independent audit bodies
should be able to audit organizations and teams for their AI systems [132].

Besides Shneiderman’s framework, other frameworks advocate for responsible
approaches to building trustworthy AI systems. For example, the US National Insti-
tute of Standards and Technology (NIST) has released an Artificial Intelligence Risk
Management Framework that outlines essential attributes of a trustworthy AI system,
which are “valid and reliable, safe, secure and resilient, accountable and transparent,
explainable and interpretable, privacy-enhanced, and fair with harmful bias man-
aged” [113, p.12]. Other auditing frameworks, such as ethic-based auditing [97]
and internal auditing of ethical and technical aspects [114], as well as standards
(e.g., [2, 59, 60]) and regulatory guidelines (e.g., [136, 158]) also contribute to the
development of trustworthy AI.

There are also frameworks dedicated to specific values, e.g., addressing key areas
of responsibility, autonomy, ethical considerations, explanations, or transparency.
These frameworks zoom in on specific challenges and requirements within these
domains. One example is the AI4People [39], which provides an ethical framework
for “Good AI Society” through five principles and 20 concrete recommendations.
This framework emphasizes the importance of beneficence, non-maleficence, auton-
omy, justice, and explicability in the development and adoption of AI.

In terms of responsibility, Sattlegger et al. [121] proposed a conceptual framework
designed to examine the task responsibilities of actors involved in the design, devel-
opment, and application of AI systems for decision-making in the public sector. The
goal of this framework is to promote responsible sociotechnical systems and prevent
harm.

Calvo et al. [20] argue that understanding and designing for human autonomy
is crucial for responsible AI. They highlight the need to consider autonomy from
multiple dimensions of human experience. Extending their model for motivation,
engagement, and thriving in the user experience (METUX), they discuss how the
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effects of AI systems on autonomy can be analyzed and then protected through
design. This framework identifies six spheres of technology experience to analyze
the effects of AI systems on autonomy.

Ehsan et al. [30] propose a framework aimed at understanding the sociotechnical
gap in explainable AI systems. This framework consists of technical (i.e., data, model,
and explanation) and social (i.e., trust, actionability, and values) components with
case studies. Another framework related to explainable AI is [95]. This framework
lists a set of design goals and evaluation methods for user and model performances,
providing guidelines for the design of explanations for different user groups, such as
AI novices, data experts, and AI experts. Furthermore, Wang et al. [149] offer a con-
ceptual framework that considers human cognitive biases and aims to link generated
explanations with human decision-making theories, providing recommendations to
improve human interpretability.

In terms of transparency, Felzmann et al. [34] proposed nine principles for trans-
parency by design for AI models. These principles include being proactive, thinking
of transparency as an integrative process, communicating in an audience-sensitive
manner, explaining what data is being used and how it is processed, explaining
decision-making criteria and their justifiability, explaining risks and risk mitigation
measures, ensuring inspectability and auditability, being responsive to stakeholder
queries and concerns, and diligently reporting about the system.

4.2 Tools and Design Guidelines

In the realm of human-AI interaction design, various tools and design guidelines
have been developed to address the unique challenges and considerations associ-
ated with AI systems. Amershi et al. [8] draw attention to the potential conflicts
between traditional user interaction design principles and the characteristics of AI
systems, particularly those with inconsistent or unpredictable behavior. In response,
the authors propose a comprehensive set of 18 design guidelines for human-AI inter-
action. These guidelines aim to enhance the intuitive and effective design of AI
products while emphasizing the importance of ethical considerations and fairness
beyond social norms and biases. Furthermore, the guidelines serve as a spring-
board for contemplating their relevance and potential extensions in future research.
Notably, an aspect that could be further explored is the incorporation of adap-
tive or controllable autonomy in AI systems based on users’ input choices. There
are several other existing guidelines for human-AI design presented by industry,
e.g., [156].

Research challenges in integrating humans and AI are discussed by Hevner and
Storey [49] using a taxonomy called 8C, which lists eight main design challenges that
are composition, complexity, creativity, confidence, controls, conscience, certifica-
tion, and contribution. This taxonomy provides guidelines and proposes a roadmap
for each challenge.
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A number of tools and techniques are also discussed related to human-centered AI.
For example, Gordon et al. [47] introduce “jury learning”, which enables practition-
ers to explicitly define which people or groups from the training dataset, and in what
proportion, determine classifier predictions. ProtoAI [137] is built to help designers
incorporate AI into interface designs. It allows the designer to evaluate design choices
with different model inputs and iteratively refine designs by analyzing model break-
downs. Another example is the tool proposed by Lam et al. [78], called IndieLabel.
This tool uses a collaborative filtering approach, enabling non-technical end-users
to audit algorithms and identify previously unreported algorithmic issues.

Overall, these frameworks, guidelines, and tools contribute to the development
of AI systems that are more trustworthy, responsible, transparent, and designed with
human-centered principles in mind.

4.3 Human-Centered Machine Learning

Human-centered machine learning (HCML) is a specific sub-domain of human-
centered AI that focuses on integrating social values into machine learning practices.
It addresses key development stages, including data curation, algorithm development,
and model evaluation, to ensure that machine learning systems are more sensitive to
social implications and better aligned with the needs of stakeholders. By adopting
interdisciplinary collaboration, engaging stakeholders, and proactively considering
potential implications and failures, HCML aims to create more ethical and socially
responsible ML systems. Methods and frameworks from HCML enable scholars and
practitioners to identify the blind spots in their system, consider the broader impact,
and mitigate potential ethical risks.

For example, through the lens of “forgettance stack”, Muller and Strohmayer [96]
analyzed three classes of silences in machine learning pipelines that can cause or
invoke forgetting: modest silences, silence as force, and ambivalent silences. The for-
gettance stack framework emphasizes the importance of acknowledging and under-
standing the role of forgetting in data science work and its impact on the quality,
fairness, and reliability of the resulting data and models. Another example is the
work of Rismani et al. [118], discussing safety engineering frameworks, such as
System Theoretic Process Analysis and Failure Mode and Effects Analysis, and their
applicability in HCML. Such frameworks offer an analytical structure to link harms
with potential failures and hazards in existing design choices, facilitating mitigation
development and informing ongoing international regulatory and standardization
efforts.
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4.4 Human-Centered Recommender Systems

The field of Human-Centered Recommender Systems represents another dedicated
sub-domain within human-centered AI, aspiring to meld user-focused considerations
with recommender system practices. It prioritizes understanding the characteristics
of both the recommender systems and their users, as well as the relationships between
them [76].

Challenging the traditional view of “help the users find relevant items”, Jannach
and Adomavicius [62] advocate a goal-oriented framework to steer the develop-
ment of a recommender system by explicitly considering the recommendation goal
for different stakeholders. The proposed framework comprises overarching goals,
recommendation purposes, system tasks, and computational metrics. Overarching
goals describe general motivations for using or providing a recommender system.
For example, consumers or providers may have different goals when interacting with
such a system. The conceptualization and operationalization of the remaining compo-
nents should be centered around the goal. By focusing on the goal, the other elements
can be better aligned and integrated, ultimately contributing to a more effective and
human-centered recommender system.

The future of human-centered recommender systems hinges on several key fac-
tors: a strong human-centered science foundation with advances in machine learn-
ing, continuous research on real-world applications, rigorous evaluation methods,
and prioritizing fairness, diversity, and transparency [76, 123]. By addressing these
factors, human-centered recommender systems hold the potential to create person-
alized, engaging, and responsible recommendations that cater to diverse user needs
and preferences, ultimately enhancing user satisfaction and trust.

5 Conclusion: Opportunities and Challenges

Throughout this chapter, we explored different frameworks of human-centered AI
and discussed various paradigms, actors, and values that should be considered in
the design and development of AI systems. Human-centered AI in the context of
user modeling, adaptation, and personalization, similar to other AI systems, presents
several opportunities and challenges, considering the various perspectives involved
and the potential conflicts associated with implementing different layers. This section
aims to delve further into the opportunities and challenges presented by human-
centered AI.

Our framework provides a robust foundation for comprehensively understanding
the diverse needs, preferences, goals, behaviors, values, and experiences of actors,
taking into account their social context. By adopting the perspective-taking approach
in user modeling, adaptation, and personalization, and particularly the shift toward
human-centric and future-centric perspectives, we can identify different aspects,
employ multiple or hybrid evaluation methods, and achieve different success criteria
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while rectifying the limitations associated with each nested perspective. Relying
on other dimensions of the framework, namely considering multiple actors, values,
and intensity of values through different lenses, we can define requirements that are
crucial for achieving human-centered AI but might be overlooked otherwise.

This holistic approach also provides a way to meet multiple actors’ needs effi-
ciently and effectively, particularly enabling the building of systems at scale while
avoiding harm. This, in turn, can lead to improved, responsible, and resilient user
satisfaction, engagement, and overall experience while promoting human values and
augmenting human capabilities in the long run. This approach also provides a strate-
gic framework for understanding the limitations and scope of proposed solutions.
By recognizing these constraints, designers, researchers, and practitioners are able to
clearly outline spaces for improvement, thus enabling a cycle of continuous growth
and evolution in human-centered AI systems. The human-centered AI approaches
empower the identification of both long-term and short-term impacts of AI systems.
This leads to a comprehensive understanding of the potential repercussions of AI
systems, facilitating timely intervention and the ability to manage unforeseen con-
sequences effectively. It also ensures that AI systems bring positive impacts in both
the immediate and distant future.

Human-centered AI emphasizes ethical considerations, societal impact, human
values, and responsible innovation. It encourages a value-sensitive design that offers
opportunities for explicitly specifying the values, which are typically embedded
within five core categories: legal and ethical compliance, no harm, human experi-
ence and usefulness, social justice, and assurance and accountability. This empha-
sis promotes and enables the development of AI systems that are fair, explainable,
transparent, and accountable, addressing concerns such as privacy, inclusivity, bias,
discrimination, and algorithmic transparency, among others. Accordingly, methods
and frameworks that have been (and are being) developed for the integration of values
can be extended and used to design and develop more legal and moral-compliant sys-
tems, promoting positive societal outcomes as a consequence. Incorporating human
values and ethical considerations can aid in informed decision-making by providing
more responsible, transparent, and understandable recommendations.

Conversely, user modeling, adaptation, and personalization studies provide a
rich foundation for human-centered AI. These studies have explored the combi-
nation of quantitative and data-driven approaches with qualitative and theory-driven
approaches, incorporating various human factors such as empathy and personality.
Human-centered AI can benefit from these advancements by incorporating them into
its practices and methodologies.

In addition, human-centered AI naturally promotes interdisciplinary collabora-
tion by involving experts from various fields, including computer science, ethics,
psychology, philosophy, sociology, policy analysis, law, and design, among others.
This collaboration enriches the design process, encourages interdisciplinary research
and development, and fosters a culture of shared understanding and collective respon-
sibility for more effective and human-centered AI systems. It also opens new avenues
for research, addressing critical questions for the future of AI.
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One such area of exploration could be defining the intensity of values and their
hierarchy within AI system design. This entails understanding how to balance mul-
tiple, sometimes contradictory, values for multiple actors. It raises crucial questions
like: What are the values for this system? Which values should be prioritized, at what
intensity, and for whom? It also encourages further research into creating novel solu-
tions for resolving these conflicts and satisfying the respective requirements from a
technical point of view. The human-centered AI design approach fosters the develop-
ment of novel solutions to satisfy these conflicts and contradictions. This is essential
as we move toward an era where AI systems are integral to various aspects of our
lives. Balancing user needs and system requirements in a way that respects human
values and principles is a critical challenge that the field will continue to address.

Despite numerous advantages, implementing human-centered AI presents a set
of challenges. Among them is the difficulty of balancing diverse perspectives, as
discussed earlier in Sects. 2 and 3.2. These perspectives often lead to conflicting
requirements and priorities, making it challenging to create AI systems that cater to
multiple user groups and societal values.

Additionally, the complexity of realizing human-centered AI across various
layers —from individual users to broader societal impacts—can be resource-intensive.
The more holistic and thorough the study of different layers and perspectives, the
more resources and effort are needed. This complexity is exacerbated when account-
ing for actors’ and stakeholders’ needs and values across different cultures and com-
munities, particularly given the evolving nature of AI technologies and regulatory
landscapes.

Another major challenge lies in understanding human needs and values and
the need for multiple, hybrid, and even novel research methods. Researchers need
insights into the complexities, nuances, and evolving patterns of human value and
interaction outcomes, which in turn inform the design, realization, and evaluation
of human-centered AI systems. In-depth and in-the-wild research methods, such
as longitudinal and field studies, are invaluable for gaining insights into complex
human behaviors over an extended period and in real-world setups. However, these
methods require considerable resources to design and implement. We need to devise
innovative methodologies to minimize this burden and provide the in-depth insights
necessary and enable a more accurate, efficient, and comprehensive understanding
of human needs and values.

To ensure the future-proofing, responsibility, and human-centeredness of AI sys-
tems, it is imperative to provide transparent reports on the underlying priorities that
guide their development. Unfortunately, many AI systems in practice fall short of
providing a transparent outlook on their values and priorities. It is essential for devel-
opers and researchers to address this gap and take proactive steps toward transparency.
Additionally, the decision-making process employed in resolving conflicting require-
ments should be thoroughly documented. This documentation should be accessible
throughout the design phase, enabling stakeholders to understand how decisions were
made and the considerations involved. Transparent documentation is not only vital
for AI systems but is also a fundamental aspect of any scientific contribution, as it
helps identify the limitations and scope of the research findings and ensures validity
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and reproducibility. This includes discussing the paradigm, considering actors, val-
ues, and the level of realization of those values, and defining the boundaries within
which the research findings hold true.

Furthermore, another challenge in the realm of human-centered AI is the limited
overlap and collaboration between research communities. These communities have
different research focuses, methodologies, priorities, and sometimes even terminolo-
gies, resulting in limited overlap and hindering effective collaboration. Bridging the
gap between these communities is crucial for developing human-centered AI systems
that consider responsible technological advancements and a better future. A notable
effort in this direction is the growing discourse surrounding human-centered recom-
mender systems and the promotion of interdisciplinary contributions within scientific
platforms, in addition to traditional algorithmic and technology-centric approaches.

User modeling, adaptation, and personalization generally rely on data to model
and personalize and users to evaluate the experiences. Given different dimensions that
are presented by human-centered AI, ensuring the availability, quality, and diversity
of data and access to multiple actors for effective adaptation and personalization can
be challenging, particularly in domains with limited data or biased or low-quality
datasets.

In conclusion, this chapter presents an in-depth exploration of human-centered
AI, shedding light on its multidimensional nature encompassing paradigms, actors,
values, and their varying intensity. A human-centered AI framework is proposed to
better understand and address diverse human needs in AI system design, provid-
ing an opportunity to enhance system human-centeredness, efficiency, usefulness,
resilience, and overall user satisfaction. By promoting ethical considerations, soci-
etal impact, and responsible innovation, human-centered AI ensures the development
of a value-driven system that is fair, transparent, trustworthy, and accountable. While
the field offers immense opportunities, it also presents challenges such as balancing
diverse perspectives, understanding complex human needs and values, and promoting
proper documentation and transparency. However, these challenges can be overcome
through effective interdisciplinary collaboration, innovative research methods, and
a continuous commitment to understanding and addressing human needs and val-
ues, which also pave the way for innovative solutions and opportunities for growth
within the field. The future of AI is intrinsically tied to a more human-centered
approach, thereby requiring a continual exploration and adjustment of the way we
design, implement, and evaluate these systems. The road ahead may be complex, but
it is indeed promising, laying the foundation for a future where AI systems augment
human capabilities, uphold human values, and genuinely benefit society as a whole.
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